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Abstract. Starting from the stochastic Cucker-Smale model introduced in

[14], we look into its asymptotic behaviours for different kinds of interaction.
First in term of ergodicity, when t goes to infinity, seeking invariant probability

measures and using Lyapunov functionals. Second, when the number N of

particles becomes large, leading to results about propagation of chaos.

Introduction. Phenomena in which a large number of agents reaches a consensus
without a hierarchical structure have been widely studied in recent years, as they
occur in numerous scientific fields. Indeed, can be considered as such events as di-
verse as the emergence of a new language in a primitive society, the belief in a price
system in an active market or the collective motions of a population. This last in-
stance encompasses itself very different situations: amongst others, the behaviours
of school of fish, flights of birds, bacterial populations or even human groups.

The so-called Cucker-Smale model is one of many attempts at representing such
phenomena. It was introduced in 2007 by Cucker and Smale in [11] and [12]. It is
a mean-field kinetic deterministic model describing a N -particle system evolving in
Rd through the position xi and the velocity vi of particle number i for i ∈ {1, ..., N}:

{
x′i(t) = vi(t)

v′i(t) = − 1
N

∑N
j=1 ψ(xj(t), xi(t)) (vi(t)− vj(t)),

(1)

where ψ is a positive, symmetric function called communication rate. Typically,
in Cucker and Smale works, it is of the form

ψ(x, y) = ψ̄(x− y) with ψ̄(u) =
λ

(1 + |u|2)γ
,

where λ is a positive constant, representing the intensity of this interaction.

A fundamental property of this model, due to the symmetry of the communica-

tion rate, is that the center of mass of the velocities, vc = 1
N

∑N
j=1 vj , is constant at

all times: that is, for every t, vc(t) = vc(0). Thus, if the initial velocities vi(0) are
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2 PÉDÈCHES

all equal, then the velocities are constant and so equal at all times: for every i and
t, vi(t) = vc(0). This is an equilibrium situation, towards which tends the system.

Indeed, the main result of Cucker and Smale is related to flocking, a phenomenon
in which self-propelled individuals or particles organize themselves to reach a mo-
tion with global coherence, characterized in a mathematical sense by both velocity
alignment and formation of a group structure. More precisely, here is the definition
for (deterministic) flocking:

Definition 0.1. Flocking happens for a set of N particles if, for all i ∈ {1, ...N},
• limt→∞ |vi(t)− vc(t)|2 = 0 with vc(t) = 1

N

∑N
j=1 vj(t);

• sup0≤t<∞ |xi(t)− xc(t)|
2
<∞ where xc(t) = 1

N

∑N
j=1 xj(t).

Cucker and Smale main result is that, whatever the initial conditions, there is
flocking when γ < 1/2 and that it still occurs under some condition depending only
on the initial configuration (xi(0), vi(0))i otherwise; it was later shown (see [16])
that there is always flocking if γ = 1/2 too.

This result is a major reason why, since then, various authors have studied prop-
erties of such models, giving also alternative proofs of the results (for instance in
[15]) and proposed refined, more reality-compliant versions of the model: hierarchi-
cal leadership is presented by Shen ([22]), a collision-avoiding model is introduced
by Cucker and Dong ([9]), the idea of a vision cone for the agents (birds in this
case) is studied by Agueh, Illner and Richardson ([1]), amongst many others.

There has been a fair number of attempts (including by Cucker and Mordecki
in [10], where is added smooth noise, Ahn and Ha in [2] or Ton, Linh and Yagi in
[24]) to introduce a random component in this model. Indeed in the above system
the effects of the environment are neglected: what about the effects of some (very)
localized ocean currents or wind gusts, for fishes or birds respectively? What of the
free will of each individual? And why should the trajectory of a particle be totally
predetermined by its initial configuration?

In this paper, we first focus on the model presented in [14] by Ha, Lee and Levy
in 2009, the main difference with the system (1) consisting in the addition of a
stochastic noise, which takes the form of a Brownian motion:{

dxi(t) = vi(t) dt

dvi(t) = − 1
N

∑N
j=1 ψ(xj(t), xi(t)) (vi(t)− vj(t)) dt+

√
D dWi(t)

(2)

for every i ∈ {1, ..., N}, where D is a non-negative number, representing the
intensity of the noise, ψ : Rd × Rd → R∗+ is positive symmetric function, and
W1, ...,WN are d-dimensional independent standard Brownian motions.

Here the choice of stochastic noise is such that one can interpret the Wi, random
and independent from each other, as a way of representing the degree of freedom of
each individual. In order to model the wind, for example, one should consider the
same Brownian motion for all particles: the behaviour of such models is studied in
[8]. Notice that, here, because of this choice of noise, and contrary to the determin-
istic model, the equality of all initial velocities vi(0) does not imply the equality of
all velocities at any given time. That is, having vi(0) = vc(0) for every i does not
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mean that vi(t) = vc(t) at time t > 0. Thus, the model is no more a perturbation
of some equilibrium.

The first question that comes to mind is whether it is possible to obtain results
similar to those proven by Cucker and Smale. However, one must first determine
what should be the stochastic equivalent of flocking, especially concerning the ve-
locities.

This is a complex problem: in [14], stochastic flocking is defined as (determin-
istic) flocking for the expectations of the velocities and positions of the particles.
This is a relatively weak condition. Alternatively, one can define an almost sure
type of flocking, as in [2], if definition 0.1 holds almost surely, or a Lp-flocking (see
[24]) if the difference between the velocity of a particle and the center of mass goes
to 0 in Lp or even some kind of weak flocking. For more detailed explanations about
the different types of flocking and their appearances in conjunction with different
types of stochastic noise, see e.g. [8].
Here, the independence of the Wi rules out almost sure- and Lp-flockings. We thus
focus on the asymptotic behaviour of the system (2).

In order to study these stochastic dynamics, we will decompose it in two different
parts, as is done in [14], corresponding to two different scales:

• On the one hand, we consider a macroscopic (or coarse-scale) system repre-
sented by the center of mass xc of the positions xi, and its velocity vc (which,

incidentally, is also the center of mass of the velocities vi): xc = 1
N

∑N
i=1 xi

and vc = 1
N

∑N
i=1 vi.

From (2), we deduce the stochastic differential equations satisfied by xc and
vc: {

dxc(t) = vc(t) dt

dvc(t) =
√
D dWc(t)

where Wc(t) = 1
N

∑N
i=1Wi(t) is a Rd-valued Gaussian process, with expecta-

tion 0 and covariance matrix 1
N t Id, for every t ≥ 0.

This system can therefore be explicitly solved: xc(t) = xc(0) + t vc(0) +
√
D

∫ t

0

Wc(s) ds

vc(t) = vc(0) +
√
D Wc(t).

(3)

• On the other hand, we consider a microscopic (or fine-scale) system described
by the relative fluctuations of the positions and velocities, around the center
of mass and its velocity, x̂i = xi − xc and v̂i = vi − vc. Notice that for every
positive t,

N∑
i=1

x̂i(t) =

N∑
i=1

v̂i(t) = 0. (4)

Assume that ψ is of the form ψ(x, y) = ψ̄(x−y), with ψ̄ : Rd → R∗+ a positive
even function. Therefore, the relative fluctuations satisfy for all i ∈ {1, ...N},{
dx̂i(t) = v̂i(t)dt

dv̂i(t) = − 1
N

∑N
i=1 ψ(x̂i(t), x̂j(t)) (v̂i(t)− v̂j(t)) dt+

√
D dŴi(t),

(5)
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setting Ŵi = Wi −Wc.

Studying these equations will prove to be much more challenging, especially
with some nondescript communication rate ψ. We will mainly focus on this
relative (or microscopic) system in this work.

We first turn our attention to the particular – nonsensical from a biological point
of view but computation-friendly – case of a constant communication rate. We
study the time-asymptotic behaviour of system (5) in this setting and in a modified
setting obtained by the addition of an attractive, linear, input of the positions in
the velocity equations, in the same vein as [9]. In this case, as proven in section 3,
there exists an invariant probability measure for the pair position-velocity and the
system is exponentially ergodic.

Then, in two particular settings, we obtain in section 4 the existence of an in-
variant probability measure and ergodicity for non-constant communication rates.
On the one hand we prove a polynomial ergodicity result. On the other hand, using
the cluster expansion method presented in [20], we prove exponential ergodicity for
general drifts with finite delay.

In section 5, we give further results on stationarity, based on It-Nisio result (see
[17]): in particular, we obtain stationary solutions for a larger class of communica-
tion rates. This approach requires moment controls as presented in the final part. In
section 6 system (2) is investigated when the number N of agents goes to infinity to
obtain propagation of chaos results, after proving the uniqueness of the associated
non-linear stochastic differential system. The results we present in this section can
be deduced from those obtained in [6]; however our proof, purely based on proba-
bility theory, is very different from [6], where transport equations methods are used.

1. The basic stochastic Cucker-Smale model with a constant communica-
tion rate. From here to the end of Section 4, we place ourselves on Ω = C(R+,R2d),
the canonical continuous R2d-valued path space, with F the canonical Borel σ-field
on Ω.
As it shall not have any impact on any of the results presented in this paper, we
set, for the sake of simplicity, D = 1 (except in subsection 3.1).

Suppose first that the communication rate is constant, that is ψ = λ for a certain
positive constant λ. This means that whatever the distance between two particles,
the interaction between them will have the same intensity. This assumption is quite
unrealistic, but mathematically tractable.

In the first paragraph, we recall and present in a clearer way results from [14]
that we are going to use later; in subsection 1.2, we prove the existence of a in-
variant measure – with infinite mass – for the microscopic system. In the following
paragraph, we obtain a central limit theorem for the behaviour of the microscopic
positions, derived from a result of [7]. Finally, in paragraph 1.4, we exhibit a re-
versible measure for the global velocities.
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1.1. Explicit expression and distribution for the relative velocities. From
observation (4), the microscopic system (5) becomes for every positive t and for
every i ∈ {1, ...N}, {

dx̂i(t) = v̂i(t) dt

dv̂i(t) = −λv̂i(t) dt+ dŴi(t).
(6)

Remark that the second equation is autonomous in v̂i; moreover it is an Ornstein-
Uhlenbeck type equation.

Proposition 1. For every t ≥ 0 and for every i ∈ {1, ..., N},

v̂i(t) = e−λt v̂i(0) +

∫ t

0

e−λ(t−s) dŴi(s).

Proof. Apply It’s formula to t 7→ f(t, v̂i(t)) = eλt v̂i(t). Then,

eλtv̂i(t) = v̂i(0) +

∫ t

0

eλs dŴi(s) +

∫ t

0

(
λ eλs v̂i(s)− eλs λ v̂i(s)

)
ds.

Furthermore, if the initial value (v̂1(0), ..., v̂N (0)) is Gaussian then

v̂(t) = (v̂1(t), ..., v̂N (t)) ∈ RNd

is a Gaussian process entirely determined by its expectation and covariance matrix.
Setting ΠN,d the following square block matrix of size Nd,

ΠN,d =


(1− 1

N )Id − 1
N Id · · · − 1

N Id
− 1
N Id (1− 1

N )Id · · · − 1
N Id

...
. . .

. . .
...

− 1
N Id − 1

N Id · · · (1− 1
N )Id

 , (7)

the proposition below holds.

Proposition 2. For every t ≥ 0,

v̂(t) ∼ N
(
e−λt E[v̂(0)],ΛN,d(t)

)
,

where ΛN,d(t) = 1
2λ (1− e−2λt) ΠN,d.

Remark 1. Notice that the eigenvalues of ΠN,d are 0 with multiplicity d and 1
with multiplicity (N −1)d. Thus, the matrix ΠN,d is not invertible and the law of v̂
is degenerate at all time. In particular, it is not absolutely continuous with respect
to Lebesgue measure on RNd, which will prove problematic in later stages.

1.2. Invariant probability measure for v̂. Let µ be the Gaussian distribution
N
(
0, 1

2λ ΠN,d

)
on RNd.

Firstly, we prove that µ is a reversible (and thus, invariant) probability measure
for the vector v̂ of the relative velocities with respect to the center of mass vc.

Proposition 3. The process v̂(.) admits µ = N
(
0, 1

2λ ΠN,d

)
as its unique reversible

probability measure.

For every i ∈ {1, ..., N}, we write x̂αi (t) (resp. v̂αi (t)) for α ∈ {1, ..., d} the αth-
component of the Rd vector x̂i(t) (resp. v̂i(t)).
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Proof. Since µ does not admit a probability density with respect to the Lebesgue
measure we cannot use the usual characterization of reversible measures involving
the infinitesimal generator associated with the process in L2(µ).

µ is invariant if and only if for every n, 0 < t1 < ... < tn, τ > 0, (v̂(t1), ..., v̂(tn))
and (v̂(t1 + τ), ..., v̂(tn + τ)) have the same distribution under Pµ, the law with
initial distribution µ. As both are Gaussian processes, it is sufficient to show that
they have same expectation and covariance matrix.
For every i ∈ {1, ..., N}, t ≥ 0,

Eµ[v̂i(t)] = 0,

and for every α, β ∈ {1, ..., d}, i, j ∈ {1, ..., N}, t ≥ 0,

covµ(v̂αi (t), v̂βj (t)) = δα,β
1

2λ
(δi,j −

1

N
).

Thus, for every non negative t and τ , v(t) and v(t+τ) have the same distribution
under Pµ.

Furthermore, for t1 < t2,

Eµ[v̂αi (t1 + τ)v̂βj (t2 + τ)] = e−λ(t1+t2+2τ) Eµ[v̂αi (0) v̂βj (0)]

+ δα,β (δi,j −
1

N
) Eµ

[∫ t1+τ

0

e−λ(t1+τ−s) dŴi

α
(s)

∫ t2+τ

0

e−λ(t2+τ−s) dŴj

β
(s)

]
= e−λ(t1+t2+2τ) δα,β

1

2λ
(δi,j −

1

N
) + δα,β (δi,j −

1

N
)

∫ t1+τ

0

e−λ(t1+t2+2τ−s) ds

= δα,β
1

2λ
(δi,j −

1

N
)
(
e−λ(t1+t2+2τ) + e−λ(t1+t2+2τ) (e2λ(t1+τ) − 1)

)
= δα,β

1

2λ
(δi,j −

1

N
) e−λ(t2−t1) = Eµ[v̂αi (t1) v̂βj (t2)].

Hence, covµ(v̂αi (t1 + τ), v̂βj (t2 + τ)) = covµ(v̂αi (t1), v̂βj (t2)).

(v̂(t1), ..., v̂(tn)) and (v̂(t1 + τ), ..., v̂(tn + τ)) have then the same distribution un-
der Pµ.

In the same manner, by computing the first and second order moments of v̂(.)
and v̂(τ − .), one deduce that they have the same distribution under Pµ.

Secondly, setting x̂ = (x̂1, ..., x̂N ), we show that the pair (x̂, v̂) does not admit
an invariant probability measure but only an invariant σ-finite measure.

Proposition 4. The measure dx ⊗ µ is invariant for (x̂, v̂), with dx denoting the
Lebesgue measure on RNd.

Proof. Using It’s formula, we obtain the infinitesimal generator L̂ associated with
the system (6): for a function f regular enough and x, v ∈ RNd,

L̂f(x, v) = L̂xf(x, v) + L̂vf(x, v)

where

L̂xf(x, v) =

N∑
i=1

vi∇xif
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and

L̂vf(v) = −λ
N∑
i=1

vi.∇vif +
1

2

N∑
i=1

∆vif −
1

N

N∑
j=1

d∑
α=1

∂2
vαi v

α
j
f

 .

As µ is invariant for v̂,∫ (∫
L̂vf(v) dµ(v)

)
dx =

∫
0 dx = 0.

Besides, denoting by x̄αi the vector x missing its (i, α)-component,∫
L̂xf dx⊗ µ =

∑
i,α

∫ (∫
vαi ∂xαi f(x, v) dxαi

)
dx̄αi dµ(v)

= −
∑
i,α

∫ (∫
f(x, v) ∂xαi v

α
i

)
dx dµ(v) = 0

because ∂xαi v
α
i = 0.

It follows that
∫
L̂f dx⊗ µ = 0.

As dx⊗ µ is a measure with infinite mass, there is no invariant probability mea-
sure for the random system (x̂(.), v̂(.)).

1.3. Behaviour of x̂ and central limit theorem. In this subsection, we prove
a new central limit theorem for the asymptotic behaviour of the relative positions
x̂1(t), ..., x̂N (t), when t goes to infinity, applying a result by Cattiaux, Chafa and
Guillin from [7].

Recall that

x̂(t) = x̂(0) +

∫ t

0

v̂(s) ds.

Using the ergodic theorem,

1

t
x̂(t) =

1

t

(∫ t

0

v̂(s) ds+ x̂(0)

)
−→
t→∞

∫
v̂ µ(dv̂) = 0 a.s.

Looking for a more precise result, we prove the following convergence result:

Proposition 5. The central limit theorem below holds:

1√
t
x̂(t)

L−−−→
t→∞

N
(

0,
1

λ2
ΠN,d

)
.

Proof. We start with a lemma about the variance of the components of
x̂ = (x̂αi )α∈{1,...,d},i∈{1,...,N}.

Lemma 1.1. For every α ∈ {1, ..., d} and i ∈ {1, ..., N},
1

t
varµ

(∫ t

0

v̂αi (s) ds

)
−→
t→+∞

1

λ2

(
1− 1

N

)
.

Proof. We prove this lemma using the method, based on the invariance of the
probability measure µ, used in the proof of Lemma 2.3 of [7].

varµ

(∫ t

0

v̂αi (s) ds

)
= Eµ

[(∫ t

0

v̂αi (s) ds

)2
]

= 2 Eµ
[∫ t

0

∫ s

0

v̂αi (s)v̂αi (u) du ds

]
= 2

∫ t

0

∫ s

0

Eµ[v̂αi (s− u)v̂αi (0)] du ds by invariance of µ.
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Moreover, as the initial conditions and the Brownian motions are independent, it
follows that

Eµ[v̂αi (s− u) v̂αi (0)] = Eµ[e−λ(s−u) v̂αi (0)2] = e−λ(s−u) 1

2λ

(
1− 1

N

)
and

1
t varµ

(∫ t
0
v̂αi (s) ds

)
= 1

λt

(
1− 1

N

) ∫ t
0
e−λs

(∫ s
0
eλu du

)
ds

= 1
λ2

(
1− 1

N

) (
1− 1

t (1− e−λt)
)

−→
t→+∞

1
λ2

(
1− 1

N

)
.

Therefore, according to Theorem 3.3 of [7], under Pµ, for all i ∈ {1, ..., N} and
α ∈ {1, ..., d}

1√
t

∫ t

0

v̂αi (s)ds
L−−−→

t→∞
N
(

0,
1

λ2
(1− 1

N
)

)
. (8)

The only convergence left to prove is that for i 6= j, α, β,

1

t
cov

(∫ t

0

v̂αi (s) ds,

∫ t

0

v̂βj (s) ds

)
−−−→
t→∞

− δα,β
1

λ2N
.

A direct computation leads to:

1

t
cov

(∫ t

0

v̂αi (s) ds,

∫ t

0

v̂βj (s) ds

)
=

1

t
(1− e−λt)2 E[v̂αi (0) v̂βj (0)]

+
1

t
E
[∫ t

0

∫ s

0

e−λ(s−u) dŴα
i (u) ds

∫ t

0

∫ s

0

e−λ(s−u) dŴ β
j (u) ds

]
= − δα,β

1

2λNt
(1− e−λt)2 − δα,β

1

Nt
E
[(∫ t

0

∫ s

0

e−λ(s−u)dWα
i (u) ds

)]
= − δα,β

(
1

2λNt
(1− e−λt)2 +

1

Nt

∫ t

0

(∫ t

u

e−λ(s−u) ds

)2

ds

)

−−−→
t→∞

− δα,β
1

N

(∫ ∞
u

e−λ(s−u) ds

)2

= −δα,β
1

λ2N
.

This asymptotic behaviour of x̂ confirms the result of the previous subsection:
there is no invariant probability measure for the relative system (x̂, v̂) associated
with the model (2). Indeed the particles do not particularly tend to come closer
from each other, and thus there is not formation of a group structure.

We will come back to this later, but first we briefly turn our attention to the
global process (x, v) and its behaviour when t is large.
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1.4. Back to the original system. In the setting of a constant communication
rate, the stochastic differential equations (2) become:{

dxi(t) = vi(t) dt
dvi(t) = −λ (vi(t)− vc(t)) dt+ dWi(t).

(9)

As was shown previously, x = x̂ + xc and v = v̂ + vc have a known explicit
expression. vc is a Brownian motion (and thus admits the Lebesgue measure as
an invariant measure); therefore v cannot admits an invariant measure with finite
mass. Nevertheless, we can find an invariant (and even symmetric) measure for the
vector of the velocity v.

Proposition 6. The measure ν with infinite mass given by

dν(v) = exp

(
−λ

d∑
α=1

N∑
i=1

(vαi − vαc )
2

)
dv

is reversible for v defined in (9).

The proof of this proposition follows from a classical result on gradient diffusions.

Lemma 1.2. If X is solution in Rn of

dXt = η dWt −∇F (Xt) dt,

where Wt is a n-dimensional standard Brownian motion, F a smooth function and

η a real number, then X admits ρ(dx) = e
− 2
η2
F (x)

dx as reversible measure.

Proof. The associated infinitesimal generator is defined by

Lf = −
n∑
i=1

∂if ∂iF +
η2

2

n∑
i=1

∂2
i f.

To prove the reversibility of ρ, we have to show that for every smooth f and g,∫
gLf dρ =

∫
fLg dρ.∫

f(x)Lg(x) dρ(x)−
∫
g(x)Lf(x) dρ(x)

= −
n∑
i=1

∫
(f∂ig − g∂if) ∂iFe

− 2
η2
F (x)

dx +
η2

2

n∑
i=1

∫ (
f∂2

i g − g∂2
i f
)
e
− 2
η2
F (x)

dx

= −
n∑
i=1

∫ ((
∂ig ∂if + g ∂2

i f − ∂if ∂ig − f ∂2
i g
) η2

2
+

η2

2

(
f ∂2

i g − g ∂2
i f
))

dρ(x)

= 0.

Proposition 6 follows by applying this lemma with n = Nd for

F (v) = −λ
2

d∑
α=1

N∑
i=1

(vαi − vαc )
2
.
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2. Introducing x in the v-equation. As mentioned previously, we would like to
modify the above linear model into a more realistic one. A simple idea is to add a
linear attractive term in xi−xj , as is done for instance with kinetic models: indeed
the velocity dynamics are not solely determined by their differences, but also by the
relative positions of the particles.

After the addition of this pull-back force, the projection of the system on a cer-
tain hyperplane will now admit an invariant probability measure. Proposition 8 is
the main result of subsection 2.1. In subsection 2.2, we use Lyapunov function the-
ory to prove in Theorem 2.2 the exponential ergodicity of these dynamics towards
its invariant probability measure.

For i ∈ {1, ..., N}, we now consider{
dxi(t) = vi(t) dt
dvi(t) = −λ (vi(t)− vc(t)) dt− β (xi(t)− xc(t)) dt+ dWi(t),

(10)

where β is a positive parameter coding the intensity of this new interaction.

As in the previous section, we divide the system in two parts, a “macroscopic”
one and a “microscopic” one. The center of mass (xc, vc) is subject to exactly the
same dynamics and the expressions of xc and vc are still given by (3).
Changes appear for the relative fluctuations however, and instead of (6) one now
obtains, for every i in {1, ..., N},{

dx̂i(t) = v̂i(t) dt

dv̂i(t) = −λv̂i(t) dt− βx̂i(t) dt+ dŴi(t).
(11)

We now focus on finding an invariant probability measure for the random dy-
namics given by (11).

2.1. Invariant probability measure on a “d-hyperplane” for the relative
fluctuations. The introduction of this new interaction will lead to the existence of
an invariant probability measure for the microscopic system. Such an occurrence is
impossible for the global system (x, v); however, one can easily check the validity
of the following proposition.

Proposition 7. The measure µβ defined on (Rd × Rd)N by

dµβ(x, v) = exp

(
−λ

[
N∑
i=1

|vi − vc|2 + β

N∑
i=1

|xi − xc|2
])

dx dv

is invariant for the original dynamics (10). Nevertheless, it has an infinite mass.

Proof. To verify the invariance of µβ , it suffices to check that – with Lβ the in-
finitesimal generator associated with (10) – for every function f regular enough,∫
Lβf dµβ = 0.

Now, introduce the subspace

H = {(x, v) ∈ RNd|x1 + ...+ xN = 0 and v1 + ...+ vN = 0}

of codimension 2d. The projection of the system on H admits an invariant proba-
bility measure.
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Proposition 8. Define φ(z1, ..., zN−1) =
∑N−1
i=1 |zi|2 +

∣∣∣∑N−1
i=1 zi

∣∣∣2.

The probability measure µ̂β on (Rd × Rd)N−1 whose density is

f̂β(x̂1, ..., x̂N−1, v̂1, ..., v̂N−1) =
1

Z
exp (−λ (φ(x̂1, ..., x̂N−1) + β φ(v̂1, ..., v̂N−1))) ,

where Z is a renormalisation constant, is invariant for the projection on H of the
stochastic dynamics defined in (11).

Proof. To find µ̂β , we start from the measure µβ introduced in Proposition 7, we
make the substitution of variables (x1, ..., xN ) −→ (v̂1, ..., v̂N−1, Nvc) and then
project on H.
To prove the invariance of µ̂β , we proceed as previously.

Having found this elusive invariant probability measure, we determine the rate
of convergence of its associated semi-group towards µ̂β using Lyapunov function
theory.

2.2. Lyapunov functions and ergodicity. First we specify what we mean by
Lyapunov function.

Definition 2.1. A positive, continuous, smooth enough function V is called Lya-
punov function for the Markov process associated with the infinitesimal generator
L if there exists K ≥ 0 such that, outside of a certain compact set U ,

LV ≤ −K V.

By exhibiting a Lyapunov function, we obtain the exponential ergodicity of the
system, in what is the main result of this paragraph.

Theorem 2.2. Let P βt be the semi-group associated with the system (11). Assume
that λ2 > 2β.

For all (x̃, ṽ) ∈ (Rd × Rd)N−1, P βt ((x̃, ṽ), .) converges exponentially towards µβ for
the total variation distance: there exists ρ > 0 and C > 0 such that for all t:

‖P βt ((x̃, ṽ), .)− µβ‖TV ≤ C V (x̃, ṽ) e−ρ t

where V is the Lyapunov function defined in (12), associated with the stochastic
system (11).
In this case, we shall say that µβ is exponentially ergodic.

Proof. The proof rests on a theorem, due to Down, Meyn and Tweedie ,see [13]
and also [4]. It explicits the link between Lyapunov functions and ergodicity: an
irreducible process admitting an invariant probability measure is exponentially er-
godic as soon as there exists a Lyapunov function for the associated infinitesimal
generator.

The difficulty now is to find an explicit Lyapunov function. We solve it and
propose the function V defined by

V (x, v) = exp

(∑
i

(
1

2
βλ |xi|2 + β xivi +

1

2
λ |vi|2)

)
(12)

with λ2 > 2β.
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Let us prove that it is a Lyapunov function for the system (11).
Indeed, the infinitesimal generator associated with these dynamics satisfies for
f regular enough,

Lβf(x, v) =
1

2

∑
i,α

∂2
vαi
f(x, v)− 1

N

∑
j

∂2
vαi v

α
j
f(x, v)


+
∑
i,α

vαi ∂xαi f(x, v)−
∑
i,α

(λvαi + βxαi )∂vαi f(x, v),

where i ∈ {1, ..., N} and α ∈ {1, ..., d}.

We compute LβV for every (x, v) ∈ R2Nd:

LβV (x, v) = 1
2

∑
i,α

[
λ+ (β xαi + λ vαi )

2

− 1
N

∑
j (β xαi + λ vαi )

(
β xαj + λ vαj

) ]
V (x, v)

+
∑
i,α(β(vαi )2 + λvαi x

α
i ) V (x, v)−

∑
i,α(λvαi + βxαi )2 V (x, v)

=
[

1
2λNd−

1
2

∑
i,α(λvαi + βxαi )2 − 1

N

∑
α (
∑
i (βxαi + λvαi ))

2

+
∑
i,α(β(vαi )2 + λvαi x

α
i )
]
V (x, v)

≤
[

1
2λNd−

1
2

∑
i,α

(
−λ2(vαi )2 − β2(xαi )2 + 2β(vαi )2

)]
V (x, v)

= − 1
2

(
(λ2 − 2β)|v|2 + β2|x|2 − λNd

)
V (x, v).

Thus, if λ2 > 2β, setting K = min((λ2 − 2β), β2), when |x|2 + |v|2 is large enough,

LβV (x, v) ≤ −K V (x, v).

3. Non-constant communication rate: two particular cases. We go back to
the stochastic Cucker-Smale model (2): we now turn our attention to more realistic
non-constant communication rates.

First, in subsection 3.1, we again apply Lyapunov function theory to obtain er-
godicity for a two particle system: we prove the semi-group converges at polynomial
speed towards its invariant probability measure.

Second, in subsection 3.2, we consider as communication rate a small perturba-
tion of a constant one. Applying results from [20], based on the cluster expansion
method, from statistical physics, we obtain some exponential ergodicity for general
drifts with finite delay.

3.1. One (or two) particle(s) along the real line. Consider (x1, v1) and (x2, v2)
satisfying equation (2) in which is added the term in β introduced in the previous
section.
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If we set x = x1−x2 and v = v1−v2, then (x, v) solves the stochastic differential
system: {

dxt = vt dt

dvt = − λ vt
(1+x2

t )
γ dt− βxt dt+

√
DdWt.

(13)

One can also consider these equations as the modelization of a single particle mov-
ing along the real line, according to some version of the modified stochastic Cucker-
Smale model (10), studied in the previous section.

We look for the asymptotic behaviour of the system: even though there does not
exist an explicit solution, we are able to exhibit a Lyapunov functional which is the
key of the following convergence, the main result of this paragraph.

Theorem 3.1. We define the function φγ by

φγ(t) =

{
t−

1−γ
γ for γ ≤ 1

2

t−
1

4γ−1 for γ ≥ 1
2 .

.

The Markov process (xt, vt) solution of (13) admits an invariant probability measure,
called µγ .
Moreover, its semi-group converges towards µγ for the total variation distance and
the convergence rate is at least φγ .

To prove this result, we first give a criterion for the existence of an invariant
probability measure, before applying it to system (13). Then, we prove the polyno-
mial ergodicity.

3.1.1. A criterion for the existence of an invariant probability measure. We first
recall in the proposition below a sufficient condition for the existence of an invari-
ant probability measure. This result is a direct adaptation to continuous time of
Theorem 12.3.4 in Meyn and Tweedie’s book [19].

Proposition 9. Let (Ut)t≥0 be a Feller Markov process on Ω, whose infinitesimal
generator L is such that there exists a non-negative function V , a positive b and a
compact set C satisfying, for every u,

LV (u) ≤ −1 + b 1C(u). (14)

Then, the process (Ut)t≥0 admits an invariant probability measure on Ω.

3.1.2. Application to system (13). The infinitesimal generator associated with (13)
is the differential operator defined by

Lx,v = D ∂2
v + v ∂x −

λv

(1 + x2)γ
∂v − βx ∂v.

Set
Vγ : (x, v) 7→ βx2 + λ fγ(x) v + v2,

where fγ is the primitive of ψγ : x 7→ 1
(1+x2)γ that vanishes at 0 (which exists by

continuity of ψγ).
Applying the generator L to Vγ , we obtain

LVγ(x, v) = D − λv2

(1 + x2)γ
− λ2v

(1 + x2)γ
fγ(x)− λβ xfγ(x). (15)

The proposition below guarantees that Proposition 9 can be applied.
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Proposition 10. For a positive large enough R , if max(|x|, |v|) > R, then

LVγ(x, v) ≤ −1.

Proof. We begin by giving a few properties of fγ : as ψγ is positive, fγ is increasing
with fγ(x) positive (resp. negative) if x is positive (resp. negative). In particular,
for every x, xfγ(x) is non-negative. Furthermore ψγ is an even function, making fγ
an odd one.
ψγ is integrable on R if and only if γ > 1

2 ; in this case fγ tends towards the finite

number
∫∞

0
1

(1+u2)γ du when x goes to infinity. When γ < 1
2 there exists a positive

Cγ such that, for x large, fγ(x) ∼ Cγx1−2γ .

Suppose that max(|x|, |v|) > R.

• If |v| < R, from (15),

LVγ(x, v) ≤ 2D − λ fγ(x)
(
β x+ λ v

(1+x2)γ

)
≤ 2D − λ |fγ(x)|

(
β |x| − λ |v|

(1+x2)γ

)
≤ 2D − λ |fγ(x)|

(
β R− λ R

(1+R2)γ

)
.

We briefly notice that λ R
(1+R2)γ ∼R→∞ λ R1−2γ and 1 − 2γ < 1 if and only if

γ < 0.

Whatsoever,

β R ≥ λ R

(1 +R2)γ
⇔ (1 +R2)γ ≥ λ

β
⇔ R ≥

√(
λ

β

)1/γ

− 1.

For R ≥
√(

λ
β

)1/γ

− 1, LVγ(x, v) ≤ 2D − λ |fγ(R)|
(
β R− λ R

(1+R2)γ

)
.

Hence, if R is such that R ≥
√

1 + (λ/β)γ and

2D − λ |fγ(R)| (β R− λ R
(1+R2)γ ) ≤ −1, we have

LVγ(x, v) ≤ −1.

• If |x| < R, for every positive γ, |fγ(x)| is negligible with respect to x; therefore,
for R sufficiently large,

|v| > λ |fγ(x)| and λ |fγ(x)| is negligible w.r.t. |v|. (16)

Accordingly, on the one hand, if γ < 1,

LVγ(x, v) ≤ 2D − λ v
(1+x2)γ (v + λ fγ(x))

≤ 2D − λ |v|
(1+x2)γ (|v| − λ |fγ(x)|)

≤ 2D − λ R
(1+R2)γ (R− λ fγ(R))

∼ −λ R2(1−γ) for 2(1− γ) > 0, that is γ < 1

We can thus find R such that LVγ(x, v) ≤ −1.

On the other hand, when γ ≥ 1, keeping (16) in mind,

LVγ(x, v) ≤ 2D − λ |v|
(1 + x2)γ

(|v| − λ |fγ(x)|)− λβ xfγ(x).
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(i) If v ≤ |x|2γ , LVγ(x, v) ≤ 2D − λβ fγ(R
1
2γ )R

1
2γ ≤ −1 for R large enough.

(ii) Otherwise, if v > |x|2γ , LVγ(x, v) ≤ 2D − λ |v| (|v|−λ |fγ(x)|)
(1+vγ−1 )γ

.

For |v| sufficiently large, the fraction is equivalent to λv, which allows us
to conclude.

• If |x| > R and |v| > R, we will use Young’s inequality: for every positive real
numbers p and q satisfying 1

p + 1
q = 1,

λ2 |v|
(1 + x2)γ

|fγ(x)| ≤ 1

p

λp |v|p

(1 + x2)γp
+

1

q
λq |fγ(x)|q.

Subsequently,

LVγ(x, v) ≤ 2D −
(

λ v2

(1+x2)γ −
1
p

λp |v|p
(1+x2)γp

)
−
(
λβ xfγ(x)− 1

qλ
q |fγ(x)|q

)
= 2D − a1(x, v)− a2(x, v).

Roughly,

a1(x, v) ≈ λ v2

|x|2γ
− λp

p

|v|p

|x|2γp
and

a2(x, v) ≈ Cγλβ |x|1+max(0,1−2γ) − Cqγ
λq

q
|x|qmax(0,1−2γ)

where Cγ is a positive real number depending only on γ (αγ if γ < 1
2 , else

fγ(∞)).

We would like to exhibit p and q such that a1 and a2 tends to infinity when
x and v do, regardless of the ratio x/v.

We will find them if each of the following assumptions is satisfied:
(a) 1

p + 1
q = 1

(b) p < 2
(c) 2γ < 2γp
(d) qmax(0, 1− 2γ) < 1 + max(0, 1− 2γ).

Conditions (b) and (c) come from the expression of a1, (d) from the expres-
sion of a2.

As γ 6= 0, (b) and (c) can be summed up by (e): 1 < p < 2.

If 1− 2γ > 0, ie γ < 1
2 ,

q <
2(1− γ)

1− 2γ
⇔ 1− 1

p
>

1− 2γ

2(1− γ)
⇔ 1

p
<

1

2(1− γ)
⇔ p > 2(1− γ).

Thus, for every γ > 0, p ∈ (max(1, 2(1− γ)), 2).

When γ < 1
2 we set p = 2− γ, hence q = 2−γ

1−γ ; otherwise we choose p = 3
2

and q = 3.

Next, we check that we indeed observe the behaviour we were looking for:
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If γ > 1
2 , a1(x, v) ≤ λv2

(1+x2)γ −
3λ

3
2

2
|v|

3
2

(1+x2)
3γ
2

is non-negative for R sufficiently

large and a2(x, v) = λβ xfγ(x)− λ3

3 fγ(∞)3 ≥ 2D+ 1 when x is large enough,
and we are therefore able to conclude in this situation.

A similar verification can be done when γ < 1
2 .

Finally, for every positive real number γ, there exists some positive real number
R such that

LVγ ≤ −1 + δ1Bγ

where Bγ = {(x, v) ∈ R2|max(|x|, |v|) ≤ R} and δ a real number.

Bγ being a compact set of R2 and Vγ being bounded on B̄(0, R), the stochastic
dynamical system (13) admits an invariant probability measure, thanks to Propo-
sition 9.

There exists an invariant measure µγ ; we now determine the convergence rate of
the semi-group associated with (xt, vt) towards this probability measure.

3.1.3. Polynomial ergodicity. The proof of the second part of Theorem 3.1 follows
from Theorem 1.2 of [4] and the following proposition.

Proposition 11. Let H be the function defined on R+ by H(u) = |u|1−γ if γ ≤ 1
2

and H(u) = |u|
1
4γ if γ ≥ 1

2 .
For a positive, large enough, R , if max(|x|, |v|) > R, then

∀(x, v) ∈ R2, LVγ(x, v) ≤ −Kγ H(Vγ(x, v))) (17)

where Kγ is a positive constant depending only on γ.

Proof. It will follow a pattern similar to the one of Proposition 10.

Notice that H is a non-negative, increasing and concave map.
Suppose that max(|x|, |v|) > R.

• If γ ≤ 1
2 , we would like to prove that there exists Kγ such that for R large

enough,

Kγ(βx2 +λfγ(x)v+ v2)1−γ ≤ −D+
λv2

(1 + x2)γ
+

λ2v

(1 + x2)γ
fγ(x) +λβxfγ(x). (18)

– Suppose that |x| < |v| and |v| > R.

On the one hand, for R such that
λfγ(R)
R < 1,

(βx2 +λfγ(x)v+v2)1−γ = |v|2(1−γ)

(
1 +

βx2

v2
+
λfγ(x)

v

)1−γ

≤ (2+β)1−γ |v|2(1−γ).

On the other hand, if R is sufficiently large,

−D +
λv2

(1 + x2)γ
+

λ2v

(1 + x2)γ
fγ(x) + λβxfγ(x) ≥ −D +

λv2

2(1 + x2)γ
≥ λv2

4(1 + x2)γ
.
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Furthermore, if R ≥ 1,

λv2

4(1 + x2)γ
≥ λv2

4× 2γ max(1, x2)γ
≥ 1

8
λv2 min(1, x−2γ)

≥ 1

8
λv2 min(1, |v|−2γ) ≥ 1

8
λ|v|2(1−γ).

Thus, with Kγ = 1
16(2+β)1−γ (18) is satisfied.

– Suppose that |v| ≤ |x| and |x| > R.
We proceed in exactly the same way, swapping x and v, to obtain the
inequality

(βx2 + λfγ(x)v + v2)1−γ ≤ (2 + β)1−γ |x|2(1−γ).

Besides, with similar arguments as those previously used,

−D +
λv2

(1 + x2)γ
+

λ2v

(1 + x2)γ
fγ(x) + λβxfγ(x) ≥ −D +

1

2
λβ|x| × Cγ |x|1−2γ

where Cγ is a positive constant such that fγ(|x|) ∼ Cγ |x|1−2γ when |x| is
quite large.

Thus,

−D +
λv2

(1 + x2)γ
+

λ2v

(1 + x2)γ
fγ(x) + λβxfγ(x) ≥ 1

4
λβCγ |x|2(1−γ)

≥ Kγ(2 + β)1−γ |x|2(1−γ)

for R big enough and Kγ below
λβCγ

4(2+β)1−γ , which implies inequality (18).

• If γ ≥ 1
2 , we aim to show that we can find a positive constant Kγ such that

for R large enough,

Kγ(βx2 + λfγ(x)v + v2)
1
4γ

≤ −D +
λv2

(1 + x2)γ
+

λ2v

(1 + x2)γ
fγ(x) + λβxfγ(x). (19)

– Suppose that |v| ≤ |x| and |x| > R.

Then, for R large enough,

(βx2 + λfγ(x)v + v2)
1
4γ ≤ (2 + β)

1
4γ |x|

1
2γ .

Moreover,

−D +
λv2

(1 + x2)γ
+

λ2v

(1 + x2)γ
fγ(x) + λβxfγ(x) ≥ 1

4
λβCγ |x|

when R is large enough, with Cγ = lim|x|→∞ fγ(|x|).

Hence (19) holds with Kγ ≤ λβCγ

4(2+β)
1
γ

.
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Figure 1. Case γ = 0.2, with D = 0.1, λ = 5, β = 2 and Kγ = 8.3.

– Suppose that |x| < |v| and |v| > R. We have, by analogy with previous
assumptions,

(βx2 + λfγ(x)v + v2)
1
4γ ≤ (2 + β)

1
4γ |v|

1
2γ .

Furthermore,

−D +
λv2

(1 + x2)γ
+

λ2v

(1 + x2)γ
fγ(x) + λβxfγ(x) ≥ λv2

2(1 + x2)γ
+

1

2
λβCγ |x|.

(i) If |x|2γ ≤ |v| then

λv2

2(1 + x2)γ
+

1

2
λβCγ |x| ≥

λv2

2(1 + v
1
γ )γ
≥ λv2

2(2v
1
γ )γ
≥ 1

8
|v| ≥ Kγ(2 + β)

1
4γ |v|

1
2γ

with Kγ = 1

8(2+β)
1
4γ

, as 2γ ≤ 1 and (19) is satisfied.

(ii) If |x|2γ > |v| we have

λv2

2(1 + x2)γ
+

1

2
λβCγ |x| ≥

1

2
λβCγ |x| ≥

1

2
λβCγ |v|

1
2γ ≥ Kγ(2 + β)

1
4γ |v|

1
2γ

for Kγ =
λβCγ

2((2+β)
1
4γ )

and R large enough, ensuring us of the validity

of inequality (19).

For two different values of γ, we illustrate in figures 1 and 2 the veracity of
the proposition we have just proven. These graphics were realised with Matlab; in
blue/dark is LVγ , in green/light is −KγH(Vγ).

We indeed observe that, in both situations, when we are far enough from the
origin, the green/lighter surface is under the blue/darker one, which illustrates the
drift condition shown in this section.

Thanks to Theorem 1.2 of [4], we know that the semi-group associated with the
Markov process converges towards the invariant measure; furthermore we obtain a
precise statement about the convergence rate, hence φγ .
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Figure 2. Case γ = 2, with D = 0.1, λ = 5, β = 2 and Kγ = 17.

Remark 2. Results of this subsection are only valid for d = 1. Unfortunately, we
are not able to find explicit Lyapunov functions in higher dimensions.

3.2. Ergodicity for small perturbations: the cluster expansion method.
In this section, we apply the cluster expansion method to the system considered:
we start from a well-known symmetric diffusion, the case of the constant communi-
cation rate. The aim is to disrupt it through a small perturbation with finite delay
t0, to obtain a perturbation of a stochastic Cucker-Smale model whose drift has a
finite delay t0.

For the sake of simplicity, computations are done here in the case d = 1. The
symmetry of the system ensures it is possible without loss of generality on the final
result, even though some constants depend on d.

We saw in subsection 1.2 that the system corresponding to the communication
rate ψ = λ admits a reversible probability measure, µ = N

(
0, 1

2λ ΠN

)
, setting

ΠN = ΠN,1 defined in (7).

In this subsection, we apply the cluster expansion method established in [20] to
obtain ergodicity for small perturbations of the drift in this model.

Consider the dynamics:

dv̂(t) = −λv̂(t)dt+ ΠN dW (t), t ∈ R+ (20)

where v̂ ∈ RN and W is a N -dimensional standard Brownian motion.

The law of the Ornstein-Uhlenbeck process studied in section 1 is degenerate:
the N ×N matrix ΠN is not invertible (see Remark 1), nor is ΠNΠ∗N (and a pro-
jection on the first N −1 coordinates of ΠN satisfies neither of these requirements).
Thus, in order to apply results from [20] we have to project the system on an ad
hoc subspace, where the process will be elliptic, once we have established an ade-
quate orthonormal basis on it. We then introduce the perturbation on this subspace.
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As previously mentioned, the vector of the microscopic velocities (v̂1, ..., v̂N ) is
living on the hyperplane H = { v ∈ RN | v1 + ... + vN = 0 } whose orthonormal
basis (ei)i∈{1,...,N−1} is given by

eji =

√
i

i+ 1

(
1

i
δj≤i − δj=i+1

)
for every j ∈ {1, ..., N}.

In what follows, we set αi =
√

i
i+1 . Let eN be the vector of RN such that

ejN = 1√
N

for every j. Then (ei)i∈{1,...,N} is an orthonormal basis of RN .

The microscopic system v̂(t) has in the basis (ei)i∈{1,...,N} the coordinates
ui(t) = e∗i v̂(t), i = 1, ..., N .

Thus,

uN (t) =
1√
N

N∑
k=1

v̂k(t)

and for i ∈ {1, ...N − 1},

ui(t) = αi

(
1

i

i∑
k=1

v̂k − v̂i+1

)
.

This means that, on the one hand

uN (t) =

√
1

N

N∑
k=1

Ŵk(t) = 0

and on the other hand

dui(t) = αi

1

i

i∑
k=1

−λv̂k(t) dt+ (dWk(t)− 1

N

N∑
j=1

dWj(t))


+λv̂i+1(t) dt− (dWi+1(t)− 1

N

N∑
j=1

dWj(t))


so that

dui(t) = −λui(t) dt+ αi

(
1

i

i∑
k=1

dWk(t)− dWi+1(t)

)
.

Setting U = (u1, ..., uN−1), it satisfies in RN−1

dU(t) = −λU(t) dt+ σ dW (t) (21)

with σ the (N − 1) × N matrix whose j-th row is αj e
∗
j . The system is now non

degenerate: σσ∗ is invertible.

U is another Ornstein-Uhlenbeck type process, different from (20).

Proposition 12. For every t ≥ 0,

U(t) = e−λt U(0) +

∫ t

0

e−λ(t−s) σ dW (s),
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U(t) ∼ N
(
e−λt E[U(0)] ,

1

2λ
(1− e−2λt) IN−1

)
.

Finally, ρ = N
(
0, 1

2λ IN−1

)
is a reversible probability measure for U ; since all

the hypotheses required for Theorem 2 in [20] are satisfied, Theorem 3.2 holds:

Theorem 3.2. Assume that b : C(R+,RN−1) → RN−1 is a measurable function
bounded by 1, which is moreover local in the sense that there exists t0 > 0 such that,
for any u ∈ Ω, b(u) = b((u)tt−t0).
Then, when β is small enough, the system with delay

dZ(t) = (−λZ(t) + β b((Z)tt−t0) dt+ σ dW (t),

where (Z)tt−t0 is the trajectory of Z between times t − t0 and t, admits a unique

weak stationary solution Q on C(R+,RN−1).
Moreover, there is exponential ergodicity: there exist θ > 0 and C : RN−1 →
R+ such that for t and t′ large enough, for every z ∈ RN−1, for every bounded
measurable function f ,

|EQ[f(Z(t))|Z(0) = z]− EQ[f(Z(t′))|Z(0) = z]| ≤ C(z) e−θ |t−t
′|.

Finally, we go back to the canonical basis.

Let, for b = (b1, ..., bN−1) : C(R+,RN−1)→ RN−1, the function
B = (B1, ..., BN−1) : C(R+,RN−1)→ RN−1 be given by

Bi(.) =

N−1∑
j=i

1√
j(j − 1)

bj(P .) −
√
i− 1

i
bi−1(P .)

with P = (Pij)i,j∈{1,...,N} the square matrix of size N such that, for all j ∈
{1, ..., N},

Pij =
√

i
i+1

(
1
i δj≤i − δi=j+1

)
if i < N and PNj = 1√

N
.

Corollary 1. Assume that b is as in Theorem 3.2 and B as defined just above.
Then, if β is small enough, the dynamics

dv̂(t) =
(
− λv̂(t) + β B

(
(v̂)tt−t0

))
dt+ ΠN dW (t)

admits a weak stationary solution and there is exponential ergodicity.

Remark 3. Following Scheutzow in [21] (see Theorem 3), one already knows that
there exists a unique invariant probability measure for such dynamics. The novelty
here is the explicit rate of convergence.

Remark 4. That we consider a finite delay instead of an unbounded one, as in the
original Cucker-Smale model, is not that much of a stretch: indeed,it is realistic to
suppose that the behaviour of a particle at time t depends on the difference of the
positions at times t and t− t0, for a certain t0.

4. Stationarity solutions and moment controls. Here we obtain a more gen-
eral result about the existence of stationary solutions and thus of a certain form of
invariant probability measures by applying results from It and Nisio ([17]).

First, however, we introduce a few hypotheses:
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• (H1): There exists a even, positive, function ψ̄ : Rd → R such that, for all x
and y, ψ(x, y) = ψ̄(x− y).

• (H2): There exists two constants ψ1 and ψ2 such that, for all s ∈ Rd,
0 < ψ1 ≤ ψ̄(s) ≤ ψ2.

• (H3): ψ̄ is bounded and Lipschitz continuous.

4.1. Stationarity results. We place ourselves in the general case of the micro-
scopic velocities of the stochastic Cucker-Smale system (5) seen as a delayed equa-
tion autonomous in v̂, with unbounded delay:

dv̂i(t) = − 1

N

N∑
j=1

ψ̃
(
(v̂i)

t
0, (v̂j)

t
0

)
(v̂i(t)− v̂j(t)) dt+ dŴi(t), i ∈ {1, ..., N} (22)

where (v̂)t0 = (v̂s)s∈(0,t] and ψ̃ is defined by

ψ̃
(
(v̂i)

t
0, (v̂j)

t
0

)
:= ψ(x̂i(t), x̂j(t)) = ψ

(
x̂i(0) +

∫ t

0

v̂i(s) ds, x̂j(0) +

∫ t

0

v̂j(s) ds

)
.

Theorem 4.1. Assume (H1) and (H2). Then the delayed equation (22) admits at
least one stationary solution.

Proof. The key ingredient of the proof is Theorem 3 of [17]: it states that for the
stochastic differential equation

dv̂t = a((v̂)t0) dt+ b((v̂)t0) dBt, t ∈ R, (23)

which satisfy the following three assumptions:

• (H4): a(f) and b(f) are continuous on the space of the continuous functions
on R−;

• (H5): there exist M > 0 and a bounded measure K with compact support on
R such that for every continuous f ,

|a(f)|2 + |b(f)|2 ≤M +

∫ 0

0

|f(t)|2 dKt;

• (H6): there is a uniform control of the second-order moments:

sup
t∈R+

E[v̂2
t ] < +∞,

then equation (23) admits a stationary solution, that is a solution that is invariant
under the time shift. An argument of weak compactness is central in its proof.

In this case, one can easily verify that (H4) is satisfied.
Furthermore, so is (H5), when ψ is bounded by ψ2, with M = N and dKt =

4N2ψ2
2 δ0(dt): indeed, here bi(f) = 1 and ai(f) = − 1

N

∑N
j=1 ψ̃ (fi, fj) (fi(0) −

fj(0)), so that |ai(f)|2 ≤ 4N ψ2
2 |f(0)|2. Thus

|a(f)|2 + |b(f)|2 ≤ N + 4N2 ψ2
2 |f(0)|2.

The crucial point to apply this result is the hypothesis (H6): we will show in
Proposition 13 that

E
[
|v̂(t)|2

]
≤ E

[
|v̂(0)|2

]
+
dN

2ψ1
, (24)
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if there exists a positive constant ψ1 such that for all non-negative s, 0 < ψ1 ≤ ψ̄(s),
which is the case, as assumption (H2) holds.

Thus, we have the existence of a stationary solution for this particular class of
communication rates.

Remark 5. To the best of our knowledge, we cannot conclude anything about the
uniqueness of such stationary solutions.

We now prove the necessary results to obtain the upper bound (24), as well as
other moment controls that will be useful in the last section of this paper.

4.2. Various controls of first and second order moments. Proposition 13 is
actually very close to Theorem 3.5 of [14].

Assume (H1) and (H2). First we truly conclude the proof of Theorem 4.1 with
the crucial result that brings about the inequality (24).

Proposition 13. Suppose that (H1) and (H2) are satisfied, and that the initial law
has a finite second order moment. Then, for all t ≥ 0,

N∑
i=1

E[|v̂i(t)|2] ≤
N∑
i=1

E[|v̂i(0)|2] e−2ψ1t +
d(N − 1)

2ψ1
(1− e−2ψ1t).

Proof. The lemma below is a generalization to stopping times of Lemma 3.4 of [14];
we do not give its proof here.

Lemma 4.2. Suppose that (H1) and (H2) are satisfied, and that the initial law has
a finite second order moment. Let t be any (stopping) time. Then, almost surely,

a) |x̂(t)|2 ≤ |x̂(0)|2 + 2
∫ t

0

√
|x̂(s)|2 |v̂(s)|2 ds.

b) |v̂(t)|2 ≤ |v̂(0)|2 − 2ψ1

∫ t
0
|v̂(s)|2 ds+ d(N − 1) t+ 2

∑N
i=1

∫ t
0
v̂i(s) dŴi(s).

We introduce Tk = inf { u ≥ 0 | |v̂(u)|2 ≥ k } ∧ t. Then, with part b) of lemma 4.2,

E[|v̂(Tk)|2] ≤ E[|v̂(0)|2]− 2 ψ1 E
[∫ Tk

0
|v̂(s)|2 ds

]
+ d(N − 1) E[Tk]

≤ |v̂(0)|2 + d(N − 1) t.

Hence, when k goes to infinity, we obtain the finiteness of E[|v̂(t)|2].
Furthermore,

E[|v̂(t)|2] = E[|v̂(0)|2]− 1
N

∫ t
0
E
[∑N

i,j=1 ψ̄(x̂i − x̂j) |v̂i − v̂j |2
]
ds+ d(N − 1) t,

so that by differentiation,

d

dt

(
E[|v̂(t)|2]− d(N − 1)

2ψ1

)
= − 1

N
E

 N∑
i,j=1

ψ̄(x̂i − x̂j) |v̂i − v̂j |2
+ d(N − 1)

≤ d(N − 1)− 2ψ1 E[|v̂(t)|2]

Thus, by Gronwall’s lemma,

E[|v̂(t)|2] ≤ E[|v̂(0)|2] e−2ψ1t + d(N−1)
2ψ1

(1− e−2ψ1 t).
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We now focus on results that will be needed in the next section, dealing with
propagation of chaos, adding exchangeability to the assumptions.
We recall (see for instance [3]) that particles are said to be exchangeable if every
permutation of these particles has the same law: that is (X1, ..., Xn) are exchange-
able if for any permutation σ of {1, ..., n}, (X1, ..., Xn) and (Xσ(1), ..., Xσ(n)) have
same law.

Proposition 14. Suppose that (H1) and (H2) are satisfied and that the particles
are exchangeable at time t = 0; in particular particles have the same initial law.
Assume also that this initial law has a finite second order moment.
Then, for all i ∈ {1, ...N},

sup
t≥0

E
[
|v̂i(t)|2

]
≤ E

[
|v̂i(0)|2

]
+

d

2ψ1
.

Proof. We have previously seen that:

E
[∑N

i=1 |v̂i(t)|2
]
≤ E

[∑N
i=1 |v̂i(0)|2

]
e−2ψ1 t + d(N−1)

2ψ1
(1− e−2ψ1 t).

Exchangeability leads to:

E
[
|v̂i(t)|2

]
≤ E

[
|v̂i(0)|2

]
e−2ψ1 t + d(N−1)

2ψ1N
(1− e−2ψ1 t)

which brings the conclusion of the proof.

Corollary 2. Suppose that (H1) and (H2) are satisfied and that the particles are
exchangeable at time t = 0. Assume also that the common initial law has a finite
second order moment.
Then, for all non-negative t, there exists a positive constant Mt, such that

sup
i∈{1,...,N}

E [‖(x̂i(t), v̂i(t))‖] ≤Mt.

Proof. Let C1 = E
[
|v̂i(0)|2

]
+ d

2ψ1
. Then

|x̂i(t)|2 = |x̂i(0)|2 +
∣∣∣∫ t0 v̂i(s) ds∣∣∣2 + 2 x̂i(0)

∫ t
0
v̂i(s) ds.

Thus by multiple uses of Cauchy-Schwarz inequality,

E
[
|x̂i(t)|2

]
≤ E

[
|x̂i(0)|2

]
+ C1 t

2 + 2
√
C1 E [|x̂i(0)|2] t

Then, choosing Mt =
√
C1 + E [|x̂i(0)|2] + C1 t2 + 2

√
C1 E [|x̂i(0)||2] t , by Propo-

sition 14,

E [|(x̂i(t), v̂i(t))|] ≤
√

E [|(x̂i(t), v̂i(t))|2] ≤Mt.

We give another moment control, involving a single particle and a stopping time.
This will be useful to apply Aldous criterion to obtain tightness in Section 5.
We restrict the trajectories to a finite time interval: we place ourselves on ΩT =
C([0, T ],R2d), the canonical continuous R2d-valued path space, where T is a fixed
positive time.
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Proposition 15. Suppose that (H1) and (H2) are satisfied and that the particles
are exchangeable at time t = 0. Assume also that the common initial law has a
finite second order moment.
Then, there exist two constants C and K independent of N , such that for two
stopping times τ1 and τ2 on ΩT satisfying τ1 ≤ τ2 ≤ (τ1 + θ) ∧ T ,

sup
i∈{1,...,N}

E
[
|(x̂i(τ2)− x̂i(τ1), v̂i(τ2)− v̂i(τ1))|2

]
≤ K θ + C θ2.

Proof. We apply It’s formula:

|v̂i(τ2)− v̂i(τ1)|2 = Mτ2
τ1 +

∫ τ2

τ1

d

(
1− 1

N

)
du

− 2

N

∫ τ2

τ1

(v̂i(u)− v̂i(τ1))

N∑
j=1

ψ(x̂i(u), x̂j(u)) (v̂i(u)− v̂j(u)) du,

where Mτ+u
τ is a martingale and satisfies E[Mτ+u

τ ] = 0 for every u.

This leads to

E[|v̂i(τ2)− v̂i(τ1)|2] = d

(
1− 1

N

)
E[τ2 − τ1]

− 2

N
E

∫ τ2

τ1

(v̂i(u)− v̂i(τ1))

N∑
j=1

ψ(x̂i(u), x̂j(u)) (v̂i(u)− v̂j(u)) du


≤ d

(
1− 1

N

)
θ +

2ψ2

N

N∑
j=1

(
E
[∫ τ2

τ1

|v̂i(u)− v̂i(τ1)| |v̂i(u)− v̂j(u)| du
])

≤ d
(

1− 1

N

)
θ +

2ψ2

N

N∑
j=1

∫ θ

0

√
E[|v̂i(τ1 + u)− v̂i(τ1)|2]

×
√
E[|v̂i(τ1 + u)− v̂j(τ1 + u)|2] du,

thanks to Cauchy-Schwarz inequality.
According to Lemma 4.2, for all τ (stopping) time smaller than T + θ,

E[|v̂(τ)|2] ≤ E[|v̂(0)|2]− 2ψ1 E
[∫ τ

0

|v̂(s)|2 ds
]

+ d(N − 1) E[τ ]

≤ E[|v̂(0)|2] + 2d(N − 1)T.

Using the exchangeability, for all i,

E[|v̂i(τ)|2] ≤ E[|v̂i(0)|2] + 2d

(
1− 1

N

)
T ≤ E[|v̂i(0)|2] + 2dT =: C.

It means that

E[|v̂i(τ2)− v̂i(τ1)|2] ≤ d
(

1− 1

N

)
θ + 2ψ2

∫ θ

0

4 C du ≤ K θ,

with

K = d+ 8ψ2 C.
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Besides,

|x̂i(τ2)− x̂i(τ1)|2 =

∣∣∣∣∫ τ2

τ1

v̂i(u) du

∣∣∣∣2 ≤ (∫ τ2

τ1

|v̂i(u)| du
)2

≤ (τ2 − τ1)

∫ τ2

τ1

|v̂i(u)|2 du,

using once again Cauchy-Schwarz inequality.

Thus, the proof is concluded, as

E[|x̂i(τ2)− x̂i(τ1)|2] ≤ θ
∫ θ

0

E
[
|v̂i(τ1 + u)|2

]
du ≤ C θ2.

5. Propagation of chaos. Into the behaviour of the system for a very large num-
ber N of particles: with these mean-field dynamics, there is propagation of chaos,
as introduced by Sznitman [23] in the late 1980s. This is known, in a more general
case but for a simpler diffusion coefficient, see Bolley, Caizo and Carrillo in [6].
One should note however that the two approaches are very different; because of
the non-independence of the diffusion coefficients of the particles in our model, the
coupling method used in [6] cannot be employed. Furthermore, the proof we pro-
pose is entirely probabilistic, in constrast with the more analytical one of [6] where
transport equation method are used.

From now on we assume that hypotheses (H1), (H2) and (H3)introduced at the
beginning of Section 4 are satisfied: we recall in particular that there exist two con-
stants ψ1 and ψ2 such that, for all s ∈ Rd, 0 < ψ1 ≤ ψ̄(s) ≤ ψ2 and that ψ̄ is
k-Lipschitz continuous.

Recall that ΩT = C([0, T ],R2d) is the canonical continuous R2d-valued path
space, with F the canonical Borel σ-field on ΩT .

First, we recall the definition of chaoticity.

Definition 5.1. We consider E a Polish space, Q a probability measure on E and
for N ∈ N, QN a probability measure on EN . The sequence (QN )N≥1 is Q-chaotic
if for any fixed integer k ≥ 1 and any continuous bounded functions f1, ..., fk on E,

limN→∞
∫
f1(x1) ... fk(xk) dQN (x1, ..., xN ) =

∏k
i=1

∫
fi(xi) dQ(xi).

In other words, it means that when N goes towards infinity, any fixed finite number
of coordinates become independent with the same distribution Q.

The objective here is to show the convergence, in law and in probability, of the
empirical measure, in N , associated with the N -particle system (5) towards a limit
η, and to prove that a chaotic behaviour appears.

Remember that the system (5) is, for every i ∈ {1, ...N},{
dx̂Ni (t) = v̂Ni (t) dt

dv̂Ni (t) = − 1
N

∑N
i=1 ψ(x̂Ni (t), x̂Nj (t)) (v̂Ni (t)− v̂Nj (t)) dt+ dŴN

i (t).
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When there is no risk of confusion, we will forego the exponent N .

If there is chaoticity, the “natural” limit would be the non linear system: xt = x0 +
∫ t

0
vs ds

vt = v0 +Wt −
∫ t

0

∫
ψ(xs, x)(vs − v) Qs(dx, dv) ds

Qt = L(xt,vt).

(25)

At this point, we need to introduce a few notations.

Let, for every integer N larger than 1, ηN (ω) = 1
N

∑N
i=1 δ(x̂Ni ,v̂Ni )(ω) be the em-

pirical measure on ΩT associated with the N -particle system defined by (5), and
πN its law on P(ΩT ).

We then introduce the martingale problems, associated respectively with systems
(5) and (25):

1. A probability measure QN on C([0, T ],R2dN ) is a solution of the martingale
problem (PN ) if for all Φ in C2

b (R2dN ), MN
t (Φ) defined by

MN
t (Φ) = Φ(x̂(t), v̂(t))− Φ(x̂(0), v̂(0))−

∫ t

0

L̂NΦ(x̂(s), v̂(s)) ds (26)

is a QN -martingale such that,

< MN
t (Φ) >=

N∑
i=1

∫ t

0

|∇viΦ(x̂(s), v̂(s))− 1

N

N∑
j=1

∇vjΦ(x̂s, v̂s)|2 ds,

where L̂N is the infinitesimal generator associated with (5), that is

L̂NΦ(x̂, v̂) =

N∑
i=1

v̂i.∇x̂iΦ−
1

N

N∑
i,j=1

ψ(x̂i, x̂j) (v̂i − v̂j).∇v̂iΦ

+
1

2

N∑
i=1

∆v̂iΦ−
1

N

N∑
j=1

d∑
α=1

∂2
v̂αi v̂

α
j

Φ

 .

When Φ(x̂, v̂) = φ(x̂i, v̂i) with φ in C2
b (R2d), we set MN,i

t (φ) := MN
t (Φ).

2. A probability measure Q on ΩT = C([0, T ],R2d) is a solution of the martingale
problem (P∞) if for all φ in C2

b (R2d),

Mφ
t (Q) = φ(xt,vt)− φ(x0,v0)−

∫ t

0

∇xφ(xs,vs) vs ds

+

∫ t

0

∫
ψ(xs, x) ∇vφ(xs,vs).(vs − v) Qs(dx, dv) ds− 1

2

∫ t

0

∆vφ(xs,vs) ds,

(27)

where Qs is defined by Qs = Q ◦ (xs,vs)
−1, is a Q-martingale such that

< Mφ
t >=

∫ t

0

|∇vφ(xs,vs)|2 ds.

The main result is the following theorem:
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Theorem 5.2. Assume (H1), (H2) and (H3). Suppose that the particles are ex-
changeable at time t = 0. Assume also that the initial law η0 on Rd × Rd has a
finite second order moment and that for a = kT (1 + T ) eψ2T , E[ea|v0|] <∞.
The sequence of the empirical measures (ηN )N≥1 converges in law and in probability
to η, the unique solution of (27), if ηN (0) converges in probability towards η0 when
N goes to infinity

Remark 6. Notice that, while the uniqueness of the solution of (27) will be estab-
lished as we prove the theorem, its existence derives from the convergence and will
be a consequence of the proof.

To obtain the chaoticity of the system, we apply the following proposition whose
proof can be found in [23] or in [18].

Proposition 16. If (QN )N≥1 is a sequence of exchangeable probability measures on
EN , it is Q-chaotic if and only if the associated empirical measure converges in law
- and in probability - as P(E)-valued variables under QN , towards the probability
measure Q.

Corollary 3. Under the hypotheses of Theorem 5.2, the sequence (ηN )N≥1 is η-
chaotic.

Remark 7. If we consider a fixed number of particles among a large amount, they
behave independently from each other, which seems quite far from the concept of
flocking.

To prove Theorem 5.2, we will follow a classical procedure and proceed in three
steps presented in the next three subsections of this work:

1. tightness of (πN )N≥1 in P(P(ΩT ));
2. the link between the accumulation points of (πN )N≥1 and a martingale prob-

lem;
3. uniqueness of the solution of (27), coming from the uniqueness of the solution

of the limit process (25).

We actually start with the third step.

5.1. Uniqueness of the non-linear equation and of the associated martin-
gale problem. Consider the non-linear stochastic differential system, on [0, T ],

(SW )

 xt = x0 +
∫ t

0
vs ds

vt = v0 +Wt −
∫ t

0

∫
ψ(xs, x)(vs − v) Qs(dx, dv) ds

Qt = L(xt,vt),

Recall in particular that ψ(x, y) = ψ̄(x− y) with ψ̄ an even, k-Lipschitz contin-
uous function such that 0 < ψ̄(x) ≤ ψ2 for all x ∈ Rd.

Theorem 5.3. Assume (H1) and (H3). For a fixed initial condition (x0, v0) with

• a finite second order moment
• E[ea|v0|] <∞ for a = kT (1 + T ) eψ2T ,

the non-linear stochastic system (SW ) admits at most one strong solution.
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Corollary 4. Assume (H1) and (H3). For any fixed initial condition (x0, v0) with
a finite second order moment and such that, E[ea|v0|] <∞, the martingale problem
(27) associated with (SW ) admits at most one solution.

Let (Wt)t∈[0,T ] and (W̃t)t∈[0,T ] be two independent standard Rd-valued Brownian

motions. We will sometimes construct W (resp. (W̃ )) on the first (resp. second)
component of the product space ΩT ×ΩT , and denote, in this subsection alone, by

E (resp. Ẽ) the expectation with respect to the first coordinate (resp. the second
coordinate) of this product space.

5.1.1. Reformulation of the problem. System (SW ) can also be seen as:{
xt = x0 +

∫ t
0

vs ds

vt = v0 +Wt −
∫ t

0
Ẽ[ψ(xs, x̃s)(vs − ṽs)] ds,

(28)

where (x̃t, ṽt)t∈[0,T ] is an independent copy of (xt,vt)t∈[0,T ] and satisfies system
(S
W̃

), that is
x̃t = x̃0 +

∫ t
0

ṽs ds

ṽt = ṽ0 + W̃t −
∫ t

0

∫
ψ(x̃s, x)(ṽs − v) Qs(dx, dv) ds

Qt = L(ṽt, ṽt).

Suppose now that there exist two strong solutions of SW on ΩT , (x,v) and
(x′,v′), with the same initial condition (x0,v0) and respective laws Q and Q′.
Considering the processes, in ΩT × ΩT , ((x,v), (x̃, ṽ)) and ((x′,v′), (x̃′, ṽ′)) – de-
fined as in equation (28), we will show that they are almost surely equal, hence the
strong uniqueness.

We can write:

vt = v0 +Wt −
∫ t

0

Ẽ[ψ(xs, x̃s)(vs − ṽs)] ds, (29)

v′t = v0 +Wt −
∫ t

0

Ẽ[ψ(x′s, x̃
′
s)(v

′
s − ṽ′s)] ds.

5.1.2. Control of the trajectories. First we track an upper bound for supt∈[0,T ] |vt|
and supt∈[0,T ] |v′t|.

E[|vt|] = |v0|+ E[|Wt|] +

∫ t

0

E
[
Ẽ[ψ(xs, x̃s)(vs − ṽs)]

]
ds

≤ |v0|+
√

2T

π
+ 2ψ2

∫ t

0

E[|vs|] ds.

We can then apply Gronwall’s lemma: for every t < T ,

E[|vt|] ≤

(
|v0|+

√
2T

π

)
e2ψ2T .

From there, keeping in mind that E[|vt|] = Ẽ[|ṽt|]
|vt| ≤ |v0|+ ψ2

∫ t
0
|vs| ds+ ψ2

∫ t
0
Ẽ[|ṽs|] ds+ supt∈[0,T ] |Wt|

≤ |v0|+ ψ2T
(
|v0|+

√
2T
π

)
e2ψ2T + supt∈[0,T ] |W (t)|+ ψ2

∫ t
0
|vs|ds.
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Thus, thanks again to Gronwall’s lemma,

sup
t∈[0,T ]

|vt| ≤ CW , (30)

where the random variable CW satisfies

CW =

(
|v0|+ ψ2T

(
|v0|+

√
2T

π

)
e2ψ2T + sup

t∈[0,T ]

|W (t)|

)
eψ2T .

Besides, as xt = x0 +
∫ t

0
vs ds,

sup
t∈[0,T ]

|xt| ≤ |x0|+ T CW .

In a similar way, with

C
W̃

=

(
|v0|+ ψ2T

(
|v0|+

√
2T

π

)
e2ψ2T + sup

t∈[0,T ]

|W̃ (t)|

)
eψ2T ,

one has

sup
t∈[0,T ]

|ṽt| ≤ CW̃ . (31)

Note that we also have supt∈[0,T ] |v′t| ≤ CW and supt∈[0,T ] |ṽ′t| ≤ CW̃ .

5.1.3. Lipschitz continuity. Let x, x′, v and v′ be in Rd.
If we suppose that |v| ≤M , then,

|ψ̄(x) v− ψ̄(x′) v′| ≤ |ψ̄(x)− ψ̄(x′)| |v|+ ψ̄(x′) |v− v′| ≤ kM |x− x′|+ψ2|v− v′|
≤ (kM + ψ2) (|x− x′|+ |v − v′|).

In particular, using (30) and (31), as ψ̄ is bounded by ψ2 and k-Lipschitz continuous,

|ψ̄(xs − x̃s) (vs − ṽs)− ψ̄(x′s − x̃′s) (v′s − ṽ′s)|
≤ (k (CW + C

W̃
) + ψ2) (|xs − x̃s − x′s + x̃′s|+ |vs − ṽs − v′s + ṽ′s|)

≤ (KW +K
W̃

) (|xs − x′s|+ |vs − v′s|) + (KW +K
W̃

) (|x̃s − x̃′s|+ |ṽs − ṽ′s|),
(32)

setting the random variables KW = k CW + ψ2

2 and K
W̃

= k C
W̃

+ ψ2

2 .

5.1.4. Computations towards the uniqueness. Using (29) and (32),

|vt − v′t| ≤ −
∫ t

0

Ẽ[|ψ(xs, x̃s)(vs − ṽs)− ψ(x′s, x̃
′
s)(v

′
s − ṽ′s)] ds

≤
∫ t

0

Ẽ[(KW +K
W̃

) (|xs − x′s|+ |vs − v′s|)] ds

+

∫ t

0

Ẽ[(KW +K
W̃

) (|x̃s − x̃′s|+ |ṽs − ṽ′s|)] ds

= Ẽ[KW +K
W̃

]

∫ t

0

(|xs − x′s|+ |vs − v′s|) ds

+

∫ t

0

Ẽ[(KW +K
W̃

) (|x̃s − x̃′s|+ |ṽs − ṽ′s|)] ds.
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Thus, setting

SW (s) = sup
u∈[0,s]

|xu − x′u|+ sup
u∈[0,s]

|vu − v′u|,

S
W̃

(s) = sup
u∈[0,s]

|x̃u − x̃′u|+ sup
u∈[0,s]

|ṽu − ṽ′u|,

we can affirm that

sup
u∈[0,t]

|vu − v′u| ≤ Ẽ[KW +K
W̃

]

∫ t

0

SW (s) ds +

∫ t

0

Ẽ[(KW +K
W̃

) S
W̃

(s)] ds.

As supu∈[0,t] |xu − x′u| ≤ T supu∈[0,t] |vu − v′u|, we have

SW (t) ≤ (1 +T ) Ẽ[KW +K
W̃

]

∫ t

0

SW (s) ds+ (1 +T )

∫ t

0

Ẽ[(KW +K
W̃

) S
W̃

(s)] ds.

Applying a generalized version of Gronwall’s inequality,

SW (t) ≤ cW
∫ t

0

Ẽ[(KW +K
W̃

) S
W̃

(s)] ds,

with cW = (1 + T ) e T (1+T ) Ẽ[KW+K
W̃

].

In order to bound t 7→ E[(KW + K
W̃

) SW (t)], we again apply Gronwall’s lemma.
One can notice that both the following equalities are true:

E[(KW +K
W̃

) SW (t)] = K
W̃

E[SW (t)] + E[KW SW (t)],

Ẽ[(KW +K
W̃

) S
W̃

(t)] = KW E[SW (t)] + E[KW SW (t)].

From there,

E[(KW +K
W̃

) SW (t)] ≤ E
[
(KW +K

W̃
) cW

∫ t

0

Ẽ[(KW +K
W̃

) S
W̃

(s)] ds

]
≤ E[cW (KW+K

W̃
) KW ]

∫ t

0

E[SW (s)] ds+E[cW (KW+K
W̃

)]

∫ t

0

E[KW SW (s)] ds

≤ E[cW (KW +K
W̃

)2 ]

∫ t

0

E[SW (s)] ds+ E
[
cW (KW +K

W̃
)

(
1 +

KW

K
W̃

)]
×
∫ t

0

E[KW SW (s)] ds,

which finally leads to

E[(KW +K
W̃

) SW (t)]

≤ E
[
cW (KW +K

W̃
)

(
1 +

KW

K
W̃

)] ∫ t

0

E[(KW +K
W̃

) SW (s)] ds.

Thus, by Gronwall’s inequality,

E[(KW +K
W̃

) SW (t)] = 0 a.s.

for all t ∈ [0, T ], which implies, as all terms are non-negative, that

(KW +K
W̃

) SW (T ) = 0 a.s.

By definition of SW , it means that, for all t ∈ [0, T ], (xt,vt) = (x′t,v
′
t) a.s., which

completes the proof.
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5.2. Tightness of the (πN )N . The following lemma can be found in [18], and we
will admit it:

Lemma 5.4. The tightness of (πN )N≥1 in P(P(ΩT )) is equivalent to the tightness
of the law of (x̂N1 , v̂

N
1 )N≥1 in P(ΩT ).

In order to prove the tightness of the law of (x̂N1 , v̂
N
1 ), we use Aldous criterion.

We start by proving the tightness of the law of (x̂N1 (t), v̂N1 (t)) for a.e. t. Take ε > 0.

P(|(x̂N1 (t), v̂N1 (t))| > α) ≤ 1
α E[|(x̂N1 (t), v̂N1 (t))|] ≤ Mt

α ,

according respectively to Markov’s inequality and Corollary 2. Thus, for α = Mt

ε ,

P((x̂N1 (t), v̂N1 (t)) ∈ B̄(0, α)) > 1− ε.

We fix ε, η > 0. According to Aldous criterion (see [5])we need to show that
there exist δ > 0 and an integer N0 such that

sup
N≥N0

sup
τ1,τ2∈T

τ1≤τ2≤(τ1+δ)∧T

P(|(x̂N1 (τ2)− x̂N1 (τ1), v̂N1 (τ2)− v̂N1 (τ1))| > ε) ≤ η,

where T is the set of stopping times on ΩT .
Again thanks to Markov’s inequality and Proposition 15 we have:

P(|(x̂N1 (τ2)− x̂N1 (τ1), v̂N1 (τ2)− v̂N1 (τ1))| > ε)

≤ 1

ε2
E[|(x̂N1 (τ2)− x̂N1 (τ1), v̂N1 (τ2)− v̂N1 (τ1))|2] ≤ Kδ + Cδ2

ε2
.

Thus, δ such that Kδ + Cδ2 = η ε2, which is δ =
−K+
√
K2+4Cη ε2

2C , provides the

solution, and allows us to conclude to the tightness of (x̂N1 , v̂
N
1 ), as K and C are

independent from N (but depend on T ).

5.3. The accumulation points of (πN )N . We now know that the sequence
(πN )N≥1 is tight; hence its relative compactness, thanks to Prohorov’s theorem.

Let π∞ be one of its accumulation points; we still denote by (πN )N≥1 the subse-
quence that converges towards it. We show that under π∞, for almost every Q in
P(ΩT ),

EQ[Mφ
t (Q)−Mφ

s (Q)|Fs] = 0,

with Mφ
t defined in (27), this shall mean that Q is a solution of the martingale

problem (P∞).

For q ∈ N∗, 0 ≤ s1 < ... < sq ≤ s ≤ t ≤ T and g1, ..., gq ∈ Cb(R2d), we define

Fs,t(Q) =

∫
ΩT

(Mφ
t (Q)−Mφ

s (Q)) g1(xs1 , vs1) ... gq(xsq , vsq ) dQ(x, v).

.

Lemma 5.5. For every q ∈ N, 0 ≤ s1 < ... < sq ≤ s ≤ t ≤ T and g1, ..., gq ∈
Cb(R2d), ∫

P(ΩT )

|Fs,t(Q)|π∞(dQ) = 0.
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Proof. For the sake of simplicity, we forego here exponent N for the x̂i and the v̂i.

Recall that πN is the law on P(ΩT ) of ηN = 1
N

∑N
i=1 δ(x̂i,v̂i), the empirical measure

on ΩT associated with the N -particle system defined by (5). It immediately follows
that ∫

F 2
s,t(Q) πN (dQ) = E[Fs,t(ηN )2].

As Fs,t(ηN ) = 1
N

∑N
i=1(MN,i

t (φ)−MN,i
s (φ))g1(x̂i(s1), v̂i(s1))...gq(x̂i(sq), v̂i(sq)),∫

F 2
s,t(Q)πN (dQ)

=
1

N
E
[
(MN,1

t (φ)−MN,1
s (φ))2(g1(x̂1(s1), v̂1(s1))...gq(x̂1(sq), v̂1(sq)))

2
]

+
N(N − 1)

N2
E
[
(MN,1

t (φ)−MN,1
s (φ))(MN,2

t (φ)−MN,2
s (φ))

×g1(x̂1(s1), v̂1(s1))...gq(x̂1(sq), v̂1(sq))g1(x̂2(s1), v̂2(s1))...gq(x̂2(sq), v̂2(sq))] .

The first part goes to zero when N tends towards infinity because g1, ..., gq are

bounded, and for t ∈ [0, T ], the expectation of MN,1
t (φ)2 is uniformly bounded in

N , according to the estimates on the second order moment proven in Proposition 14.

As for the second term,

< MN,1(φ),MN,2(φ) >

=
1

2
(< MN,1(φ) +MN,2(φ) > − < MN,1(φ) > − < MN,2(φ) >) = 0.

Thus, we have limN→∞
∫
F 2
s,t(Q)πN (dQ) = 0 which implies

lim
N→∞

∫
|Fs,t(Q)|πN (dQ) = 0.

(πN )N≥1 is a sequence of probability measures converging towards π∞, thus the
uniform integrability of (Fs,t(ηN )) (by virtue of being bounded in L2) allows us to
affirm that ∫

|Fs,t(Q)|π∞(dQ) = 0

by inverting limit and integral.

Then, for every q ∈ N, 0 ≤ s1 < ... < sq ≤ s ≤ t and g1, ..., gq ∈ Cb(R2d), for
π∞-a.e. Q in P(ΩT ), Fs,t(Q) = 0. Using the pathwise continuity, we conclude that

for π∞-a.e. Q, (Mφ
t (Q))t≥0 is a Q-martingale.

This means that if π∞ is some limiting point of (πN )N≥1, then every Q in P(ΩT )
which is in the support of π∞ is solution of (27).
Thanks to corollary 4, we know that there exists a unique probability measure η on
ΩT such that π∞ = δη; furthermore, π∞ is entirely determined, and subsequently,
unique.

As δη is a Dirac measure, this convergence in law implies the convergence in prob-
ability. And so, Theorem 5.2 holds.
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