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PRESCRIBING THE GAUSS CURVATURE OF CONVEX BODIES

IN HYPERBOLIC SPACE

JÉRÔME BERTRAND AND PHILIPPE CASTILLON

Abstract. The Gauss curvature measure of a pointed Euclidean convex body
is a measure on the unit sphere which extends the notion of Gauss curvature to
non-smooth bodies. Alexandrov’s problem consists in finding a convex body
with given curvature measure. In Euclidean space, A.D. Alexandrov gave a
necessary and sufficient condition on the measure for this problem to have a
solution.

In this paper, we address Alexandrov’s problem for convex bodies in the
hyperbolic space Hm+1. After defining the Gauss curvature measure of an
arbitrary hyperbolic convex body, we completely solve Alexandrov’s problem
in this setting. Contrary to the Euclidean case, we also prove the uniqueness
of such a convex body. The methods for proving existence and uniqueness of
the solution to this problem are both new.
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Introduction

Alexandrov’s problem in Euclidean space. The geometry of convex bodies in Eu-
clidean space is described by a finite family of geometric measures on the unit
sphere. These measures appear when considering the volume |Ωε| of the ε-neighbor-
hood of a convex body Ω. A non-smooth version of Steiner’s formula asserts that
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the Taylor expansion of |Ωε| is a polynomial, and the coefficients are measures
supported on the boundary of the body (and normal vectors). These measures
are then gathered into two classes: the area measures and the curvature measures.
A natural question is to find necessary and sufficient conditions for a measure on
Sm ∼ ∂Ω to be one of these geometric measures; this problem already appears in
the work of H. Minkowski and A.D. Alexandrov [2]. A standard reference for area
and curvature measures is R. Schneider’s book [16, §4 and §8]; we also refer to [9]
and references therein for results on the curvature measures.

Among the curvature measures is the Gauss curvature measure whose definition
depends on a fixed point o in the interior of the convex body. When the boundary
of the convex body is C2 and strictly convex, this measure is simply the pull-back
of Kdv∂Ω (where K is the Gaussian curvature of ∂Ω and dv∂Ω is its Riemannian
measure) on the unit sphere about o using the corresponding radial homeomorphism
P : Sm −→ ∂Ω. For an arbitrary convex body, the Gauss curvature measure is
defined as the push-forward of the uniform measure σ on the sphere using the
inverse of the Gauss map G : ∂Ω −→ Sm (see [3, Chapter 1 §5] for more on this
point); in particular, the Gauss curvature measure and the uniform measure have
the same total mass. For a convex polytope, the Gauss curvature measure turns
out to be the sum of weighted Dirac masses over the set of unit vectors pointing to
the vertices, the weights being the exterior solid angles.

The prescription problem for the Gauss curvature measure is known as “Alexan-
drov’s problem”, as it was first studied and solved by A.D. Alexandrov [2, §9.1].
Since this problem is our main concern in this paper, in what follows we will omit
the word ”Gauss” and simply write ”curvature measure”. A.D. Alexandrov found
a necessary and sufficient condition, referred to as Alexandrov’s condition in this
paper, for a measure to be the curvature measure of a Euclidean convex body. Since
then, many other proofs of his result were found; almost all of them are based on
the same strategy. We believe it is important to briefly summarize this strategy in
order to highlight the difficulties you face when trying to solve Alexandrov’s prob-
lem for hyperbolic convex bodies. The scheme of proof goes as follows. Starting
from a measure µ satisfying Alexandrov’s condition, first (weakly) approximate µ
by a sequence of nicer measures (µk)k∈N (either finitely supported or with smooth
densities w.r.t. σ) also satisfying Alexandrov’s condition. Then, solve the problem
for this class of nicer measures (either by Alexandrov’s topological approach in the
case of finitely supported measures or by PDEs methods for smooth ones), set Ωk
a solution to the problem for µk. Next, up to extracting a subsequence, prove
that the sequence of (Ωk)k∈N converges to Ω∞ with respect to Hausdorff distance,
then prove that the Gauss curvature measure µk weakly converges to that of Ω∞;
finally, conclude using that, by construction, µk ⇀ µ. In the penultimate step, it
is crucial that the curvature measure is invariant by the dilations fixing o, so that
we can force the Ωk’s to lie in a fixed compact set and thus extract a converging
subsequence. As we shall see, this invariance by dilations is no longer true in the
hyperbolic setting.

We also emphasize that Alexandrov’s problem admits a unique solution up to
dilation with respect to o. This part of the proof, both for polytopes or arbitrary
convex bodies, is often delicate [1]. Recently, a variational approach to Alexan-
drov’s problem has been implemented by V. Oliker [13], where his proof builds on
the clever fact that Alexandrov’s problem can be rephrased in terms of the so-called
Kantorovich’s dual problem, a classical tool in the theory of optimal mass transport.
Note however that the cost function involved in this version of Kantorovich’s prob-
lem is non-standard and present difficulties, mainly because it is not real-valued.
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Building on V. Oliker’s remark and the fact that the total masses of the Gauss cur-
vature and uniform measures are the same, the first author found a purely optimal
mass transport approach to solve Alexandrov’s problem [6].

The hyperbolic setting. The aim of this paper is to state and solve a hyperbolic
version of Alexandrov’s problem. Prior to this work, the problem of prescribing the
Gaus curvature was mainly studied for smooth convex bodies by PDEs methods.
Indeed, considering the boundary as a radial graph P : Sm −→ ∂Ω, the prescription
problem can be rephrased as a PDE of Monge-Ampère type [12, 8]. In addition to
that case, A.D. Alexandrov claims without proof in his book [2, §9.3.2] that the
prescription problem can be solved for hyperbolic convex polyhedra in H3 with the
same proof as in the Euclidean setting. Last, a generalization of Alexandrov’s prob-
lem, considered as a result on prescribed embeddings of the sphere into Euclidean
space, is proved in [5]; it concerns hyperbolic orbifolds.

First, we point out that while the definition of curvature measure for smooth
or polyhedral hyperbolic convex bodies can be directly derived from the Euclidean
one, the non-trivial holonomy in Hm+1 makes the definition for arbitrary convex
bodies non-trivial; namely, the pull-back of (normal) vectors from the boundary
∂Ω to the fixed point o depends on the chosen path. Another significant difference
with the Euclidean case is the behavior of the curvature measure with respect to
dilations which is rather intricate, we refer to Remark 2.6 for more on this point.

Our approach to circumvent the problem of defining the curvature measure is
twofold. First, we replace the unit sphere by the de Sitter space dSm+1 in the defini-
tion of the Gauss map G : ∂Ω −→ dSm+1. Second, we use a Lorentzian counterpart
of the classical polar transform of Euclidean convex body. This Lorentzian polar
transform provides us with a polar convex body Ω∗ ⊂ dSm+1 whose boundary can
be equipped with an area measure. Once these steps are proved, we end up with
a natural curvature measure which coincides, in the polytope and smooth cases,
with the previous ones. While this approach based on duality is part of folklore in
the polytope case, we are not aware of such a generalization to arbitrary convex
bodies elsewhere in the literature. Another method to define a hyperbolic curvature
measure, based on Steiner’s formula, is proposed in [10]; see Remark 2.7 for more,
including a proof that both approaches lead to the same measure.

The main result of the paper is

Theorem 0.1. Let σ be the uniform measure on Sm. A finite measure µ on Sm

is the curvature measure of some convex body of Hm+1 if and only if the following
conditions are satisfied:

(1) µ(Sm) > σ(Sm);
(2) Alexandrov’s condition: for any convex set ω  Sm, the measure satisfies

σ(ω∗) < µ(Sm \ ω) where ω∗ is the polar set of ω;
(3) vertex condition: for any ξ ∈ Sm, the measure satisfies µ({ξ}) < 1

2σ(S
m).

Moreover, under these assumptions, there is a unique convex body in Hm+1 whose
curvature measure is µ .

Proving that these three conditions are necessary is much less straightforward
to do than in the Euclidean case. For instance, Euclidean convex bodies satisfy
(3) as a corollary of (2) and µ(Sm) = σ(Sm). The main tool to prove this part
and the uniqueness of the underlying convex body is based on the Cauchy-Crofton
formula. This result has been extended to Lorentzian space forms by G. Solanes and
E. Teufel [19]. In their paper, the authors mainly deal with smooth hypersurfaces;
the non-smooth generalization we need, especially in the case with boundary, is
proved in Appendix A.
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The proof of the existence part in Theorem 0.1 is purely variational and com-
pletely independent of the uniqueness property. A key point is a strengthened
version of Alexandrov’s condition, see Propositions 2.14 and 2.15, which, in a way,
enables to reduce the proof to the case where µ is finitely supported. Nevertheless,
let us recall the curvature measure is not invariant by dilations, thus Alexandrov’s
argument via Hausdorff compactness does not apply and proving the result only
for finitely supported measures is not sufficient. Our proof builds on the method
used by the first author in [6]. However, since the total masses of the measures are
no more equal, the optimal mass transport approach is no longer useful. On the
contrary, Kantorovich’s dual problem remains a pertinent tool. A major novelty
compared to the Euclidean case is the nonlinearity of the ”hyperbolic” Kantorovich
dual problem. This new feature requires a completely new approach to find solu-
tions to this variational problem. Finally, we believe our strategy is flexible enough
to be useful in other contexts which will be investigated elsewhere.

Organization of the paper. In Section 1, we recall basic results on the convex sets in
the hyperbolic and the de Sitter spaces together with a introduction to the duality
between convex bodies adapted to our framework. We then define the curvature
measure and prove it satisfies conditions (1)-(3) in Theorem 0.1. We conclude this
part by proving the uniqueness part in Theorem 0.1. An ingredient of constant use
in this part is a version of the classical Cauchy-Crofton formula in the de Sitter
space. This formula is explained and generalised to arbitrary convex bodies in
Appendix A.

The existence of a hyperbolic convex body with prescribed curvature as stated in
Theorem 0.1 is proved in two steps. First, in Section 3, we introduce an optimization
problem on the sphere depending on the measure µ and prove that a solution to
this problem, if it exists, gives rise to a convex body in Hm+1 whose curvature
measure is µ (see Section 3.1 and Theorem 3.1). Second, this optimization problem
is solved in Section 4 for measures satisfying conditions (1)-(3) in Theorem 0.1; this
step ends the proof of our main theorem. The analysis of the optimization problem
relies on fine properties of c-concave functions for a well-chosen and non-standard
cost function c on Sm. These properties are proved in Appendix B.

1. The geometry of convex sets in the hyperbolic and de Sitter

spaces

In this section we provide the basics of hyperbolic and de Sitter convex geometry
that are used in this paper.

1.1. The geometric framework. We refer to [14, Chapter 4, § hyperquadrics]
for the proofs of the results mentioned in this part.

The hyperbolic and de Sitter spaces. We consider the hyperbolic and de Sitter spaces
as hypersurfaces of the Minkowski space. Let 〈·, ·〉 be the Lorentzian inner product
on Rm+2 defined by:

〈x, y〉 = −x0y0 +
m+1
∑

k=1

xkyk where x = (x0, . . . , xm+1), y = (y0, . . . , ym+1).

The Minkowski space is Rm+2 endowed with 〈·, ·〉. The light cone L = {x ∈
Rm+2 | 〈x, x〉 = 0}, made of light-like vectors, divides Rm+2 into the domain of
time-like vectors (for which 〈x, x〉 < 0) and the one of space-like vectors (for which
〈x, x〉 > 0). The future cone is F = {x ∈ Rm+2 | 〈x, x〉 ≤ 0 and x0 ≥ 0}. The
hyperbolic space Hm+1 is

Hm+1 =
{

x ∈ Rm+2
∣

∣ 〈x, x〉 = −1 and x0 > 0
}

,
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and the de Sitter space dSm+1 is

dSm+1 =
{

x ∈ Rm+2
∣

∣ 〈x, x〉 = 1
}

.

For x ∈ Hm+1, the tangent space at x is TxH
m+1 = x⊥, and Hm+1 is equipped with

the restriction of the Lorentzian inner product to each tangent space. Because the
points x ∈ Hm+1 are all time-like, this turns Hm+1 into a Riemannian manifold.
The same process turns dSm+1 into a Lorentzian manifold.

We identify Rm+1 with {0} × Rm+1 ⊂ Rm+2; note that the restriction of the
Lorentzian inner product to that subspace is the Euclidean inner product. The unit
sphere of Rm+1 is denoted by Sm and called the equator of dSm+1.

For x ∈ Hm+1, the equality TxH
m+1 = x⊥ allows us to identify the unit sphere

UxH
m+1 of TxH

m+1 with {ξ ∈ x⊥ | 〈ξ, ξ〉 = 1} = x⊥ ∩ dSm+1. In particular, for
o = (1, 0, . . . , 0), this gives UoH

m+1 = dSm+1 ∩ Rm+1 = Sm. Consequently, Sm is
both the unit tangent sphere of the hyperbolic space at o and the equator of the
de Sitter space.

Geodesics in Hm+1 and dSm+1. For x ∈ Hm+1 and ξ ∈ UxH
m+1, the geodesic c of

Hm+1 starting at x with initial speed ξ is given by c(t) = cosh(t)x+ sinh(t)ξ. It is
the intersection of Hm+1 with the vector 2-plane of Rm+2 spanned by x and ξ. In
what follows, for ξ ∈ Sm, we will denote by cξ the geodesic with initial point o and
initial speed ξ.

In the de Sitter space, the geodesics are also obtained by intersecting dSm+1

with vector 2-planes, but their parameterization depends on the initial speed. For
x ∈ dSm+1 and ξ ∈ TxdS

m+1, the geodesic c of dSm+1 starting at x with initial
speed ξ is given by

c(t) =







cos(t)x+ sin(t)ξ if 〈ξ, ξ〉 = 1;
x+ tξ if 〈ξ, ξ〉 = 0;
cosh(t)x + sinh(t)ξ if 〈ξ, ξ〉 = −1.

Remark 1.1. If c is a geodesic of Hm+1 with initial point x and initial speed
ξ ∈ UxH

m+1, then we have ξ ∈ dSm+1 and x ∈ TξdS
m+1. Moreover, differentiating

the expression of c, we get that c′ is the geodesic of dSm+1 with initial point ξ and
initial speed x. In particular, for η ∈ Sm, the derivative of the geodesic cη in Hm+1

is c′η, the geodesic of dSm+1 with initial point η and initial speed o.

More generally, the k-dimensional complete totally geodesic submanifolds of
Hm+1 are precisely the non-empty sets obtained as the intersection of vector (k+1)-
planes with Hm+1. In the de Sitter space, a smooth submanifold is said to be
space-like if all its tangent spaces are only made of space-like vectors. Similarly to
the hyperbolic case, the k-dimensional, complete, space-like, totally geodesic sub-
manifolds of dSm+1 are the intersections of space-like vector (k + 1)-planes with
dSm+1.

As a particular case, if ζ ∈ UHm+1, Hζ = ζ⊥ ∩Hm+1 denotes the hyperplane of

Hm+1 orthogonal to ζ. In a similar way, if x ∈ TdSm+1 then Ĥx = x⊥ ∩ dSm+1 is
the hyperplane of dSm+1 orthogonal to x (note that, if x is time-like, then Ĥx is a
space-like hyperplane).

Moreover, the isometry group of X , with X = Hm+1 or X = dSm+1, acts
transitively onto the subsets of complete (space-like) totally geodesic submanifolds
of X of a given dimension. Note that all the totally geodesic submanifolds we
consider in this paper are assumed to be complete even if we do not explicitly state
so.
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Last, we recall that the de Sitter space is homeomorphic to a cylinder R × Sm
and the map

{

R× Sm → dSm+1

(t, η) 7→ c′η(t)
(1.1)

is a diffeomorphism. Moreover, the pull-back of the canonical metric through this
diffeomorphism is

gdSm+1 = −dt2 + cosh2(t)canSm , (1.2)

where canSm stands for the canonical metric on Sm. Using this identification, we
write

Q :

{

dSm+1 → Sm

(t, η) 7→ η
(1.3)

the projection on the equator of dSm+1.

1.2. Convex bodies in Hm+1 and dSm+1
+ . In the hyperbolic space Hm+1, we

term convex body a compact geodesically convex domain Ω ⊂ Hm+1 with non-
empty interior. The forthcoming construction of the curvature measure applies to
pointed convex bodies. Without loss of generality, from now on we assume this
point to be o = (1, 0, . . . , 0) ∈ Rm+2 and to belong to the interior of Ω.

In the following, for a given subset A ⊂ Rm+2, we denote by

C (A) = {λx | λ ∈ R+, x ∈ A} (1.4)

the cone generated by A. If Ω ⊂ Hm+1 is a convex body, then C (Ω) is a convex cone,
and we could also define a convex body in Hm+1 as the intersection of Hm+1 with
a closed convex cone C of Rm+2 with non-empty interior, whose tip is the origin,
and which is strictly contained in the future cone F (namely, the intersection of
C with the light cone is reduced to the origin). In order to easily adapt tools from
Euclidean convex geometry to hyperbolic geometry, let us also emphasize that the
intersection of the cone C (Ω) with the hyperplane P = {1} ×Rm+1 is a Euclidean
convex body ΩE contained in the open unit Euclidean ball; the converse also holds
true since Ω = C (ΩE) ∩ Hm+1. Therefore, there is a one-to-one correspondence
between hyperbolic convex bodies and Euclidean ones contained in the open unit
ball.

For x ∈ ∂Ω and ζ ∈ UxH
m+1, the hyperplaneHζ orthogonal to ζ at x is a support

hyperplane to Ω at x if Ω is contained in the closed half-space of Hm+1 bounded
by Hζ and containing o. If so, ζ is said to be a unit normal vector at x. Given
the description of totally geodesic hypersurfaces recalled in the previous section,
the above cone construction also induces a one-to-one correspondence between the
support hyperplanes to Ω and those to ΩE (since both support hyperplanes uniquely
determine a support hyperplane to the underlying convex cone).

Using the description of space-like totally geodesic submanifolds of dSm+1 re-
called in Section 1.1, we follow the previous discussion in order to define the space-
like convex bodies in dSm+1

+ = dSm+1∩{x ∈ Rm+2|x0 > 0} that are of constant use
in this paper.

Definition 1.2 (Space-like convex bodies). A set Ω̂ ⊂ dSm+1
+ is a space-like convex

body if Ω̂ = C ∩ dSm+1
+ where C ⊂ Rm+2 is a closed convex cone which contains

the future cone F (without 0) in its interior.

For ζ ∈ ∂Ω̂ and x ∈ UζdS
m+1, the hyperplane Ĥx orthogonal to x at ζ is a

support hyperplane to Ω̂ at ζ if C (Ω̂) and {o} are contained in the same half-space
of Rm+2 defined by x⊥.

Remark 1.3. Notice that
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(1) In general, convex bodies in dSm+1 can be defined as intersections of dSm+1

with convex cones of Rm+2, the space-like ones being the convex bodies with
only space-like support hyperplanes.

To any space-like convex body Ω̂ ⊂ dSm+1
+ corresponds an α > 0 such

that x0 ≥ α for any (x0, . . . , xm+1) ∈ Ω̂.

(2) As a consequence of the definition, any support hyperplane Ĥx to Ω̂ has
to be space-like and we can assume that x ∈ Hm+1. Moreover, a space-like
convex body is necessarily unbounded, and it is homeomorphic to [0,+∞)×
Sm.

(3) By considering the intersection of the cone C (Ω̂) ∪ F and the hyperplane
P = {1}×Rm+1, we obtain a one-to-one correspondence between the space-

like convex bodies Ω̂ in dSm+1
+ and the Euclidean convex bodies Ω̂E in P

containing the closed unit ball in their interior. As for hyperbolic convex
bodies, there is also a one-to-one correspondence between the support hy-
perplanes to Ω̂ and those to Ω̂E obtained through the cone generated by
the support hyperplane in either case.

(4) Despite the Euclidean models of Hm+1 and dSm+1
+ we use are not conformal

to Hm+1 and dSm+1
+ respectively, if the correspondence between Ω and ΩE

maps x ∈ ∂Ω to y ∈ ∂ΩE , it also maps the exterior normals to ∂Ω at x to the
exterior normals to ∂ΩE at y. This follows from metric considerations. The
same holds for a space-like convex body Ω̂ ⊂ dSm+1

+ and its corresponding

Ω̂E ⊂ P . For instance, given Ĥcη(t) a totally geodesic hypersurface in

dSm+1, η is characterized as the unique point where the following function
f attains its maximum:

f : ζ 7−→ sup{s | ∀a ≤ s c′ζ(a) /∈ Ĥcη(t)}.

The function f is the support function of the space-like convex body Ω̃
bounded by Ĥcη(t). Thus, to Ω̃ corresponds Ω̃E , bounded by a hyperplane

ĤE (corresponding to Ĥcη(t)), and its support function is cotanhh; η is also
characterized as the unique minimum of

f : ζ 7−→ sup{s | ∀a ≤ s aζ /∈ ĤE}.

A similar phenomenon holds for hyperbolic convex bodies.

Last, we define the Gauss map of a hyperbolic convex body. The Gauss map
maps each point x ∈ ∂Ω to the set of exterior unit normal vectors at x. In Euclidean
geometry, it is described as a (multivalued) map from ∂Ω to the unit sphere. In
non-flat spaces, there is no canonical identification of tangent spaces. This is why
we consider the hyperbolic space as an hypersurface of the Minkowski space so that
we can identify each unit tangent sphere of Hm+1 with a subset of the de Sitter
space: for all x ∈ Hm+1, UxH

m+1 = x⊥ ∩ dSm+1. The following definition extends
the Gauss map defined by E. Teufel for smooth hypersurfaces [20, Definition 1] to
arbitrary convex bodies.

Definition 1.4 (Gauss map of Ω). Let Ω ⊂ Hm+1 be a convex body. The Gauss
map of Ω is defined as the multivalued map G : ∂Ω ⇒ dSm+1, where G(x) ⊂ dSm+1

is the set of outward unit normal vector(s) at x.

In the next paragraph, we introduce the hyperbolic and de Sitter counterparts
of the standard radial and support functions. See [16] for more details about the
Euclidean framework.
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Radial and support functions. We begin with hyperbolic convex bodies. For ξ ∈ Sm,
recall that cξ(t) = cosh(t) o+sinh(t) ξ is the geodesic starting at o with initial speed
ξ.

Definition 1.5. Let Ω ∈ Hm+1 be a convex body with the point o in its interior.
The radial function r : Sm →]0,+∞[ and support function h : Sm →]0,+∞[ of Ω
are defined by

r(ξ) = sup{t ∈ (0,+∞) | cξ(t) ∈ Ω},
and

h(η) = sup{t ∈ (0,+∞) | Ω ∩Hc′η(t)
6= ∅}.

In particular, the boundary ∂Ω of Ω is the radial graph over Sm of the function
r, namely the map

P :

{

Sm −→ ∂Ω
ξ 7−→ cosh(r(ξ)) o + sinh(r(ξ))ξ

is a homeomorphism.
Standard trigonometric calculations based on the cone construction recalled

above connect the hyperbolic radial and support functions of Ω to their Euclidean
counterparts associated to the convex body ΩE . These functions are denoted by
rE and hE respectively. More precisely, the relations are

tanhh = hE and tanh r = rE

tanh(h(η)) = max
ζ∈Sm

(

tanh(r(ζ))〈η, ζ〉
)

, (1.5)

where the equality in the second line follows from the definition of hE :

hE(η) = max
ζ∈Sm

(

rE(ζ)〈η, ζ〉
)

.

The maximum in (1.5) may be achieved at more than one point, and we set
T : Sm ⇒ Sm the multivalued map defined by

ξ ∈ T (η) ⇔ tanh(h(η)) = tanh(r(ξ))〈η, ξ〉. (1.6)

We now define the radial and support functions of a space-like convex body in
dSm+1

+ .

Definition 1.6. Let Ω̂ ∈ dSm+1
+ be a space-like convex body. The radial function

r̂ : Sm → (0,+∞) and the support function ĥ : Sm → (0,+∞) of Ω̂ are defined by

r̂(η) = sup{t ∈ (0,+∞) | c′η(t) 6∈ Ω̂},

and

ĥ(ξ) = sup{t ∈ (0,+∞) | Ω̂ ∩ Ĥcξ(t) = ∅}.

In particular, the boundary ∂Ω̂ of Ω̂ is the radial graph over Sm of the function
r̂, namely the map Q restricted to ∂Ω̂ is one-to-one and

Q−1 :

{

Sm −→ ∂Ω̂
η 7−→ sinh(r̂(η)) o + cosh(r̂(η))η

is a homeomorphism.
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1.3. Duality and convex bodies. For more on the results described in this part,
we refer the interested reader to the book [16] for an exposition in the standard
Euclidean framework and to the recent paper [7] for a more geometrical discussion,
including the hyperbolic and de Sitter spaces among others.

The building block of this part is the duality of convex cones in Rm+2 endowed
with a non-degenerate bilinear form b that we now recall. Given a cone C whose
tip is 0, the polar cone C ∗ of C is defined as

C
∗ = {y ∈ Rm+2 | ∀x ∈ C b(x, y) ≤ 0}.

Elementary considerations show that C is a convex cone if and only if

(C ∗)∗ = C . (1.7)

When b is the standard Euclidean inner product, the polar transform of cones is
strongly related to the polar transform of Euclidean convex bodies with 0 in their
interior. Precisely, given K a Euclidean convex body in Rm+1 with 0 in its interior,
the polar body K∗ of K, defined as

K∗ = {y ∈ Rm+1 | ∀x ∈ K b(x, y) ≤ 1},
is a convex body with 0 in its interior.

By embedding Rm+1 as {1}×Rm+1 into Rm+2 and using the cone over a subset
of Rm+2 (1.4), it is straightforward to check that

K∗ ∼ {1} ×K∗ = (C ({−1} ×K))∗ ∩ P , (1.8)

where P = {1} × Rm+1 as above. We infer from this property and (1.7) that
(K∗)∗ = K.

From now on, the duality in Rm+2 is intended with respect to the Lorentzian
inner product 〈·, ·〉. Note that for this choice of bilinear form, we can rewrite (1.8)
in a more convenient way for us:

K∗ ∼ {1} ×K∗ = (C ({1} ×K))∗ ∩ P . (1.9)

In the same vein, note that if, in addition, K is contained in the open unit ball
B then K∗ contains the closed unit ball B in its interior. The converse also holds
true.

According to the previous discussion and using the description of convex bodies
given in Section 1.2, for Ω a hyperbolic convex body (resp. Ω̂ a space-like convex

body in dSm+1
+ ), we define its polar body Ω∗ in dSm+1

+ (resp. Ω̂∗ in Hm+1) as

Ω∗ = C (Ω)∗ ∩ dSm+1 and Ω̂∗ = (C (Ω̂))∗ ∩Hm+1.

Using the correspondence between Ω and ΩE introduced earlier, we can rewrite
Ω∗ as

Ω∗ = C (ΩE)
∗ ∩ dSm+1 = C (Ω∗

E) ∩ dSm+1

where the second equality follows from (1.9). Consequently, by definition of ΩE , we
immediately get that Ω∗ is a space-like convex body of dSm+1

+ . The same argument

applies when considering the polar body of Ω̂, it gives

Ω̂∗ = C (Ω̂E)
∗ ∩Hm+1 = C (Ω̂∗

E) ∩Hm+1

and proves that Ω̂∗ is a hyperbolic convex body.
As a consequence, we obtain (Ω∗)∗ = Ω and (Ω̂∗)∗ = Ω̂. In particular, any

space-like convex body in dSm+1
+ is the polar of a unique hyperbolic convex body.

Thus, in the rest of the paper, Ω∗ denotes a space-like convex body in dSm+1
+ , while

r∗ and h∗ denote the radial and support functions of Ω∗ respectively.
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Using the identification dSm+1 ∼ R×Sm defined by (1.1), and given ζ ∈ dSm+1,
there exists a unique (t, η) ∈ R × Sm such that ζ = c′η(t) = sinh(t) o + cosh(t) η,
and we can rewrite Ω∗ in a more explicit way:

Ω∗ =
{

c′η(t) | η ∈ Sm, t ≥ 0, ∀ξ ∈ Sm ∀s ∈ [0, r(ξ)] 〈cξ(s), c′η(t)〉 ≤ 0
}

=
{

c′η(t) | η ∈ Sm, t ≥ 0, ∀ξ ∈ Sm ∀s ∈ [0, r(ξ)]

cosh(t) sinh(s)〈η, ξ〉 − sinh(t) cosh(s) ≤ 0
}

=
{

c′η(t) | η ∈ Sm, t ≥ 0, ∀ξ ∈ Sm tanh(r(ξ))〈η, ξ〉 ≤ tanh(t)
}

=
{

c′η(t) | η ∈ Sm, t ∈ [h(η),+∞)
}

,

where we used the definition of the support function h to get the last equality. In
particular, we obtain ∂Ω∗ = {c′η(h(η)) | η ∈ Sm} and r∗ = h.

The latter formula also derives from the relations between radial and support
functions of Euclidean polar bodies, denoted by rE and hE , and r

∗
E and h∗E respec-

tively. These relations are (see [16])

r∗E = 1/hE and h∗E = 1/rE .

Combining this together with the relations (1.5) and easy trigonometric compu-
tations makes it clear that h = r∗ and r = h∗.

Remark 1.7. The last important property of duality we will use is the following. In
Euclidean space, to a support hyperplane H to ΩE corresponds a unique x ∈ ∂Ω∗

E

such that 〈x,H〉 = 0 and vice versa. Namely, if H is orthogonal to η ∈ Sm, then
x = r∗E(η)η. The point x can also be characterized using the cone construction
above: {x} = C (H)⊥ ∩ P while H = C ({x})⊥ ∩ P .

The same computations and geometric construction apply to (space-like) convex
bodies in Hm+1 and dSm+1

+ . It gives that

• to a support hyperplane Ĥcξ(h∗(ξ)) to Ω∗ corresponds x = cξ(r(ξ)) ∈ ∂Ω
and vice versa,

• to a support hyperplane Hc′η(h(η))
to Ω corresponds x = c′η(r

∗(η)) ∈ ∂Ω∗

and vice versa.

By combining this together with the correspondence of normal vectors explained
in Remark 1.3 (4), we get the following result.

Proposition 1.8. Let Ω ⊂ Hm+1 be a convex domain with o in its interior and
Ω∗ ⊂ dSm+1 be its polar. The Gauss map G : ∂Ω → dSm+1 satisfies

G(∂Ω) = ∂Ω∗. (1.10)

Moreover, the multivalued map S : Sm ⇒ Sm defined by S = Q ◦G ◦ P satisfies

η ∈ S(ξ) ⇔ tanh(h(η)) = tanh(r(ξ))〈η, ξ〉 ⇔ hE(η) = rE(ξ)〈ξ, η) ⇔ ξ ∈ T (η).

Remark 1.9. The last equivalence above shows that T is the map sending η,
an exterior unit normal vector to ΩE , to the directions ξ pointing towards the
intersection of the support hyperplane orthogonal to η and the convex body ΩE .
In the next part, it is recalled that such a ξ is unique for σ-a.e. η.

2. The curvature measure

2.1. Definition of the curvature measure. In the Euclidean case, the Gauss
mapG of a smooth convex body maps onto the unit sphere and pushes the curvature
measure Kdv∂Ω forward to the uniform measure σ on Sm. Identifying the unit
sphere with ∂Ω via the radial homeomorphism P : Sm → ∂Ω, the map G ◦ P is
a transport map from the sphere into itself pushing the (pulled-back) curvature
measure of Ω to the canonical measure σ. For non-smooth convex bodies, thanks
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to the regularity properties of G ◦ P (i.e. G ◦P admits an inverse function defined
σ-a.e. on Sm), this transportation property is used to define the curvature measure
µE [3, Chap. 1 §5]:

µE := σ(G ◦ P (·)). (2.1)

In the particular case of polytopes, it gives rise to a measure consisting in a
linear combination of Dirac masses supported in the directions towards the vertices
with weights equal to the exterior solid angles.

The optimal transport approach to solve Alexandrov’s problem is based on this
construction of the curvature measure. It consists, for a given measure µ on Sm and
a suitable cost function, in finding the map T = (G ◦ P )−1 as the unique optimal
transport map pushing σ forward to µ.

In the hyperbolic case, the definition is similar though more involved. It is based
on the area measure σ∂Ω∗ of the boundary of the polar body Ω∗, whose existence
is to be proved. Indeed, dSm+1 is only a Lorentzian manifold, not all hypersurfaces
admit an area measure, in particular issues can occur at points where the tangent
space contains light-like vectors. We study the area measure in the next part.

Area measure of ∂Ω∗. Throughout this part, Ω denotes a convex body inHm+1 with
o in its interior. Our approach to define the area measure of the polar body Ω∗

consists in mimicking the one used for a submanifold N of a Riemannian manifold
when N is the graph of a smooth function.

Recall that ∂Ω∗ has only space-like supporting hyperplanes (on which the in-
duced metric is then Riemannian). Moreover, the boundary ∂Ω∗ is the range of
the mapping Q−1 : Sm −→ dSm+1 ∼ R × Sm defined by Q−1(η) = (h(η), η). Let
us also remind the reader that the support function h is related to its Euclidean
counterpart hE by the formula

h = argth◦ hE .
Consequently, since the convex body ΩE is contained in the open unit ball, we

infer from the above formula that h is a Lipschitz function. Therefore, in order
to check the area measure is well-defined, it suffices to prove that the Jacobian
determinant of Q−1 : Sm → ∂Ω∗ is non-zero σ-a.e.

Lemma 2.1. Let Ω as above. Then, for σ-a.e. η, the Jacobian determinant of
Q−1 : Sm → ∂Ω∗ satisfies

| detTηQ−1| = coshm+1(h(η))

cosh(r(T (η)))
6= 0.

As a consequence, the area measure of ∂Ω∗ is well-defined and satisfies

σ∂Ω∗ = Q−1
#

(

coshm+1(h)

cosh(r ◦ T ) σ
)

(2.2)

Proof. Recall that h is a Lipschitz function therefore differentiable σ-a.e. on Sm.
In what follows, ∇h denotes its gradient relative to the canonical metric on the
sphere.

Let η be a point where h is differentiable. To compute the Jacobian deter-
minant, we use that the restriction of 〈·, ·〉 to dSm+1 ∼ R × Sm is gdSm+1 =
−dt2 + cosh2(t) canSm . Therefore, if we set (e1, · · · , em) an orthonormal basis of
TηS

m, we get

g(TηQ
−1(ei), TηQ

−1(ej)) = −〈∇h(η), ei〉〈∇h(η), ej〉+ cosh2(h(η)) 〈ei, ej〉.
To compute the Jacobian determinant we use the standard fact that, given M a

row matrix of size m and Im the identity matrix of size m×m, the determinant of
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Im −M t ×M is 1− |M |2, where | · | stands for the Euclidean norm. This yields

det2(TηQ
−1) = cosh2m(h(η))

(

1− |∇h|2
cosh2(h(η))

)

.

To conclude, it remains to prove that the right-hand side is equal to the one
stated in the Lemma. To this aim, note that if ξ ∈ T (η), we have tanh(h(η)) =
tanh(r(ξ))〈η, ξ〉 (1.6). Since tanh(h(η′)) − tanh(r(ξ))〈ξ, η′〉 ≥ 0 holds for arbitrary
η′ ∈ Sm, differentiating this expression at η, we infer, for any ζ ∈ TηS

m,

〈∇h(η), ζ〉
cosh2(h(η))

= tanh(r(ξ)) 〈ξ, ζ〉.

This yields

∇h(η) = cosh2(h(η)) tanh(r(ξ)) (ξ − 〈η, ξ〉η) ∈ TηS
m.

In particular ξ is uniquely determined and coincides with T (η). Using (1.6) once
again, we can compute the Jacobian of Q−1:

1− |∇h|2(η)
cosh2(h(η))

= 1− cosh2(h(η)) tanh2(r(ξ))(1 − 〈ξ, η〉2)

= 1 + cosh2(h(η)) tanh2(h(η))− cosh2(h(η)) tanh2(r(ξ))

= 1 + sinh2(h(η)) − cosh2(h(η)) tanh2(r(ξ))

= cosh2(h(η))(1 − tanh2(r(ξ)))

=
cosh2(h(η))

cosh2(r(ξ))
> 0.

�

We end this part with a result on the area measure σ∂Ω∗ in the smooth and
polytope cases.

Proposition 2.2. Let Ω be a convex body of Hm+1 with o in its interior.

(1) If ∂Ω is C2 and strictly convex then ∂Ω∗ is a C1 space-like hypersurface of
dSm+1 and σ∂Ω∗ = dv∂Ω∗ = G#(Kdv∂Ω).

(2) Let ξ ∈ Sm and x = P (ξ) ∈ ∂Ω. Then, σ∂Ω∗(G(x)) is the exterior solid
angle of ∂Ω at x. In particular, if Ω is a convex polytope, the volume
σ∂Ω∗(∂Ω∗) is the sum of the exterior angles over the vertices.

Proof. Let us prove (1). By assumption on Ω, the Gauss map is injective and
C1. Therefore, ∂Ω∗ is a C1-manifold and Ω∗ is strictly convex. Consequently, the
maps G,P, and Q are C1-diffeomorphisms between C1-Riemannian manifolds. If
f : (A, dvA) → (B, dvB) is a C1-diffeomorphism from A onto B, the change of
variable formula yields

f#(| det Tf |dvA) = dvB . (2.3)

We infer from the above formula and K = detTG that dv∂Ω∗ = G#(Kdv∂Ω). To
conclude, we note that (2.2) combined with the fact ∂Ω∗ is C1 entails σ∂Ω∗ = dv∂Ω∗ .

Let us now prove (2). First recall that G(x) is the set of outward unit normal
vectors at x, so that the exterior angle of ∂Ω at x is σx(G(x)), where σx is the
canonical measure of UxH

m+1 (induced by the restriction of 〈·, ·〉 to the tangent
space TxH

m+1). Therefore, (2) is proved if we check that the area measure of G(x),
which is contained in a totally geodesic hypersurface H of dSm+1, is the restriction
of the standard Riemannian area mesure induced by 〈·, ·〉. But this hypersurface
H equipped with the restriction of 〈·, ·〉 is in particular a C1 Riemannian manifold.
Thus (2.3) above with f = Q−1 : Sm → H applies and gives us the result. �
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Definition of the curvature measure. With the notion of area measure at our dis-
posal, we can now define the curvature measure of Ω in a similar fashion than in
the Euclidean case.

Definition 2.3. Let Ω be a convex body of Hm+1 with o in its interior. The
curvature measure of Ω is the measure µ on Sm defined by

µ = σ∂Ω∗(G ◦ P (·)),
where σ∂Ω∗ is the area measure of ∂Ω∗.

According to (1.10), G(∂Ω) = ∂Ω∗, thus we infer from the definition the total
mass of µ:

µ(Sm) = σ∂Ω∗(∂Ω∗) =: |∂Ω∗|.
As a corollary of Proposition 2.2, we get µ = P−1

# (Kdv∂Ω) if ∂Ω is C2 and

µ =
∑

αiδξi if Ω is a polytope, where ξi are the directions pointing to the vertices
and αi are the exterior angles at P (ξi).

Using the properties of the area measure, we can also characterize µ implicitly
by the following formula.

Lemma 2.4. Let Ω ⊂ Hm+1 be a convex body with o in its interior. The curvature
measure µ is characterized by the formula

T#(cosh
m+1(h)σ) = cosh(r)µ.

Proof. First note that cosh(r) > 0 on Sm, thus µ is uniquely determined by the

above formula. Let us set f(η) = coshm+1(h(η))
cosh(r(T (η))) . We obtain the result by first

plugging (2.2):

σ∂Ω∗ = Q−1
# (f(η)σ)

into the definition of the curvature measure:

µ = σ∂Ω∗(G ◦ P (·)).
We get µ = (f σ) (Q ◦G ◦P (·)) = (f σ) (S(·)) by definition of S. Now, according

to Remark 1.9, we can rewrite this equality as µ = (f σ) (T−1(·)). We complete the
proof thanks to the formula T#((a ◦ T )m) = a T#(m). �

Remark 2.5. As explained in the introduction, our approach to Alexandrov’s
problem in Hm+1 relies on optimal transport theory. Lemma 2.4 is the transport
property of the curvature measure we will use in the next sections.

Since σ and µ do not have the same total mass, a normalization is necessary
for a transport map to exist. This normalization depends on Ω. This is the main
difference between the Euclidean and hyperbolic cases.

Remark 2.6. Using the relations involving the radial and support functions of Ω
and its Euclidean counterpart ΩE , the above formula can be rewritten as

µ = T#

(
√

1− r2E(T (η))

(1 − h2E(η))
m+1

σ

)

.

This formula highlights the erratic behaviour of the curvature measure with respect
to Euclidean dilations.

Remark 2.7. For a smooth convex body Ω, the family of curvature measures on
∂Ω are defined using the symmetric functions of the principal curvatures and the
volume form dv∂Ω. These measures appear in the Steiner formula giving the volume
of parallel sets to Ω. P. Kohlmann extended the definitions of these measures
to arbitrary convex bodies and proved a Steiner-like formula [10, Theorem 2.7],
defining in particular the Gauss curvature as a measure supported in ∂Ω.
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Our definition of the curvature measure µ coincides with Kohlmann’s one in the
sense that P#µ = Φ0(Ω, .), where Φ0(Ω, .) is the Gauss curvature measure as defined
in [10]. To see this, consider a sequence (Ωk)k∈N of smooth strictly convex domains
converging to Ω whose existence is granted by Proposition A.3. We have seen
during the proof of the above proposition that µ = T#(fσ) where fσ = Q#(σ∂Ω∗).
Thus, by combining these properties we get µ = (T ◦ Q)#(σ∂Ω∗). If Ω is further
assumed to be smooth and strictly convex, Proposition 2.2 yields P#µ = Kdv∂Ω.
Now, Steiner formula yields

(Pk)#µk = Kkdv∂Ωk
= Φ0(Ωk, .), (2.4)

where µk is the curvature measure of Ωk, Pk : Sm → ∂Ωk is the radial homeomor-
phism and Kk is the Gauss curvature of ∂Ωk.

Thanks to Proposition A.3, we have µk ⇀ µ and the radial functions rk converge
uniformly to r on Sm. Therefore, the radial projections Pk converge uniformly to
P , and we get (Pk)#µk ⇀ P#µ. On the other hand, using Proposition A.3 (3) and
[21, Theorem 2], we also obtain Φ0(Ωk, .)⇀ Φ0(Ω, .). Passing to the weak limit in
(2.4) finally gives the result.

The total curvature of a convex body. We call µ(Sm) the total curvature of Ω.
A priori, it is different from σ(Sm): for example, Gauss-Bonnet formulas imply
µ(S1) = 2π + |Ω| for a smooth convex body in H2, and µ(S2) = 4π + |∂Ω| for
a smooth convex body in H3. Based on Gauss-Bonnet-Chern formulas, similar
results exist in higher dimensions, they involve the principal curvatures of ∂Ω. In
particular, these formulas imply

µ(Sm) > σ(Sm) (2.5)

for a smooth convex body (cf. for example [18, Theorem 1]). In the next section,
(2.5) is proved for arbitrary convex bodies.

Remark 2.8. The curvature measure depends on the base point o only through
the homeomorphism P : Sm → ∂Ω. In particular, changing the basepoint (or
equivalently, moving Ω by an isometry of Hm+1, keeping the point o in the interior)
does not change the total mass of the curvature measure.

2.2. Properties of the curvature measure. Not all finite measures on Sm are
the curvature measure of a convex body. In the Euclidean case, A.D. Alexandrov
gave a necessary and sufficient condition for a measure with the same total mass
as σ to be the curvature measure of a convex body [1]. In this section, we discuss
the conditions satisfied by the curvature measure of a hyperbolic convex body.

To this aim, we first establish a monotonicity property regarding the total area
measure of space-like convex bodies in the de Sitter space.

Proposition 2.9. Let Ω∗
1,Ω

∗
2 be two space-like convex bodies in dSm+1

+ . Then,
Ω∗

1 ⊃ Ω∗
2 implies

|∂Ω∗
1| ≤ |∂Ω∗

2|
and equality occurs if and only if Ω∗

1 = Ω∗
2.

Proof. The proof follows from the Cauchy-Crofton formula, proved in Theorem A.6,
applied to Ω∗

1 and Ω∗
2, with ω = {η ∈ Sm | h1(η) < h2(η)} and Σi = {(hi(η), η) | η ∈

ω}. Since Ω∗
2 ⊂ Ω∗

1 we have h1 ≤ h2 on S
m and h1 = h2 on ω

c. The Cauchy-Crofton
formula gives

|∂Ω∗
2| − |∂Ω∗

1| = |Σ2| − |Σ1| =
m

|Sm−1|

∫

Ls

(#(γ ∩ Σ1)−#(γ ∩ Σ2)) dℓ(γ).

This implies the above integral is non-negative, and vanishes only if ω = ∅ namely
Ω∗

1 = Ω∗
2. �
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The total curvature condition.

Proposition 2.10. If Ω ⊂ Hm+1 is a convex body with the point o in its interior
then its curvature measure µ satisfies µ(Sm) > σ(Sm).

Proof. Let us term ”ball” a convex body in the de Sitter space whose boundary is
determined by the equations h = r = ε > 0, ε being the radius of the ball (this body
is the polar of the ball B(o, ε) ⊂ Hm+1). By assumption, Ω∗ is strictly contained
in a ball of sufficiently small radius ε > 0 (cf. Remark 1.3(1)). The curvature
measure of this ball is, by definition, Q−1

# (coshm(ε)σ). To conclude, it suffices to
apply Proposition 2.9 to Ω∗ and the ball of radius ε. �

Alexandrov’s condition. Let F denote the set of non-empty closed sets of Sm and
C ⊂ F the subset of convex sets. In this part, all the measures we consider on Sm

are assumed to have a total mass greater than or equal to σ(Sm).
The polar of a convex ω ∈ C is ω∗ = {ζ ∈ Sm | ∀ξ ∈ ω 〈ξ, ζ〉 ≤ 0}. Since

〈ξ, ζ〉 = cos(d(ξ, ζ)), where d is the intrinsic distance on Sm, then ω∗ = Sm \ ω π
2
,

where ω π
2
stands for the open π

2 -neighborhood of ω.

Remark 2.11. This notion of polar set in the sphere is related to the Gauss map
in the same way as in the Euclidean case: for a point x ∈ ∂Ω, the set of unit tangent
vectors at x pointing to the interior of Ω is a convex subset of UxH

m+1 whose polar
in UxH

m+1 is exactly G(x).

In the Euclidean case, provided that µ(Sm) = σ(Sm), the necessary and sufficient
condition for a measure to be the curvature measure of a convex set is:

Definition 2.12. A measure µ on Sm satisfies Alexandrov’s condition if for any
convex ω ∈ C with ω 6= Sm,

σ(ω∗) < µ(Sm \ ω).
As observed by A.D. Alexandrov in [2], this condition is also satisfied by the

curvature measure of a convex polyhedron in H3. In the next proposition, we prove
this condition holds for arbitrary convex bodies in the hyperbolic space.

Proposition 2.13. Given Ω a convex body of Hm+1 with the point o in its interior,
the curvature measure µ of Ω satisfies Alexandrov’s condition.

Proof. Let ω  Sm be a closed convex set. Since the intersection of Ω with a totally
geodesic submanifold going through o is a convex body with o in its relative interior,
an easy induction on the dimension m reduces the proof to the case where ω has
non-empty interior.

Consider the convex cone Γω ⊂ Hm+1 defined by

Γω = {expo(tξ) | ξ ∈ ω, t ∈ R+},
and set Ω1 = Ω∩Γω. Since o belongs to the interior of Ω, Ω1  Ω. Morever we can
apply a well-chosen isometry to Ω and Ω1 so that the origin belongs to the interior
of their images. As noticed in Remark 2.8, the total curvature of a hyperbolic
convex body is preserved by isometry. Therefore, the monotonicity formula gives
us

|∂Ω∗
1| < |∂Ω∗|.

The right-hand side is the total curvature µ(Sm) of Ω. By definition of Ω1 and
noting that the curvature of Ω1 at the vertex o is σ(ω∗), we get

|∂Ω∗
1| ≥ µ(ω) + σ(ω∗)

which completes the proof. �
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Alexandrov condition can be sharpened, using the compactness of F and C for
the Hausdorff distance:

Proposition 2.14. Let µ be a measure on Sm with µ(Sm) ≥ σ(Sm). The following
are equivalent:

(1) µ satisfies Alexandrov’s condition.
(2) there exists α > 0 such that for any convex ω ∈ C with ω 6= Sm, µ satisfies

σ(ω∗) + α ≤ µ(Sm \ ω).
Proof. See [6, Proposition 3.7] where the result is proved when µ(Sm) = σ(Sm), the
same proof applies under our assumptions. �

For α > 0 we will say that a measure µ satisfies the condition (Aα) if it satisfies
condition (2) above. This condition can be stated in terms of open neighborhoods
of closed sets in Sm. For C ∈ F and a number ρ > 0, Cρ = {ζ ∈ Sm | d(ζ, C) < ρ}
denotes the open ρ-neighborhood of C.

Proposition 2.15. Let µ be a measure on Sm such that µ(Sm) ≥ σ(Sm). The
following are equivalent:

(1) there exists α > 0 such that µ satisfies (Aα).
(2) there exists β > 0 such that, for any closed set C ∈ F ,

µ(C) ≤ σ(Cπ
2
−β) + µ(Sm)− σ(Sm).

(3) there exists β > 0 such that, for any closed set C ∈ F ,
σ(C) ≤ µ(Cπ

2
−β).

Moreover, for any β > 0 there exists α > 0 (only depending on β) such that any
measure satisfying (2) or (3) with β satisfies (Aα).

Proof. For any ρ > 0 and any C ∈ F , we have (Sm \Cρ)ρ ⊂ Sm \C. Using this and
considering the closed set Sm \ Cπ

2
−β, the following is easy to check for any β > 0

µ(C) ≤ σ(Cπ
2
−β) + µ(Sm)− σ(Sm) ⇔ σ(C) ≤ µ(Cπ

2
−β),

which proves that (2) and (3) are equivalent.
Assuming that (1) is satisfied by µ, we prove (2) following [6, Proposition 3.9].

For s ≥ 0 and C ∈ F , consider fs(C) = σ(Cπ
2
−s) − µ(C). We want to prove that

fβ ≥ σ(Sm) − µ(Sm) for some β > 0. If conv(C) 6= Sm, using C∗ = conv(C)∗,
C ⊂ conv(C), and (Aα), we get

f0(C) = σ(Sm)− σ(C∗)− µ(C)

≥ σ(Sm) + α− µ(Sm \ conv(C))− µ(C)

> σ(Sm)− µ(Sm).

If conv(C) = Sm then Cπ
2
= Sm and f0(C) ≥ σ(Sm)−µ(Sm). The rest of the proof

is identical to that of [6, Proposition 3.9].
Assume that (3) is satisfied for some β > 0. We will show that (1) is satisfied

for some α > 0 depending only on β (and not on µ), proving the equivalence of
the three conditions together with the last statement. Let ω ∈ C \ {Sm}. For

s ∈ [0, β2 ], consider f(s) = σ(ω π
2
−β+s). Using the coarea formula we infer that

f is differentiable a.e. and absolutely continuous; moreover f ′(s) = |∂ω π
2
−β+s| ≥

Is(σ(ω π
2
−β+s)), where Is(v) = inf{|∂D| | σ(D) = v} is the isoperimetric profile of

Sm.
Since ω is convex, non-empty and different from Sm, there exist η0 and ξ0 such

that η0 ∈ ω ⊂ B(ξ0,
π
2 ). Therefore, its (

π
2 − β + s)-neighborhood satisfies

B(η0,
π
2 − β) ⊂ ω π

2
−β+s ⊂ B(ξ0, π − β

2 ),
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and v(π2 −β) ≤ σ(ω π
2
−β+s) ≤ v(π− β

2 ), where v(ρ) is the volume of a ball of radius

ρ in Sm. Defining Iβ = min{Is(v(π2 − β)), Is(v(π− β
2 ))}, the concavity property of

Is [4] yields f ′(s) ≥ Iβ > 0 for a.e. s ∈ [0, β2 ]. Therefore

σ(ω π
2
) ≥ f(

β

2
) ≥ f(0) +

βIβ
2

= σ(ω π
2
−β) +

βIβ
2
.

For α =
βIβ
2 and thanks to (3), we get

α+ σ(ω∗) = α+ σ(Sm)− σ(ω π
2
)

≤ σ(Sm)− σ(ω π
2
−β)

≤ µ((Sm \ ω π
2
−β)π

2
−β)

≤ µ(Sm \ ω).
�

Given β > 0, we will say that µ satisfies (Bβ) if it satisfies (2) or (3) with β in
the above proposition.

The vertex condition. There is another condition satisfied by the curvature measure
of convex bodies. Because a convex body has non-empty interior and is bounded,
the exterior angle is always less than 1

2σ(S
m).

Definition 2.16. A measure µ on Sm satisfies the vertex condition if for any point
ξ ∈ Sm, µ({ξ}) < 1

2σ(S
m).

Proposition 2.17. Let Ω be a convex body of Hm+1 with o in its interior. Then,
its curvature measure µ satisfies the vertex condition.

Proof. Let ξ ∈ Sm and set x = P (ξ) ∈ ∂Ω. The set ω of unit vectors in UxH
m+1

pointing towards the interior of Ω has non-empty interior in UxH
m+1. Therefore,

its polar ω∗ is a closed set of UxH
m+1 contained in an open hemisphere. Following

Remark 2.11 and Proposition 2.2, we get µ({ξ}) = σx(ω
∗) < 1

2σ(S
m). �

Notice that the vertex condition does not appear in the Euclidean setting. In-
deed, it is a consequence of Alexandrov’s condition combined with µ(Sm) = σ(Sm)
(use Definition 2.12 with ω = {ξ}).

2.3. Uniqueness of the convex body with prescribed curvature. The goal
of this part is to prove the following result which implies the uniqueness statement
in the main Theorem.

Theorem 2.18. Let Ω1 and Ω2 be two hyperbolic convex bodies with o in their
interior. Assume that Ω1 and Ω2 have the same curvature measure. Then, Ω1 = Ω2.

Proof. The proof is by contradiction. Suppose Ω1 6= Ω2 have the same curvature
measure µ. Thus, according to the monotonicity of the total curvature proved
in Proposition 2.9, neither Ω1 ( Ω2 nor Ω2 ( Ω1 can hold, otherwise the total
curvatures of Ω1 and Ω2 would not be equal. Consequently, the open set ω = {η ∈
Sm|h1(η) < h2(η)} is non-empty, and for Σi = {(hi(η), η) | η ∈ ω}, Theorem A.6
yields

|Σ2| − |Σ1| =
m

|Sm−1|

∫

Ls

(#(γ ∩ Σ1)−#(γ ∩Σ2))dℓ(γ) > 0. (2.6)

For i ∈ {1, 2}, let Ti and Si be the mappings relative to Ωi introduced in Section 1.
Now, let us introduce B1 = {ξ ∈ Sm | S1(ξ) ⊂ ω} and B2 = T2(ω). Combining
the properties of the mappings S1 and T2 (in particular the fact they are onto)
together with the compactness of Sm yield that B1 and B2 are measurable sets.
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More precisely, B1 is an open set while B2 = (T2(ω
c))c ∪ (T2(ω) ∩ T2(ωc)) is the

union of an open set and a σ-negligible set.
By definition of these sets,

µ(B1) = σ∂Ω∗

1
(G1 ◦ P1(B1)) ≤ |Σ1|,

while

µ(B2) = σ∂Ω∗

2
(G2 ◦ P2(B2)) ≥ |Σ2|.

Therefore, (2.6) yields µ(B1) < µ(B2).
The rest of the proof consists in showing B2 ⊂ B1 which leads to a contradiction

with the previous estimate. Let ξ0 ∈ B2. Then, there exists η ∈ ω such that
tanhh2(η) = tanh r2(ξ0)〈ξ0, η〉, note that 〈ξ0, η〉 > 0. Since h1 < h2 on ω, this
yields r2(ξ0) > r1(ξ0).

Now, let ζ ∈ S1(ξ0). We must show ζ ∈ ω, namely h1(ζ) < h2(ζ). By definition
of the support function,

tanhh2(ζ) ≥ tanh r2(ξ0)〈ξ0, ζ〉 > tanh r1(ξ0)〈ξ0, ζ〉
since 〈ξ0, ζ〉 > 0 but tanh r1(ξ0)〈ξ0, ζ〉 = tanhh1(ζ) by definition of ζ. This com-
pletes the proof of B2 ⊂ B1 and contradicts the hypothesis Ω1 6= Ω2. �

3. The prescription of curvature as an optimization problem

In this section we relate Alexandrov’s problem to an optimization problem on
Sm by noticing that the radial and support functions of a convex set give rise, by a
simple transformation, to a pair of c-conjugate functions. This observation was first
made by V. Oliker in the Euclidean case [13]. However, the optimization problem
we get significantly differs from the Euclidean one because of the densities involved
in Proposition 2.4. We refer the reader to Appendix B for a brief reminder on
c-conjugate functions and related tools.

3.1. From convex bodies to c-conjugate pairs. Let Ω be a convex body in
Hm+1 with o in its interior. From (1.5) and Proposition 1.8 we obtain, for any
η, ξ ∈ Sm,

− ln(tanh h(η)) + ln(tanh r(ξ)) ≤ − ln(〈η, ξ〉)
with equality if and only if η ∈ S(ξ)(⇔ ξ ∈ T (η)). Defining the cost function c on
Sm × Sm by

c(η, ξ) =

{

− ln(〈η, ξ〉) if 〈η, ξ〉 > 0
+∞ otherwise

, (3.1)

and writing ϕ = − ln(tanhh), ψ = ln(tanh r), the above inequality is equivalent to

ϕ(η) + ψ(ξ) ≤ c(η, ξ)

with equality if and only if η ∈ S(ξ)(⇔ ξ ∈ T (η)). Therefore,

ϕ(η) = inf{c(η, ξ)− ψ(ξ) | ξ ∈ Sm} and ψ(ξ) = inf{c(η, ξ)− ϕ(η) | η ∈ Sm}
which is equivalent to ϕ = ψc and ψ = ϕc. Moreover, according to Definition B.1
and the remark afterwards, their c-superdifferentials satisfy ∂cϕ = T and ∂cψ = S.
Thus, (ϕ, ψ) is a c-conjugate pair and the curvature measure of Ω is characterized
(see Lemma 2.4) by

(∂cϕ)#

(

σ

(1− e−2ϕ)
m+1

2

)

=
µ√

1− e2ψ
, (3.2)

where this equality makes sense because (∂cϕ) coincides σ-a.e with a measurable
function.
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Conversely, given (ϕ, ψ) a pair of c-conjugate functions on Sm such that ϕ > 0
and ψ < 0, let

r =
1

2
ln
(1 + eψ

1− eψ

)

and h =
1

2
ln
(1 + e−ϕ

1− e−ϕ

)

,

we obtain
tanhh(η) ≥ tanh r(ξ)〈η, ξ〉

with equality if and only if ξ ∈ ∂cϕ(η)(⇔ η ∈ ∂cψ(ξ)). Therefore, according to the
Euclidean theory for which hE = tanhh and rE = tanh r, Ω is a convex set with
radial function r, support function h, and Gauss map ∂cψ ◦ P−1.

Now, Alexandrov’s problem can be rephrased as a transport problem in the
following way:

Alexandrov’s Problem. Given a measure µ on Sm such that µ(Sm) > σ(Sm),
µ satisfies Alexandrov’s and vertex conditions, does there exist a c-conjugate pair
(ϕ, ψ) with ϕ > 0, ψ < 0, and (3.2) holds?

3.2. A nonlinear Kantorovich problem. Let F : I → R and G : J → R be
two C1 functions on open real intervals I and J , where J = −I = {−x| x ∈ I}.
Assume further that F and G are nondecreasing so that their derivatives f = F ′

and g = G′ are nonnegative. For measurable functions ϕ : Sm → I and ψ : Sm → J
we consider the functional

K(ϕ, ψ) =

∫

Sm

F (ϕ)dσ +

∫

Sm

G(ψ)dµ.

For later use, let us introduce the following nonlinear Kantorovich problem:

(NLK) Problem. Find a pair (ϕ̄, ψ̄) such that

K(ϕ̄, ψ̄) = max {K(ϕ, ψ) | (ϕ, ψ) ∈ A} , (3.3)

where the set of admissible pairs is

A =
{

(ϕ, ψ) ∈ B(Sm)2
∣

∣ ϕ : Sm → I, ψ : Sm → J,

F (ϕ) ∈ L1(dσ), G(ψ) ∈ L1(dµ), ∀ξ, η ϕ(η) + ψ(ξ) ≤ c(η, ξ)
}

,

where B(Sm) is the space of Borel functions on Sm, and c is defined by (3.1).

The solutions to this problem, whenever they exist, are expected to be c-conjugate
functions. The fact that J = −I and the properties of c-conjugate pairs (see Propo-
sition B.5 (2)) ensure that admissible c-conjugate pairs do exist.

In this part, we prove

Theorem 3.1. If (NLK) admits a maximizing pair (ϕ, ψ) ∈ A which is c-conjugate,
then the c-superdifferential ∂cϕ satisfies

∂cϕ#(f(ϕ)σ) = g(ψ)µ, (3.4)

where ∂cϕ coincides σ-a.e. with a measurable map, f = F ′, and g = G′.

Proof. Let (ϕ, ψ) ∈ A be a maximizing pair for the problem (NLK) and assume
that ϕ = ψc and ψ = ϕc.

Equation (3.4) is the Euler-Lagrange equation of K and derives from the compu-
tation of its derivative. For a continuous function θ : Sm → R, and s small enough,
the image of ψ + sθ lies in the open set J , therefore it makes sense to consider
K((ψ + sθ)c, ψ + sθ) and its derivative d

ds |s=0
K((ψ + sθ)c, ψ + sθ).

Claim 1. (ψ + sθ)c converges uniformly to ϕ when s→ 0.
For any η, ξ in Sm, we have

c(η, ξ)− ψ(ξ) − |s|‖θ‖∞ ≤ c(η, ξ)− ψ(ξ) − sθ(ξ) ≤ c(η, ξ)− ψ(ξ) + |s|‖θ‖∞,
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and taking the infimum on ξ ∈ Sm, we get

‖(ψ + sθ)c − ϕ‖∞ ≤ |s|‖θ‖∞
which proves Claim 1.
Claim 2. d

ds |s=0

∫

Sm
G(ψ + sθ)dµ =

∫

Sm
θ(ξ)g(ψ(ξ))dµ(ξ).

Since ψ and θ are continuous on Sm and g = G′ is continuous on J , ∂
∂s
G(ψ+sθ) =

θg(ψ + sθ) is uniformly bounded on Sm. Therefore, by differentiating
∫

Sm
G(ψ +

sθ)dµ we get Claim 2.
Claim 3. d

ds |s=0

∫

Sm
F ((ψ + sθ)c)dµ = −

∫

Sm
θ(Tη)f(ϕ(η))dσ(η), where T = ∂cϕ

σ-a.e..
Let η ∈ Sm be such that ∂cϕ(η) = T (η) is single-valued. From the definition

of c-transform and c-superdifferential, we get ϕ(η) + ψ(T (η)) = c(η, T (η)) and
(ψ + sθ)c(η) ≤ c(η, T (η))− ψ(T (η))− sθ(T (η)). Therefore

(ψ + sθ)c(η)− ϕ(η) ≤ −sθ(T (η)). (3.5)

On the other hand, for any s 6= 0 there exists ξs ∈ Sm such that

(ψ + sθ)c(η) = c(η, ξs)− ψ(ξs)− sθ(ξs). (3.6)

By combining (3.5), (3.6), and ϕ(η) + ψ(ξs) ≤ c(η, ξs), we obtain

s(θ(T (η))− θ(ξs)) ≤ (ψ + sθ)c(η)− ϕ(η) + sθ(T (η)) ≤ 0. (3.7)

Since ψ and θ are bounded, (3.6) implies that c(η, ξs) remains bounded and
there exists ε > 0 such that ξs ∈ B(η, π2 − ε) for any s. If limk→+∞ ξsk = ξ
for some sequence (sk)k∈N, using Claim 1 and passing to the limit in (3.6) gives
ϕ(η)+ψ(ξ) = c(η, ξ) which in turn implies ξ = T (η). The continuity of θ and (3.7)
yield

(ψ + sθ)c(η) = ϕ(η) − sθ(T (η)) + o(s), (3.8)

and, since F is C1, we get

F ((ψ + sθ)c(η)) = F (ϕ(η)) − sθ(T (η))f(ϕ(η)) + o(s). (3.9)

Finally, since f = F ′ is continuous while ϕ, ψ, and θ are bounded, there exists a
constant C such that for any s

∣

∣

∣

F ((ψ + sθ)c(η)) − F (ϕ(η))

s

∣

∣

∣
≤ C

|(ψ + sθ)c(η)− ϕ(η)|
|s| ≤ C‖θ‖∞,

where the last inequality follows from (3.6). Claim 3 is then a consequence of (3.8)
and the dominated convergence theorem, since ∂cϕ is single-valued σ-a.e. according
to Proposition B.5.

We are now in position to prove the theorem. Since (ϕ, ψ) ∈ A is a maximizing
pair, for any continuous function θ : Sm → R the map s 7→ K((ψ + sθ)c, ψ + sθ)
attains its maximum at s = 0. Using Claims 2 and 3 to compute its derivative, we
get

∫

Sm

θ(ξ)g(ψ(ξ))dµ(ξ) =

∫

Sm

θ(T (η))f(ϕ(η))dσ(η)

for any continuous θ. This clearly implies (3.4). �

3.3. Alexandrov meets Kantorovich. In view of Theorem 3.1 and (3.2), we
consider the functions f :]0,+∞[→ R and g :]−∞, 0[→ R defined by

f(u) =
1

(1− e−2u)
m+1

2

and g(v) =
1√

1− e2v
.

In order to write the optimization problem, we fix

F (u) =

∫ u

u0

ds

(1− e−2s)
m+1

2

and G(v) = v − ln(1 +
√

1− e2v) (3.10)
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which satisfy F ′ = f and G′ = g.
As a corollary of the results in Sections 3.1 and 3.2, the existence of a solution to

the hyperbolic Alexandrov problem follows from that to the nonlinear Kantorovich
problem associated to F and G above, provided this solution is a c-conjugate pair.
We shall prove the existence of such a maximizing pair in the next section. Before
that, we give some basic properties of F , G, and c that will be used in the proof.

Observe that the cost function of this Kantorovich problem is a convex function
of the distance on Sm. Namely, according to (3.1),

c(η, ξ) =

{

− ln(cos d(η, ξ)) if d(η, ξ) < π
2

+∞ otherwise
.

Proposition 3.2. The functions F and G are increasing, F is concave and G is
convex. Moreover the following properties hold

(1) For any v ∈ (−∞, 0), G(v) ≤ v, and u0 can be chosen in such a way that
for any u ∈ (0,+∞), F (u) ≤ u.

(2) G(−t) ∼0 −
√
2t.

(3) For any 0 < R < π
2 ,

∫ t

0

∫

B(ξ,R)

f(c(η, ξ) + s)dσ(η)ds ∼0
σ(Sm)

2

√
2t.

Proof. The monotonicity of F and G is straightforward, the concavity of F (resp,
convexity of G) derives from f ′ ≤ 0 (resp. g′ ≥ 0).

To prove (1), note the inequality involving G is obvious. Regarding F , it is easy
to see that u 7→ F (u)− u is non-decreasing; besides, writing

F (u)− u =

∫ u

u0

(

1

(1− e−2s)
m+1

2

− 1

)

ds− u0,

we get

lim
u→+∞

F (u)− u =

∫ ∞

u0

(

1

(1− e−2s)
m+1

2

− 1

)

ds− u0 = l(u0).

Since l(u0) depends continuously on u0 while limu0→+∞ l(u0) = −∞ and limu0→0 l(u0) =
+∞, we can choose u0 such that limu→+∞ F (u)−u = 0 and the inequality follows.

Item (2) derives easily from the definition of G.
To prove (3), let I(R, s) =

∫

B(ξ,R)
f(c(η, ξ) + s)dσ(η). Writing the measure σ in

normal coordinates centered at ξ, it holds

I(R, s) = |Sm−1|
∫ R

0

sinm−1 rdr

(1− e−2s cos2 r)
m+1

2

= |Sm−1| e
(m+1)s

√
e2s − 1

∫ sinR√
e2s−1

0

um−1du

(1 + u2)
m+1

2

√

1− (e2s − 1)u2

= |Sm−1| e
(m+1)s

√
e2s − 1

∫ +∞

0

um−1

(1 + u2)
m+1

2

1[0, sinR√
e2s−1

](u)
√

1− (e2s − 1)u2
du (3.11)

where we set u = sin r√
e2s−1

to get the second equality. Using 0 < R < π
2 , the

dominated convergence theorem yields

lim
s→0

∫ +∞

0

um−1

(1 + u2)
m+1

2

1[0, sinR√
e2s−1

](u)
√

1− (e2s − 1)u2
du =

∫ +∞

0

um−1du

(1 + u2)
m+1

2

. (3.12)

Moreover, setting u = tan v we obtain
∫ +∞

0

um−1du

(1 + u2)
m+1

2

=

∫ π
2

0

sinm−1 v dv =
σ(Sm)

2|Sm−1| ,
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and combining this together with (3.11) and (3.12), we get I(R, s) ∼0
σ(Sm)

2
√
2s

. This

imply that
∫ t

0 I(R, s)ds is well-defined and
∫ t

0 I(R, s)ds ∼0
σ(Sm)

2

√
2t thanks to

l’Hospital rule. �

Proposition 3.3. For any ξ ∈ Sm, the function η 7→ c(η, ξ) is in L1(B(ξ, π2 ), σ)

and
∫

B(ξ,π
2
) c(η, ξ)dσ(η) does not depend on ξ.

Proof. Using normal coordinates centered at ξ, we get
∫

B(ξ,π
2
)

c(η, ξ)dσ(η) = −|Sm−1|
∫ π

2

0

ln(cos r) sinm−1 rdr

which is easily seen to be finite and does not depend on ξ. �

In conclusion, a solution to Alexandrov’s problem can be obtained by using the
functional described in this part. This is the aim of the next part.

4. Solving the optimization problem

In this section, we consider

K(ϕ, ψ) =

∫

Sm

F (ϕ)dσ +

∫

Sm

G(ψ)dµ,

where F and G are defined by (3.10).
We are going to solve:

(NLK) Problem. Find a c-conjugate pair (ϕ̄, ψ̄) such that

K(ϕ̄, ψ̄) = max {K(ϕ, ψ) | (ϕ, ψ) ∈ A} , (4.1)

where

A =
{

(ϕ, ψ) ∈ B(Sm)2
∣

∣ ϕ : Sm → (0,+∞), ψ : Sm → (−∞, 0), ϕ ∈ L1(dσ),

∀ξ, η ϕ(η) + ψ(ξ) ≤ c(η, ξ)
}

,

B(Sm) denotes the space of Borel functions on Sm, and c is defined by (3.1).

We further assume that µ satisfies µ(Sm) > σ(Sm) and Alexandrov’s and vertex
conditions (see Definitions 2.12 and 2.16).

Since G ≤ 0 and F is sublinear, K(ϕ, ψ) < +∞ holds whenever ϕ ∈ L1(dσ).
Moreover, the measures σ and µ being finite, the functional K is not identically
−∞ on A, for example K(1,−1) > −∞. Therefore, the problem (NLK) is well-
posed.

Theorem 4.1. Let µ be a measure on Sm such that µ(Sm) > σ(Sm). If µ satisfies
Alexandrov’s and vertex conditions then (NLK) has a maximizing pair (ϕ, ψ) ∈ A.
Moreover, any maximising pair is a c-conjugate pair.

The proof relies on an intricate compactness argument needed to prove that a
maximizing sequence admits a converging subsequence in the C0 topology. A priori,
the limit of this sequence is a pair (ϕ, ψ) of continuous functions with ϕ ≥ 0 and
ψ ≤ 0. But for Theorem 3.1 to apply, we need ϕ > 0 and ψ < 0.Thus, the proof
splits in two parts. First, we consider the slightly relaxed problem where ϕ and ψ
are allowed to vanish, that is the problem of maximizing K over

A′ =
{

(ϕ, ψ) ∈ B(Sm)2
∣

∣ ϕ : Sm → [0,+∞), ψ : Sm → (−∞, 0], ϕ ∈ L1(dσ),

∀ξ, η ϕ(η) + ψ(ξ) ≤ c(η, ξ)
}

.
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We prove this problem admits a maximizing pair (ϕ̃, ψ̃). Then, we prove that any
maximizing pair of the relaxed problem actually belongs to A, completing the proof
of Theorem 4.1.

In order to build a converging subsequence, we approximate µ by discrete mea-
sures with the same properties as µ. This is enabled by the strengthened Alexandrov
condition that we now recall. According to Proposition 2.15, there exists α > 0
such that for any convex ω of Sm with ω 6= Sm,

σ(ω∗) + α ≤ µ(Sm \ ω).

4.1. There exists an optimal pair in A′. Let (ϕ̃k, ψ̃k)k∈N be a maximizing

sequence relative to (NLK), where ϕ̃k ≥ 0 and ψ̃k ≤ 0. Since K is not identically
−∞, we may assume that −∞ <

∫

Sm
G(ψk)dµ. Because G ≤ 0, G(ψk) ∈ L1(dµ)

and ψk must be finite µ-a.e.. As a consequence of Alexandrov’s condition, any
point on the sphere is at distance less than π

2 of Spt(µ), therefore the hypotheses
of Proposition B.3 are satisfied. Since double convexification does not decrease
ϕ̃k and ψ̃k (see Remark B.4), and consequently K(ϕ̃k, ψ̃k), we can further assume

that (ϕ̃k, ψ̃k)k∈N is a sequence of c-conjugate pairs. In particular, according to

Proposition B.3, the functions ϕ̃k and ψ̃k are Lipschitz.

Discretization of the measure µ. For ε > 0 consider an ε-net (ζ1, . . . , ζN ) of Spt(µ),
namely a finite family of points in Spt(µ) such that Spt(µ) ⊂ ∪Ni=1B(ζi, 2ε), and
B(ζi, ε) ∩B(ζj , ε) = ∅ whenever i 6= j.

Let (W o
1 , . . . ,W

o
N ) be the Voronöı domains of Sm associated to this net, namely,

for all i = 1, . . . , N , W o
i = {ξ ∈ Sm | ∀j 6= i, d(ξ, ζi) < d(ξ, ζj)}. Then, define

the partition (W1, . . . ,WN ) of Sm from the Voronöı domains: W1 = W o
1 , for i =

2, . . . , N , Wi =W o
i \ (W1 ∪ · · · ∪Wi−1).

For any k ∈ N and i = 1, . . . , N , let ξki be such that ψ̃k(ξki ) = maxW i∩Spt(µ)(ψ̃
k),

and let µk be the discrete measure defined by

µk =

N
∑

i=1

aiδξki

where ai = µ(Wi). Notice that the definition of (Wi)1≤i≤N yields ai > 0 for all

i = 1, . . . , N and µ(Sm) =
∑N
i=1 ai = µk(S

m).

Lemma 4.2. For ε small enough, there exist α > 0 and β > 0 such that the
following holds:

(1) for any k ∈ N, any i = 1, . . . , N , and any ξ ∈Wi, d(ξ, ξ
k
i ) ≤ π

2 − β.
(2) for any k ∈ N, the measure µk satisfies Alexandrov’s condition (Aα).

Proof. Since the measure µ satisfies Alexandrov’s condition, there exists γ > 0
such that, for any ξ ∈ Sm, d(ξ, Spt(µ)) ≤ π

2 − γ. Considering ξ ∈ Wi, there exist
ζ ∈ Spt(µ) such that d(ξ, ζ) ≤ π

2 − γ and j ∈ {1, . . . , N} such that d(ζ, ζj) < 2ε.

Therefore, d(ξ, ζj) ≤ π
2 − γ + 2ε and Wi ⊂W o

i implies d(ξ, ζi) ≤ π
2 − γ + 2ε. From

ξki ∈ W i ∩ Spt(µ), we infer d(ζi, ξ
k
i ) ≤ 2ε hence d(ξ, ξki ) ≤ π

2 − γ + 4ε. This proves
(1) with β = γ − 4ε and ε small enough.

According to Proposition 2.15, there exists γ > 0 such that, for any C ∈ F ,
σ(C) ≤ µ(Cπ

2
−γ). Fix such a set C and assume σ(C) > 0. Let i ∈ {1, . . . , N} be

such that Wi ∩ Spt(µ) ∩ Cπ
2
−γ 6= ∅. By what precedes, for any k ∈ N, ξki ∈ Cπ

2
−β .

Thus, for I = {i | Wi ∩ Spt(µ) ∩ Cπ
2
−γ 6= ∅} and J = {i | ξki ∈ Cπ

2
−β}, we have

checked that I ⊂ J and

σ(C) ≤ µ(Cπ
2
−γ) ≤ µ

(

⋃

i∈I
Wi ∩ Spt(µ)

)

=
∑

i∈I
ai ≤

∑

i∈J
ai = µk(Cπ

2
−β).
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Therefore, according to Proposition 2.15, there exists α > 0 such that, for any
k ∈ N, µk satisfies Alexandrov’s condition (Aα). �

Note that in the above statement the numbers α and β does not depend on k.
Therefore, for any k ∈ N the measures µk satisfy

σ(ω∗) + α ≤ µk(S
m \ ω) (4.2)

for any convex set ω ⊂ Sm such that ω 6= Sm.
For all i ∈ {1, . . . , N} and k ∈ N, define ψki = ψ̃k(ξki ), and consider the N

sequences of real numbers ψ1 = (ψk1 )k∈N, . . . , ψN = (ψkN )k∈N. By definition, ψki =

maxW i∩Spt(µ)(ψ̃
k); by combining this together with Lemma 4.2 (1) and Proposition

B.5 (3), we infer that the functions ψ̃k are uniformly bounded from below provided
that the sequences ψ1, . . . , ψN are.

Once this bound is established, we get a converging subsequence of the (ψ̃k)k∈N

thanks to Proposition B.6. The needed estimate on the sequences ψ1, . . . , ψN is
proved in the next section.

Comparing sequences. A key point is to prove the sequences ψ1, . . . , ψN remain
close to each other when k goes to +∞. To this end, we introduce the following
notation. Given two sequences x = (xk)k∈N and y = (yk)k∈N of real numbers, we
write

x ∼ y if lim sup |xk − yk| < +∞
and

x 4 y if lim sup(xk − yk) < +∞.

The following proposition is easy to check.

Proposition 4.3. (1) For two sequences x = (xk)k∈N and y = (yk)k∈N, x ∼ y
if and only if x 4 y and y 4 x.

(2) ∼ is an equivalence relation on RN and the relation 4 gives rise to a partial
order on the quotient space.

In what follows, we denote the equivalence classes of x, y ∈ RN by [x] and [y]
respectively, and we write [x] ≺ [y] if [x] 4 [y] and [x] 6= [y].

Remark 4.4. Although the equivalence classes are only partially ordered, proper
subsequences can always be compared. Namely, given x = (xk)k∈N and y = (yk)k∈N,
if neither [x] 4 [y] nor [y] 4 [x] holds then lim sup(xk − yk) = lim sup(yk − xk) =
+∞. Therefore, it is possible to find subsequences for which (keeping the notation
unchanged) lim(yk − xk) = +∞. This clearly implies [x] 4 [y] for these subse-
quences.

This comparison relation allows us to order the sequences ψ1, . . . , ψN . More
precisely, the following comparison holds:

Lemma 4.5. Up to taking subsequences of ψ1, . . . , ψN and renumbering them, there
exist integers s1, . . . , sp such that 1 ≤ s1 < s2 < . . . sp < N and

[ψ1] = · · · = [ψs1 ] ≺ [ψs1+1] = · · · = [ψs2 ] ≺ [ψs2+1] . . . [ψsp ] ≺ [ψsp+1] = · · · = [ψN ].

Besides, one can assume (ψki − ψki+1)k∈N converge and

lim(ψki − ψki+1) =

{

−∞ if i ∈ {s1, . . . , sp}
bi ∈ R otherwise

.

In particular, lim(ψki − ψkj ) = −∞ whenever there exists l such that i ≤ sl < j

while lim(ψki − ψkj ) ∈ R otherwise.
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Proof. The proof is by finite induction on the number N of sequences. Fix i ∈
{1, . . . , N − 1}; assume

[ψ1] 4 [ψ2] 4 · · · 4 [ψi]

and, for each j = 1, . . . , i− 1,

lim sup(ψkj+1 − ψkj ) = lim(ψkj+1 − ψkj ) ∈ R ∪ {+∞}.
Let us now explain how to order the first i + 1 sequences. The first step is to

compare [ψi+1] with [ψi]. There are three cases to consider:

(1) if [ψi] 4 [ψi+1], extract subsequences so that lim sup(ψki+1−ψki ) = lim(ψki+1−
ψki ) ∈ R ∪ {+∞}.

(2) if lim sup(ψki+1 −ψki ) = lim sup(ψki −ψki+1) = +∞, using Remark 4.4, there

exists a subsequence such that [ψi] 4 [ψi+1] and lim sup(ψki+1 − ψki ) =

lim(ψki+1 − ψki ) ∈ R ∪ {+∞}.
(3) otherwise, [ψi+1] ≺ [ψi] and, up to extracting a subsequence, lim(ψki+1 −

ψki ) = −∞.

In the first two cases, we get [ψ1] 4 [ψ2] 4 · · · 4 [ψi] 4 [ψi+1]. In the last case,
we then compare [ψi+1] with [ψi−1]. After at most i comparisons we get a total
ordering of the first i + 1 sequences which reads, after permuting the indices if
necessary: [ψ1] 4 [ψ2] 4 · · · 4 [ψi] 4 [ψi+1].

The integers s1, . . . , sp are the indices i for which [ψi] ≺ [ψi+1]. �

A modified maximizing sequence. For each k ∈ N, let us define the function ϕk on
Sm by

ϕk(η) = min
i=1,...,N

{c(η, ξki )− ψki }.

For i = 1, . . . , N , let V ki be the “weighted Voronöı domains” defined by

V ki = {η ∈ Sm | ∀j = 1, . . . , N c(η, ξki )− ψki ≤ c(η, ξkj )− ψkj }.
According to Lemma 4.2, the distance between an arbitrary point in Sm and
{ξk1 , · · · , ξkN} is less than π

2 , thus V ki ⊂ B(ξki ,
π
2 ). Now, recall that ϕ̃k and ψ̃k

are c-conjugate while ψki = maxW̄i∩Spt(µ) ψ̃
k. Consequently, ϕ̃k ≤ ϕk and ϕk =

c(., ξki )− ψki on V ki .

Lemma 4.6. There exist k0 ∈ N and positive numbers ε1, . . . , εp such that for
every k ≥ k0 and for every l ∈ {1, . . . , p},

a1 + · · ·+ asl ≥ σ(V k1 ) + · · ·+ σ(V ksl) + εl

Proof. Fix l ∈ {1, . . . , p}. For any k ∈ N and any i ∈ {1, . . . , sl} we have, from the
very definition of V ki ,

V ki ⊂ {η ∈ B(ξki ,
π

2
) | ∀j = sl + 1, . . . , N ψkj − ψki ≤ c(η, ξkj )}.

Fix ε > 0. Since lim(ψki − ψkj ) = −∞ for any i, j such that i ≤ sl < j, there exists
kl ∈ N such that

∀k ≥ kl ∀i ∈ {1, . . . , sl} ∀j ∈ {sl + 1, . . . , N} ∀η ∈ V ki d(η, ξkj ) ≥
π

2
− ε.

Therefore, for any k ≥ kl and any i, j such that i ≤ sl < j, we obtain

V ki ∩B(ξkj ,
π

2
− ε) = ∅.

This gives ∀k ≥ kl

(

⋃sl
i=1 V

k
i

)

∩
(

⋃N
j=sl+1 B(ξkj ,

π
2 − ε)

)

= ∅. In other terms,

∀k ≥ kl

sl
⋃

i=1

V ki ⊂ Sm \
N
⋃

j=sl+1

B(ξkj ,
π

2
− ε). (4.3)
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Let ω = conv(ξksl+1, . . . , ξ
k
N ) ⊂ Sm be the the convex hull of ξksl+1, . . . , ξ

k
N . At

this stage, there are two cases to consider depending on whether ω is the whole
sphere or not.

First case: conv(ξksl+1, . . . , ξ
k
N ) = Sm. This implies that the π

2 -neighborhood of

{ξksl+1, . . . , ξ
k
N} is the whole sphere: Sm =

⋃N
j=sl+1B(ξkj ,

π
2 ). Therefore, the above

inclusion gives

∀k ≥ kl

sl
⋃

i=1

V ki ⊂
N
⋃

j=sl+1

B(ξkj ,
π

2
) \B(ξkj ,

π

2
− ε).

Since σ
(

B(ξkj ,
π
2 ) \B(ξkj ,

π
2 − ε)

)

does not depend on ξki , we get

∀k ≥ kl

sl
∑

i=1

σ(V ki ) ≤ Nσ
(

B(ξ,
π

2
) \B(ξ,

π

2
− ε)

)

,

where ξ ∈ Sm is arbitrary. Since a1 + · · · + asl > 0, the following inequality is
satisfied for εl =

1
2 (a1 + · · ·+ asl) provided that ε is small enough.

∀k ≥ kl

sl
∑

i=1

σ(V ki ) ≤ a1 + · · ·+ asl − εl

and the lemma is proved in this case.

Second case: conv(ξksl+1, . . . , ξ
k
N ) 6= Sm. Using that µk(ω) ≥

∑N
j=sl+1 aj , (4.2)

gives
sl
∑

i=1

ai ≥ µk(S
m \ ω) ≥ σ(ω∗) + α. (4.4)

The definition of ω∗ allows us to rewrite σ(ω∗) as

σ(ω∗) = σ
(

Sm \
N
⋃

j=sl+1

B(ξkj ,
π

2
)
)

= σ(Sm)− σ
(

N
⋃

j=sl+1

B(ξkj ,
π

2
)
)

. (4.5)

Writing B(ξki ,
π
2 ) = B(ξki ,

π
2 − ε) ∪

(

B(ξki ,
π
2 ) \B(ξki ,

π
2 − ε)

)

, we get

σ
(

N
⋃

j=sl+1

B(ξkj ,
π

2
)
)

≤ σ
(

N
⋃

j=sl+1

B(ξkj ,
π

2
− ε)

)

+σ
(

N
⋃

j=sl+1

B(ξki ,
π

2
) \B(ξki ,

π

2
− ε)

)

≤ σ
(

N
⋃

j=sl+1

B(ξkj ,
π

2
− ε)

)

+Nσ
(

B(ξ,
π

2
) \B(ξ,

π

2
− ε)

)

.

By combining this inequality together with (4.4) and (4.5), we obtain

sl
∑

i=1

ai ≥ σ
(

Sm \
N
⋃

j=sl+1

B(ξkj ,
π

2
− ε)

)

−Nσ
(

B(ξ,
π

2
) \B(ξ,

π

2
− ε)

)

+ α.

Choosing ε small enough and using (4.3), there exists kl ∈ N such that

∀k ≥ kl

sl
∑

i=1

ai ≥
sl
∑

i=1

σ(V ki ) +
α

2
.

Taking k0 = max(k1, . . . , kp) gives the result. �
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The maximizing sequence admits a converging subsequence. Since the elements of
the maximizing sequence (ϕ̃k, ψ̃k)k∈N are c-conjugate pairs, using Proposition B.6

we are left with proving that the functions ψ̃k are uniformly bounded from below.
We shall infer this bound from an upper bound on K(ϕ̃k, ψ̃k).

First, using ϕ̃k ≤ ϕk and the definitions of V ki and ψki , we get

K(ϕ̃k, ψ̃k) ≤
∫

Sm

F (ϕk)dσ +

∫

Sm

G(ψ̃k)dµ

≤
N
∑

i=1

∫

V k
i

F (c(η, ξki )− ψki )dσ(η) +

∫

Wi

G(ψ̃k)dµ

≤
p
∑

l=0

sl+1
∑

i=sl+1

∫

V k
i

F (c(η, ξki )− ψki )dσ(η) + aiG(ψ
k
i ) (4.6)

where s0 = 0 and sp+1 = N . According to Proposition 3.2, the functions F and G
are sublinear, this gives for any i and k,
∫

V k
i

F (c(η, ξki )− ψki )dσ(η) + aiG(ψ
k
i ) ≤

∫

V k
i

c(η, ξki )dσ(η) + (ai − σ(V ki ))ψ
k
i

≤ C1 + (ai − σ(V ki ))ψ
k
i (4.7)

since V ki ⊂ B(ξki ,
π
2 ) and c(., ξ) ∈ L1(B(ξ, π2 ), σ) for any ξ (cf. Proposition 3.3).

Recall that for any i ∈ {sl + 1, . . . , sl+1}, ψi ∼ ψsl+1
so that the sequence (ψki −

ψksl+1
)k∈N remains bounded, thus there exists a constant Ai such that

(ai − σ(V ki ))ψ
k
i = (ai − σ(V ki ))ψ

k
sl+1

+ (ai − σ(V ki ))(ψ
k
i − ψksl+1

)

≤ (ai − σ(V ki ))ψ
k
sl+1

+ (µ(Sm) + σ(Sm))Ai.

Define C2 = (µ(Sm) + σ(Sm))max{A1, . . . , AN} and insert the above inequality
into (4.7). Then, combining the resulting inequality with (4.6) yields

K(ϕ̃k, ψ̃k) ≤ N(C1 + C2) +

p
∑

l=0

ψksl+1

sl+1
∑

i=sl+1

(ai − σ(V ki )) (4.8)

This inequality combined with Lemma 4.6 is the key point to prove the lower
bound on the sequences. Let us fix a constant C3 such that for any k, C3 ≤
K(ϕ̃k, ψ̃k) − N(C1 + C2). Since lim(ψksl − ψksl+1

) = −∞ for l = 1, . . . , p, we can

assume, for any large k, ψks1 ≤ ψks2 ≤ · · · ≤ ψksp ≤ ψkN . Using these inequalities one
after another together with Lemma 4.6, there exists a constant C3 such that

C3 ≤ ψks1

(

a1 + · · ·+ as1 − σ(V k1 )− · · · − σ(V ks1 )
)

+

p
∑

l=1

ψksl+1

sl+1
∑

i=sl+1

(ai − σ(V ki ))

≤ ψks2

(

a1 + · · ·+ as2 − σ(V k1 )− · · · − σ(V ks2 )
)

+

p
∑

l=2

ψksl+1

sl+1
∑

i=sl+1

(ai − σ(V ki ))

. . . . . .

≤ ψkN

(

a1 + · · ·+ aN − σ(V k1 )− · · · − σ(V kN )
)

(4.9)

In other terms, we have proved

C3 ≤ ψkN (µ(Sm)− σ(Sm)).

Thus, µ(Sm) > σ(Sm) implies the sequence ψN is bounded from below.
Assume now that not all the sequences ψ1, . . . , ψN are equivalent. Then p ≥ 1.

Moreover, writing again all the inequalities in (4.9) but the last one, then using
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Lemma 4.6, we obtain

C3 ≤ ψksp(a1 + · · ·+ asp − σ(V k1 )− · · · − σ(V ksp ))

+ψkN(asp+1 + · · ·+ aN − σ(V ksp+1)− · · · − σ(V kN ))

≤ ψkspεp + |ψkN |(µ(Sm) + σ(Sm)),

which is a contradiction because ψN is bounded and limψksp = lim(ψksp−ψkN )+ψkN =
−∞. Therefore, all the sequences are equivalent and uniformly bounded.

We are now in position to construct a converging subsequence. Fix k ∈ N, let
ξ0 ∈ Sm be a point where ψ̃k reaches its minimum. Let i0 be such that ξ0 ∈ Wi0 .
From Lemma 4.2 we know that d(ξ0, ξ

k
i0
) ≤ π

2 − β; combining this inequality with
Proposition B.5, we get

min
Sm

ψ̃k = ψ̃k(ξ0) ≥ ψ̃k(ξki0 )− C4 = ψki0 − C4 ≥ C5

Since the functions ψ̃k are nonpositive, (ψ̃k)k∈N is uniformly bounded. Thus,

Proposition B.6 guarantees the maximizing sequence (ϕ̃k, ψ̃k)k∈N admits a uni-

formly converging subsequence to some pair (ϕ̃, ψ̃) ∈ A′. We are left with proving

limK(ϕ̃k, ψ̃k) = K(ϕ̃, ψ̃). Since G ≤ 0 and the functions ψ̃k are uniformly bounded,

we can apply the dominated convergence theorem and get lim
∫

Sm
G(ψ̃k)dµ =

∫

Sm
G(ψ̃)dµ. On the other hand, the functions F (ϕ̃k) are uniformly bounded

from above, thus Fatou’s lemma implies lim
∫

Sm
F (ϕ̃k)dσ ≤

∫

Sm
F (ϕ̃)dσ. Since

(ϕ̃, ψ̃) ∈ A′, equality must hold in this inequality and the proof is complete.
Recall the functional does not decrease through the double convexification pro-

cess, therefore we can assume (ϕ̃, ψ̃) to be a c-conjugate pair. Moreover, the function

ϕ̃ being continuous on Sm, it is bounded from above and K(ϕ̃, ψ̃) < +∞. We have
proved the problem (NLK) is well-posed and admits a maximizing pair in A′.

4.2. The components of an optimal pair do not vanish. The maximizing
pair obtained in the previous section could a priori vanish at some points. In order
to apply Theorem 3.1, we must prove this maximizing pair is in A. To this end, we
now prove that a c-conjugate pair vanishing at some point is not maximizing.

According to Proposition B.5 (2), it suffices to consider the case of a c-conjugate
pair (ϕ, ψ) such that ψ(ξ0) = 0 at some point ξ0 ∈ Sm. We will construct a new
pair (ϕε, ψε) of admissible functions with K(ϕ, ψ) < K(ϕε, ψε).

Since µ({ξ0}) < 1
2σ(S

m), there exists β > 0 such that µ(B(ξ0, β)) <
1
2σ(S

m). In
what follows, we set W1 the open ball defined by W1 = B(ξ0, β) and W2 = Sm \W1

its complement. Since ϕ = ψc, we get

ϕ(η) = inf
ξ∈Sm

(

c(η, ξ)− ψ(ξ)
)

= inf
{

inf
ξ∈W1

(

c(η, ξ)− ψ(ξ)
)

, inf
ξ∈W2

(

c(η, ξ)− ψ(ξ)
)

}

.

Let us set

V1 =
{

η ∈ Sm
∣

∣

∣
inf
ξ∈W1

(

c(η, ξ)− ψ(ξ)
)

< inf
ξ∈W2

(

c(η, ξ)− ψ(ξ)
)

}

,

so that ϕ(η) = infξ∈W1

(

c(η, ξ) − ψ(ξ)
)

on V1 and ϕ(η) = infξ∈W2

(

c(η, ξ) − ψ(ξ)
)

on V2 = Sm \ V1.
For ε > 0, let ψε = ψ − ε1W1

and ϕε = infξ∈Sm(c(., ξ) − ψε(ξ)) its c-conjugate
function, in particular (ϕε, ψε) is an admissible pair. As for ϕ, we define

V ε1 =
{

η ∈ Sm
∣

∣

∣
inf
ξ∈W1

(

c(η, ξ)− ψε(ξ)
)

< inf
ξ∈W2

(

c(η, ξ)− ψε(ξ)
)

}

and V ε2 = Sm \ V ε1 .
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The rest of the proof relies on the fact that c(η, ξ) = Λ(d(η, ξ)) where

Λ(r) =

{

− ln(cos r) if r < π
2

+∞ otherwise.

Lemma 4.7. The domains V ε1 satisfy the following properties:

(1) if ε1 ≤ ε2 then V ε21 ⊂ V ε11 ⊂ V1,
(2) if ε < Λ(β) then ξ0 ∈ V ε1 ,
(3) the V ε1 are open sets and V1 =

⋃

ε<Λ(β) V
ε
1 ,

(4) ϕε = ϕ+ ε on V ε1 ,
(5) ϕε = ϕ on V2.

Proof. Since ψε = ψ − ε on W1 and ψε = ψ on W2, we infer

inf
ξ∈W1

(

c(η, ξ)− ψε(ξ)
)

= inf
ξ∈W1

(

c(η, ξ)− ψ(ξ)
)

+ ε (4.10)

and

inf
ξ∈W2

(

c(η, ξ)− ψε(ξ)
)

= inf
ξ∈W2

(

c(η, ξ)− ψ(ξ)
)

, (4.11)

which easily implies (1).
For ε < Λ(β), the following holds

inf
ξ∈W1

(

c(ξ0, ξ)− ψε(ξ)
)

≤ c(ξ0, ξ0)− ψε(ξ0) = ε < inf
ξ∈W2

(

c(ξ0, ξ)− ψε(ξ)
)

where the first inequality and the equality follow from ξ0 ∈ W1, while the last
inequality follows from the combination of c(ξ0, ξ) ≥ Λ(β) on W2 and ψε ≤ 0. This
implies ξ0 ∈ V ε1 .

Let us prove (3). First note that ψε = ψ on W2 yields

V ε1 =
{

η ∈ Sm
∣

∣

∣
inf
ξ∈W1

(

c(η, ξ)− ψε(ξ)
)

< inf
ξ∈W2

(

c(η, ξ)− ψ(ξ)
)

}

.

The map η 7→ infξ∈W2

(

c(η, ξ)−ψ(ξ)
)

is (only) upper semicontinuous on Sm, there-

fore bounded from above by a constant A. Set ψ̃ = ψ − (A + 1)1W1
, use ψ ≤ 0 to

infer, for any ζ ∈W1,

c(η, ζ) − ψ̃(ζ) ≥ A+ 1 > inf
ξ∈W2

(

c(η, ξ)− ψ(ξ)
)

= inf
ξ∈W2

(

c(η, ξ)− ψ̃(ξ)
)

.

Consequently infξ∈W2

(

c(η, ξ)− ψ(ξ)
)

= infξ∈Sm

(

c(η, ξ)− ψ̃(ξ)
)

. Finally, since ψ̃ is

bounded, Proposition B.3 implies the map η 7→ infξ∈W2

(

c(η, ξ)−ψ(ξ)
)

is continuous

on Sm. Since the map η 7→ infξ∈W1

(

c(η, ξ)−ψε(ξ)
)

is clearly upper semicontinuous,
we have proved V ε1 is open.

The equality V1 =
⋃

ε<Λ(β) V
ε
1 follows easily from (1) and ψε = ψ on W2.

For any η ∈ V ε1 ⊂ V1, (4.10) yields

ϕ(η) + ε = inf
ξ∈W1

(

c(η, ξ)− ψ(ξ)
)

+ ε = inf
ξ∈W1

(

c(η, ξ)− ψε(ξ)
)

= ϕε(η).

This proves (4). Similarly, for any η ∈ V2 ⊂ V ε2 , (4.11) yields

ϕε(η) = inf
ξ∈W2

(

c(η, ξ) − ψε(ξ)
)

= inf
ξ∈W2

(

c(η, ξ) − ψ(ξ)
)

= ϕ(η),

which proves (5). �

Our goal is now to prove the existence of ε > 0 such that K(ϕ, ψ) < K(ϕε, ψε).
To this end, we estimate the difference thanks to Lemma 4.7(5):

K(ϕε, ψε)−K(ϕ, ψ) =

∫

V1

F (ϕε)− F (ϕ)dσ +

∫

W1

G(ψε)−G(ψ)dµ

≥
∫

V ε
1

F (ϕε)− F (ϕ)dσ +

∫

W1

G(ψε)−G(ψ)dµ
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where we use ϕε ≥ ϕ, F is non-decreasing, and V ε1 ⊂ V1. From Lemma 4.7(4) and
the definition of ψε, we get

K(ϕε, ψε)−K(ϕ, ψ) ≥
∫

V ε
1

F (ϕ+ ε)− F (ϕ)dσ +

∫

W1

G(ψ − ε)−G(ψ)dµ

≥
∫ ε

0

∫

V ε
1

f(ϕ+ s)dσds−
∫ ε

0

∫

W1

g(ψ − s)dµds.

Since the V ε1 are open subsets containing ξ0, Lemma 4.7(1) implies the existence of
ε0 > 0 and π

2 > R > 0 such that, for any ε < ε0, B(ξ0, R) ⊂ V ε1 . Combining this
together with the fact that f is non-negative yields

K(ϕε, ψε)−K(ϕ, ψ) ≥
∫ ε

0

∫

B(ξ0,R)

f(ϕ+ s)dσds−
∫ ε

0

∫

W1

g(ψ − s)dµds. (4.12)

Lemma 4.7 also guarantees ξ0 ∈ V1, so we infer

ϕ(ξ0) = inf
ξ∈W1

(

c(ξ0, ξ)− ψ(ξ)
)

≤ c(ξ0, ξ0)− ψ(ξ0) = 0.

Since ϕ is nonnegative, we get 0 = ϕ(ξ0) = min(ϕ). According to Proposition B.5,
ϕ ≤ c(., ξ0) on B(ξ0, R), combining this together with f nonincreasing yields

∀η ∈ B(ξ0, R) f(ϕ(η) + s) ≥ f(c(η, ξ0) + s). (4.13)

On the other hand, g is nondecreasing and ψ ≤ 0 give us

−
∫ ε

0

∫

W1

g(ψ − s)dµds ≥ −
∫ ε

0

∫

W1

g(−s)dµds

≥ µ(W1)G(−ε). (4.14)

Inserting (4.13) and (4.14) into (4.12), and then using Proposition 3.2, we get

K(ϕε, ψε)−K(ϕ, ψ) ≥
∫ ε

0

∫

B(ξ0,R)

f(c(η, ξ0) + s)dσ(η)ds + µ(W1)G(−ε)

=
(σ(Sm)

2
− µ(W1)

)√
2ε+ o(

√
ε).

Since µ(W1) <
σ(Sm)

2 , the inequality K(ϕε, ψε) > K(ϕ, ψ) holds for ε small enough
and (ϕ, ψ) is not a maximizing pair.

Remark 4.8. It is not surprising that the vertex condition is the key point for

proving that ψ̃ does not vanish. In fact, a point ξ with mass σ(Sm)
2 can occur for a

convex domain with a point at infinity (such as an ideal triangle in the hyperbolic
plane, for example). At such a point, the radial function is infinite, and therefore

ψ̃ = ln(tanh r) vanishes.

Appendix A. The Cauchy-Crofton formula in dSm+1

The Cauchy-Crofton formulas are classical tools in integral geometry in which
the volume, or curvature integrals, relative to a hypersurface is expressed in terms of
an integral on the space of totally geodesic submanifolds of a given dimension with
respect to its kinematic measure. Note that all the totally geodesics submanifolds
considered in this appendix are assumed to be complete. The Cauchy-Crofton
formulas are well-known in the context of Riemannian space forms [15] and were
extended to Lorentzian geometries in [17, 19]. For our purpose, we only need to
express the volume of an hypersurface in dSm+1 using an integral on the space of
space-like geodesics.
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A.1. Kinematic measures. The space Ls of space-like geodesics in dSm+1 has
a natural smooth manifold structure and admits a measure dℓ (unique up to a
multiplicative constant) which is invariant under the isometric actions on dSm+1.
We refer to [17, §2.3] or [19, §2] for the construction of Ls and the measure dℓ.
For the convenience of the reader we also point out another approach to show
the existence of dℓ. The latter allows us to obtain results for space-like convex
bodies without any regularity assumption, see Lemma A.1. The construction is
based on the duality induced by the pseudo-Riemannian metric on Rm+2. Indeed,
recall there is a one-to-one correspondence between the (space-like) totally geo-
desic submanifolds L of dimension k (both in Hm+1 and dSm+1) and the induced
vector subspaces Span(L) ⊂ Rm+2, see Section 1. If L ⊂ dSm+1 is a space-like
k-plane, then Span(L)⊥ contains time-like directions and Span(L)⊥ ∩ Hm+1 is a
(m − k)-plane of Hm+1. As a consequence, the space of space-like geodesics of
dSm+1 can be smoothly identified with the space of (m − 1)-dimensional totally
geodesic submanifolds of Hm+1; the existence of dℓ then follows from that of a suit-
able measure dℓ̃m−1 on the aforementioned set of submanifolds of Hm+1, namely

dℓ = dℓ̃m−1. Indeed, for space forms, the existence of kinematic measure dℓ̃k on

k-dimensional totally geodesic submanifolds L̃k is by now classical [15]; let us re-

call the construction in the hyperbolic case. First, consider the space Õm+1−k of
(m + 1 − k)-dimensional totally geodesic submanifolds passing through the origin

o. Identifying each element with its tangent space at o, we can see Õm+1−k as the
Grassmannian of (m+1−k)-plane in Rm+1, and this space has a natural invariant

measure dgm+1−k. Similarly to what is done in the Euclidean case, a set L ∈ L̃k
is parameterized by means of (M,p), where M ∈ Õm+1−k is the unique element

of Õm+1−k orthogonal to L, and p is the point defined by {p} = L ∩ M . The

integral of a continuous function u : L̃k → R with respect to the measure dℓ̃k can
be expressed as follows

∫

L̃k

u(L)dℓ̃k(L) =

∫

Õm+1−k

∫

M

u(M,p)dνM (p)dgm+1−k(M), (A.1)

where νM is the canonical Riemannian measure on the (m + 1 − k)-dimensional
hyperbolic space M . We refer to [15, Section 17.3] for more details.

Let us now illustrate the combination of the above parameterization with the
duality of totally geodesic submanifolds with the case of a geodesic γ ∈ Ls. We can
parameterize such a γ by

γ(s) = cos(s) c′ξa(ha) + sin(s) ξb, (A.2)

where ξa, ξb ∈ Sm are orthogonal and ha ∈ R+. In that case, the parameters of γ

are (M,p) ∈ Õ2 × Hm+1, where ToM = Span(ξa, ξb) ⊂ ToH
m+1 and p = cξa(ha).

Indeed, to the geodesic γ corresponds the (m− 1)-dimensional submanifold γ⊥ in
Hm+1. The point cξa(ha) clearly belongs to both γ⊥ and Span(ξa, ξb). Therefore,
p = cξa(ha) because the intersection of the previous sets is reduced to a single point.

In the following lemma, we consider the ε-tubular neighborhood of a space-like
smooth hypersurface S of dSm+1, this set is defined as the subset of points in dSm+1

which can be connected to S by a geodesic orthogonal to S of length at most ε.
Using the identification introduced earlier in this paragraph, we can now prove
(Item (1) is originally proved in [19]):

Lemma A.1. The measure dℓ on Ls has the following properties:

(1) For any ε > 0 the set of space-like geodesics contained in the ε-tubular
neighborhood of a given space-like totally geodesic hypersurface has positive
finite dℓ measure.
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(2) Let Ω∗ ⊂ dSm+1
+ be a space-like convex body. The set of space-like geodesics

contained in a support hyperplane of Ω∗ is dℓ-negligible.

Proof. The proofs are based on (A.1). Let us call V1 and V2 the two sets of geodesics.
Since dℓ is invariant by isometry, it suffices to prove the first result when the totally
geodesic hypersurface is the equator Sm. In that case, we can easily compute the
measure of V1. Indeed, using the same notation as above, if γ ∈ Ls is parameterized
by γ(s) = cos(s) c′ξa(ha) + sin(s) ξb, then γ ∈ V1 if and only if ha ≤ ε. Thus, the

geodesics in V1 are precisely those whose parameters (M,p) ∈ Õ2 ×Hm+1 are such
that p ∈ B(o, ε) ⊂M . Therefore, the measure of V1 satisfies

dℓ(V1) =

∫

Õ2

νM (B(o, ε))dgm+1−k(M) = 2π|Õ2| (cosh(ε)− 1) > 0,

where |Õ2| is the Riemannian volume of the Grassmannian.

The proof of the second item is similar. Let Ĥ be a support hyperplane to Ω∗ at

c′η(h). Consider γ a geodesic contained in Ĥ and going through c′η(h). Using the
duality of convex bodies, support hyperplanes, and points, we get

H ⊃ γ⊥ ∩Hm+1 ⊃ {y}, (A.3)

where H is the support hyperplane to Ω orthogonal to c′η(h), and y ∈ ∂Ω is or-

thogonal to Ĥ , see Section 1.3. The parameters (M,p) ∈ Õ2 ×Hm+1 of γ are such

that M ∈ Õ2 is the totally geodesic 2-plane orthogonal to γ⊥ ∩ Hm+1 through o,
and {p} = M ∩ γ⊥. Let PM : Hm+1 −→ M denote the orthogonal projection onto
M . Using (A.3) and {p} = M ∩ γ⊥, we immediately get p = PM (y) ∈ PM (∂Ω).
The latter property can be improved by noticing that PM (Ω) is a convex subset
of M . By (A.3) again, PM (Ω) is contained in a half-plane determined by H ∩M .
Because {p} = M ∩ γ⊥ ⊂ M ∩ H , the set M ∩ H is a support line to PM (Ω)
at p, namely p ∈ ∂(PM (Ω)). The same argument shows ∂(PM (Ω)) = PM (∂Ω).
Therefore, γ ∈ V2 if and only if its coordinates (M,p) are such that p ∈ ∂(PM (Ω)).

Consequently, the measure of V2 satisfies

dℓ(V2) =

∫

Õ2

νM (∂(PM (Ω)))dgm+1−k(M) =

∫

Õ2

0 dgm+1−k(M) = 0.

�

Remark A.2. We can extend the result in Lemma A.1(1) to a smaller set of
space-like geodesics. Without loss of generality, we can assume the totally geodesic
hypersurface is Sm. Let U ⊂ Sm be a nonempty open subset. We claim that the
set V of space-like geodesics contained in the ε-tubular neighborhood of Sm and
intersecting U has positive dℓ measure. Indeed, a computation similar to the one
above gives dℓ(V ) = 2π|Ũ | (cosh(ε)− 1) > 0, where Ũ ⊂ Õ2 is the nonempty open

set of 2-planes which intersect U . The compactness of Õ2 certainly implies |Ũ | > 0.

A.2. Approximation by smooth convex bodies. Some of the results on general
convex bodies will be inferred from known properties of smooth convex bodies by
using the following approximation result.

Proposition A.3. Let Ω ⊂ Hm+1 be a convex body with the point o in its interior
and Ω∗ be its polar body. There exists a sequence (Ωk)k∈N of hyperbolic convex
bodies with o in their interiors such that the following holds:

(1) for all k ∈ N, the boundary ∂Ω∗
k is smooth, and Ωk and Ω∗

k are strictly
convex.

(2) the sequences of radial and support functions (rk)k∈N and (hk)k∈N converge
uniformly to the radial and support functions r and h of Ω.
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(3) the sequence (Ω∗
k)k∈N (resp. (Ωk)k∈N) converges to Ω∗ (resp. Ω) w.r.t.

Hausdorff topology.
(4) limk→+∞ Tk(η) = T (η) for σ-a.e. η ∈ Sm and limk→+∞ Sk(ξ) = S(ξ) for

σ-a.e. ξ ∈ Sm.
(5) the volumes of the boundaries converge: lim

k→+∞
|∂Ω∗

k| = |∂Ω∗|.
(6) the curvature measures weakly converge: lim

k→+∞
µk = µ.

Proof. Recall that by using convex cones in Rm+2 one gets a one-to-one corre-
spondence between the hyperbolic convex bodies Ω (resp. space-like convex bodies
Ω∗ ⊂ dSm+1) and the (m+ 1)-dimensional Euclidean convex bodies ΩE contained
in the open unit ball (resp. Ω∗

E containing the closed unit ball in their interior),
see Section 1. Let us also recall that the radial and support functions are related
through the formulas

hE = tanh(h) and rE = tanh(r).

Moreover, thanks to the above formula together with the following equivalences

ξ ∈ T (η) ⇔ tanh(h(η)) = tanh(r(ξ))〈ξ, η〉 ⇔ η ∈ S(ξ), (A.4)

we infer that the mapping T (resp. S) coincides with its Euclidean counterpart
(see Proposition 1.8) and is single-valued whenever h (resp. r) is differentiable,
that is σ-almost everywhere. Therefore, the function argth being Lipschitz on all
compact subsets of (−1, 1), all the items of Proposition A.3 but the last two follow
from results in Euclidean geometry that we now briefly recall using the standard
reference [16, Sections 1.6, 1.7, and 1.8].

Recall that a Euclidean convex body, with o in its interior, is strictly convex if
and only if its support function is C1. Moreover, the radial and support functions of
a convex body and its polar body are related by the formulas r∗E = 1/hE and h∗E =
1/rE. Consequently, the gauge function defined by UΩ∗

E
(x) = inf{t ≥ 0 | x ∈ tΩ∗

E},
or equivalently as the inverse of the radial function of Ω∗

E , is a convex function.

For ε > 0, consider the function U∗
ε = UΩ∗

E
∗ ρε + ε |.|

2

2 , where (ρε)ε>0 are standard
mollifiers, and |.| denotes the Euclidean norm. The function U∗

ε is smooth and
strictly convex. So is the related convex body Ω∗

ε,E := {U∗
ǫ ≤ 1}. Thus, its polar

body Ωε,E has smooth support function hence is strictly convex as well. The radial
function r∗ε,E of Ω∗

ε,E converges uniformly to r∗E as ε goes to 0. This implies the

convergence of Ω∗
ε,E to Ω∗

E w.r.t. Hausdorff distance as ε goes to 0 [16, Theorem

1.8.11]. As a result, we obtain the uniform convergence of rε,E = 1/h∗ε,E to rE [16,

Theorem 1.8.11] and the Hausdorff convergence of Ωε,E to ΩE . Finally, the fact
that hε,E and rε,E are C1 combined with (A.4) yields the result stated in (4). The
proof of the last two items follows from the previous properties together with the
definition of the area measure of a space-like convex body (2.2). It can be proved
that the measures on Sm as in (2.2) relative to (Ω∗

k)k∈N converge in total variation
distance to the corresponding measure relative to Ω∗. Total variation convergence
implies the convergence of the total mass of the measures; this gives (5). Item (6)
follows from the total variation convergence and the pointwise convergence of Qk
to Q, where Qk and Q are as in (1.3). More details are provided in the proof of
Theorem A.6, where a slightly more general result is proved, see (A.7). �

A.3. Cauchy-Crofton formula for smooth and non-smooth convex bodies
in dSm+1

+ . In this part, we report the Cauchy-Crofton formula for C2 space-like
hypersurfaces in the de Sitter space proved by G. Solanes and E. Teufel [19, Theo-
rem 1]. Precisely, we only use the formula involving lines (corresponding to r = 1
in their statement). We also restrict our attention to hypersurfaces that are graphs
over an open subset ω of the equator Sm. This assumption guarantees that the
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homotopy condition required in the Solanes-Teufel result is satisfied. In the case
where ω 6= Sm, we add some assumptions to guarantee that the boundary is fixed
as required in [19, Theorem 1].

We then use the approximation result proved in the previous paragraph to gen-
eralize the Cauchy-Crofton formula to boundaries of arbitrary space-like convex
bodies in dSm+1

+ .

Theorem A.4 (Solanes-Teufel [19]). Let Σ1,Σ2 ⊂ dSm+1 be two space-like hyper-
surfaces of class C2 possibly with boundary. Let us assume that, for i ∈ {1, 2},

Σi = {(hi(η), η)| η ∈ ω},
where ω = Sm or ω ⊂ Sm is a domain with C2 boundary. If ω ( Sm, further
assume that h1 = h2 on ∂ω. Then, the following equality holds

|Σ2| − |Σ1| =
m

|Sm−1|

∫

Ls

(#(γ ∩ Σ1)−#(γ ∩Σ2))dℓ(γ).

Remark A.5. The space Ls is non-compact but the integral is well-defined: given
a C2 surface Σ, any space-like geodesic close enough to the light cone intersect Σ in
exactly two points so that the function #(γ ∩Σ1(ω))−#(γ ∩Σ2(ω)) has compact
support in Ls [19, Lemma 3].

We now generalize the Cauchy-Crofton formula to boundaries of space-like con-
vex bodies in the following way.

Theorem A.6. Let Ω∗
1,Ω

∗
2 ⊂ dSm+1

+ be two space-like convex bodies, h1, h2 be their
radial functions, and ω be either Sm or {η ∈ Sm|h1(η) < h2(η)}. For i ∈ {1, 2},
let Σi ⊂ dSm+1 be the hypersurface defined by Σi = {(hi(η), η)| η ∈ ω}.

Then, the following equality holds

|Σ2| − |Σ1| =
m

|Sm−1|

∫

Ls

(#(γ ∩ Σ1)−#(γ ∩Σ2))dℓ(γ).

In particular, the Cauchy-Crofton formula holds for boundaries of space-like con-
vex bodies in dSm+1

+ . Besides, for ω = {η ∈ Sm|h1(η) < h2(η)} and dℓ-a.e. γ ∈ Ls,
it holds

#(γ ∩Σ1)−#(γ ∩ Σ2) ≥ 0,

and provided {η ∈ Sm|h1(η) < h2(η)} 6= ∅, we actually have

m

|Sm−1|

∫

Ls

(#(γ ∩ Σ1)−#(γ ∩ Σ2))dℓ(γ) > 0.

Proof. For i ∈ {1, 2}, let (Ω∗
i,k)k∈N be the sequence of smooth strictly convex bodies

in dSm+1
+ given by Proposition A.3 when applied to Ωi = Ω∗∗

i . Writing (r∗,ki =

hki )k∈N the associated sequences of radial functions, the space-like convex bodies
Ω∗
i,k ⊂ dSm+1 have smooth boundaries given by ∂Ω∗

i,k = {(hki (η), η) | η ∈ Sm}.
Let ω be either Sm or {η ∈ Sm|h1(η) < h2(η)}, and define

Σi = {(hi(η), η)| η ∈ ω} and Σi,k = {(hki (η), η)| η ∈ ω}.
If ω = Sm then Σi,k = ∂Ω∗

i,k, and Proposition A.3 (5) guarantees that

lim
k→+∞

|Σi,k| = |∂Ω∗
i | = |Σi|.

If ∅ 6= ω ( Sm, let us prove the same volume convergence holds when the hyper-
surfaces are restricted to ω. To this aim, let (ak)k∈N be a sequence of positive
numbers, regular values of tanhhk2 − tanhhk1 , and converging to zero. We further
assume that ak ≥ 5max{||h1 − hk1 ||∞, ||h2 − hk2 ||∞} and define

ωk = {η ∈ Sm| tanhhk1(η)− tanhhk2(η) < −ak}.
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Let us also define h̄k1 = argth(tanhhk1 + ak) and h̄
k
2 = hk2 . Note that tanh h̄k1 =

tanhhk1 + ak is the support function of a Euclidean convex body (namely the ak-
neighborhood of the Euclidean convex body whose support function is tanhhk1 , cf.
[16]). Let T ki denote the mapping relative to Ωi,k = Ω∗∗

i,k as in (1.6). In order to

approximate Ω∗
i and Σi, we shall make use of Ω̄∗

i,k, the space-like convex body with

radial function h̄ki , and

Σ̄i,k = {(h̄ki (η), η)| η ∈ ωk} ⊂ ∂Ω̄∗
i,k.

Given η ∈ ωk, note that T
k
1 (η) is not, in general, the set of normal vectors to ∂Ω̄∗

1,k

at (h̄k1(η), η).
Let r̄ki denote the radial function associated to h̄ki , and ri denote the one asso-

ciated to hi. By construction, Proposition A.3 implies the uniform convergences

lim
k→+∞

h̄ki = hi and lim
k→+∞

r̄ki = ri, (A.5)

while, for σ-a.e. η ∈ Sm,
lim

k→+∞
T ki (η) = Ti(η).

By assumption on the (Ω∗
i )’s and the above statements, there exists c > 0 such

that for all large k

1/c ≤ h1, h2, r1, r2 ≤ c and 1/c ≤ h̄k1 , h̄
k
2 , r̄

k
1 , r̄

k
2 ≤ c. (A.6)

Our goal is to show limk→+∞ |Σ̄i,k| = |Σi|. To achieve this aim, it is more
convenient to use measures on Sm as in (2.2) rather than the area measures. Thus,
we set

σ̃i =
coshm+1 hi
cosh ri ◦ Ti

σ and σ̃ki =
coshm+1 h̄ki
cosh r̄ki ◦ T ki

σ.

The estimates on the radial and support functions recalled above combined with
the dominated convergence theorem, yield the total variation convergence of the
measures σ̃ki to σ̃i, namely

lim
k→+∞

sup
f

∣

∣

∣

∣

∫

f σ̃ki −
∫

f σ̃i

∣

∣

∣

∣

= 0, (A.7)

where the supremum is taken over the set of all Borel functions f : Sm → [−1, 1].
From the above estimate, we obtain, for any ε > 0 and any sufficiently large k,

|σ̃ki (ωk)− σ̃i(ωk)| ≤ ε.

To conclude, we infer from combining hki → hi together with the properties of
(ak)k∈N that

ω = lim inf ωk.

Thus, we get
lim

k→+∞
σ̃i(ωk) = σ̃i(ω).

Therefore, Theorem A.4 gives us

|Σ̄2,k| − |Σ̄1,k| =
m

|Sm−1|

∫

Ls

(#(γ ∩ Σ̄1,k)−#(γ ∩ Σ̄2,k))dℓ(γ) (A.8)

while our previous argument implies

lim
k→+∞

|Σ̄2,k| − |Σ̄1,k| = lim
k→+∞

|σ̃2(ωk)| − |σ̃1(ωk)|

= |σ̃2(ω)| − |σ̃1(ω)| = |Σ2| − |Σ1|.
We are left with proving the convergence of the right-hand side of (A.8) to the

same expression with Σi instead of Σ̄i,k. The same convergence needs to be proved
when ω = Sm and the integrand involves Σi,k instead of Σ̄i,k.



36 JÉRÔME BERTRAND AND PHILIPPE CASTILLON

According to Lemma A.1, the set of geodesics in Ls lying in an arbitrary support
hyperplane to a space-like convex body in dSm+1

+ is negligible. In what follows, we
discard the negligible set of geodesic lines lying in a support hyperplane to one of
the following space-like convex bodies: Ω∗

1, Ω
∗
2, and Ω∗

1 ∩ Ω∗
2.

Let us first assume ω = {η ∈ Sm|h1(η) < h2(η)}. The proof is based on the fact
that the value of #(γ ∩ Σ1) − #(γ ∩ Σ2) only depends on topological properties
relative to Ω∗

1 and Ω∗
2. Precisely, up to the negligible set of geodesics introduced

above, only the following configurations can occur:

• if γ ∩ (Ω∗
1 ∪ Ω∗

2) = ∅ then #(γ ∩ Σ1) = #(γ ∩Σ2) = 0,

• if γ ∩ (Ω̊∗
1 ∪ Ω̊∗

2) 6= ∅ then

– either γ ∩ Ω̊∗
2 6= ∅ and

#(γ ∩ Σ1) − #(γ ∩ Σ2) = 0 (each intersection number belongs to
{0, 1, 2})

– or γ ∩Ω∗
2 = ∅ (thus γ ∩ Ω̊∗

1 6= ∅) and
#(γ ∩ Σ1) = 2, #(γ ∩ Σ2) = 0.

In particular, we infer that #(γ ∩ Σ1)−#(γ ∩Σ2) ≥ 0 for dℓ-a.e. γ.
Note the above discussion is valid for any pair of space-like convex bodies and

that it might be easier to convince oneself of the above case-by-case study by
using the Euclidean counterparts of our space-like convex bodies as described in
Section 1. Moreover, note also that, for a given γ, each of the four conditions is
open with respect to Hausdorff topology. Therefore, combining this together with
the Hausdorff convergence of Ω̄∗

i,k to Ω∗
i , we get, for dℓ-a.e. geodesic γ and for k

sufficiently large1,

#(γ ∩ Σ̄1,k)−#(γ ∩ Σ̄2,k) = #(γ ∩ Σ1)−#(γ ∩ Σ2).

To complete the proof, we produce a set of geodesics of finite dℓ-measure on
which all fk(γ) := #(γ ∩ Σ̄1,k) − #(γ ∩ Σ̄2,k) are concentrated. By the above
discussion, the function fk vanishes whenever γ meets the interior of Ω̄∗

1,k ∩ Ω̄∗
2,k.

Therefore, according to (A.6), fk(γ) = 0 whenever γ(s) = cos(s) c′ξa(ha) + sin(s) ξb
with ha > c. In other terms, the c-neighborhood of the equator Sm (where c is as
in (A.6)) satisfies the required properties as proved in Lemma A.1 (1).

The case ω = Sm can be proved along the same lines and is even simpler. The
details are left to the reader.

It remains to prove the last inequality assuming

ω = {η ∈ Sm|h1(η) < h2(η)} 6= ∅.

Let η0 ∈ ω and a > 0. Consider the space-like convex body Ω̃∗ whose support
function h̃∗ is defined by coth(h̃∗) = coth(r2) + a, that is, the convex body in
dSm+1

+ whose Euclidean counterpart in {1}×Rm+1 is the a-neighborhood of Ω∗
2,E .

Let h̃ denote the radial function of Ω̃∗.
For a > 0 sufficiently small, the convex Ω̃∗ contains Ω∗

2 in its interior, and

c′η0(h̃(η0)) ∈ Ω̊∗
1\Ω∗

2. Therefore, given H
∗ a support hyperplane to Ω̃∗ at c′η0(h̃(η0)),

any geodesic γ contained in H∗ and intersecting Ω̊1 satisfies #(γ ∩ Σ1) = 2 and
#(γ ∩ Σ2) = 0.

By a compactness argument, there exists 0 < ε small such that the ε-neighborhood
ofH∗ does not intersect Ω∗

2, and for any geodesic γ contained in this ε-neighborhood

and intersecting Ω̊1 ∩ H∗, the equalities #(γ ∩ Σ1) = 2 and #(γ ∩ Σ2) = 0 still

1We also discard the corresponding negligible sets of geodesics relative to each Ω̄∗

1,k
, Ω̄∗

2,k
, and

Ω̄∗

1,k
∩ Ω̄∗

2,k
.
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hold true. Since this set of geodesics has positive dℓ-measure (cf. Lemma A.1 and
Remark A.2), we infer

∫

Ls

(#(γ ∩ ∂Σ1)−#(γ ∩ ∂Σ2))dℓ(γ) > 0.

�

Appendix B. Properties of c-concave functions

In this appendix we gather the main properties of c-concave functions on Sm,
where the cost function c : Sm × Sm → R ∪ {+∞} is given by

c(η, ξ) =

{

− ln(〈η, ξ〉) if 〈η, ξ〉 > 0
+∞ otherwise.

.

Note that the cost function only depends on the geodesic distance in Sm between
η and ξ, as c(η, ξ) = Λ(d(η, ξ)), where

Λ(r) =

{

− ln(cos r) if r < π
2

+∞ otherwise
.

In the following we will use that Λ is convex on [0, π2 ) and limr→π
2
Λ(r) = +∞.

Most of these properties of c-concave functions are now classical, at least when
the cost function is real-valued. The main references in the real-valued case are [22,
§2.4] or [23, Chapter 5]. To treat our particular case, we adapt arguments from [6].

Definition B.1. Let ψ : Sm → R ∪ {−∞} be a function which is not identically
−∞.

(1) The function ψ is c-concave if there exists ϕ : Sm → R ∪ {−∞} such that

ψ(·) = inf
η∈Sm

{c(η, ·)− ϕ(η)}.

(2) The c-transform of ψ is the function ψc : Sm → R ∪ {−∞} defined by

ψc(·) = inf
ξ∈Sm

{c(·, ξ)− ψ(ξ)}.

(3) If ψ is c-concave, its c-superdifferential is

∂cψ(ξ) =
{

η ∈ Sm
∣

∣ ∀ζ ∈ Sm c(η, ξ) − ψ(ξ) ≤ c(η, ζ) − ψ(ζ)
}

(4) A pair of functions (ϕ, ψ) is a c-conjugate pair if ϕ = ψc and ψ = ϕc.

Remark B.2. It is well-known that a function ψ is c-concave if and only if the
image of ψc is contained in R ∪ {−∞} and ψcc = ψ (where ψcc is a notation for
(ψc)c). In particular, the c-conjugate pairs are exactly the pairs (ψc, ψ) where ψ
c-concave.

If (ϕ, ψ) is a c-conjugate pair then the c-superdifferential of ψ satisfies

∂cψ(ξ) = {η ∈ Sm | ψc(η) + ψ(ξ) = c(η, ξ)},
so that ∂cψ : Sm ⇒ Sm is a multivalued map. Defining similarly ∂cϕ, we observe
that the superdifferentials of ψ and ϕ are inverse of each other, namely

η ∈ ∂cψ(ξ) ⇔ ξ ∈ ∂cϕ(η).

The following proposition originates from [6, Proposition 4.4].

Proposition B.3. Let ψ : Sm → R∪{−∞} be a function bounded from above such
that

∀η ∈ Sm B(η,
π

2
) ∩ {ψ > −∞} 6= ∅. (B.1)

Then ψc is real-valued and Lipschitz regular on Sm, moreover its Lipschitz constant
only depends on upper bounds of ψ and ψc.



38 JÉRÔME BERTRAND AND PHILIPPE CASTILLON

Proof. Fix some η ∈ Sm. According to (B.1), there exists ξ ∈ Sm such that c(η, ξ) <
+∞ and −ψ(ξ) < +∞. Therefore, we have ψc(η) < +∞. On the other hand, if A
is an upper bound of ψ, we have c(η, ξ) − ψ(ξ) ≥ −A for any ξ ∈ Sm; this implies
ψc(η) ≥ −A. Therefore the function ψc is real-valued.

Being an infimum of continuous functions, ψc is upper semi-continuous. Since
Sm is compact, ψc is bounded from above.

Let A and B be upper bounds of ψ and ψc respectively. In order to prove
that ψc is Lipschitz with a constant depending only on A and B, we begin by
proving it locally. Since ψc + A ≥ 0, A + B + 1 > 0 and Λ−1(A + B + 1) is well-
defined in (0, π2 ). Let α = π

2 − Λ−1(A + B + 1) and fix some η0 ∈ Sm. For any
η ∈ B(η0,

α
2 ) and any ξ such that d(η0, ξ) ≥ π

2 − α
2 , we have d(η, ξ) ≥ π

2 − α, thus
c(η, ξ) ≥ A+B + 1 ≥ ψ(ξ) + ψc(η) + 1. Therefore ψc(η) + 1 ≤ c(η, ξ)− ψ(ξ), and,
by definition of ψc, we get

ψc(η) = inf
{

c(η, ξ)− ψ(ξ)
∣

∣ ξ ∈ B(η0,
π

2
− α

2
)
}

for any η ∈ B(η0,
α
2 ). For any ξ ∈ B(η0,

π
2 − α

2 ), the map η 7→ c(η, ξ)−ψ(ξ) is LA,B-
Lipschitz on B(η0,

α
4 ), where LA,B = Λ′(π2 − α

4 ). As an infimum of LA,B-Lipschitz
functions, ψc is LA,B-Lipschitz on B(η0,

α
4 ).

For any η, η′ in Sm, consider a finite family of points η = η0, . . . , ηk, . . . , ηN = η′

on a minimizing geodesic between η and η′ such that d(ηk, ηk+1) <
α
2 . We get

|ψc(η)− ψc(η′)| ≤
N−1
∑

k=0

|ψc(ηk)− ψc(ηk+1)|

≤ LA,B

N−1
∑

k=0

d(ηk, ηk+1)

≤ LA,Bd(η, η
′),

and ψc is LA,B-Lipschitz. �

Remark B.4. Starting from a pair (ϕ, ψ) of functions such that ψ : Sm → R ∪
{−∞}, (B.1) holds, and ∀η, ξ ϕ(η) + ψ(ξ) ≤ c(η, ξ), the double convexification
trick gives a c-conjugate pair of functions which are greater or equal to ϕ and ψ
respectively.

Indeed, for any η, ξ, ϕ(η) ≤ c(η, ξ) − ψ(ξ) implies, by taking the infimum on ξ,
∀η ϕ(η) ≤ ψc(η). Similarly, ψ(ξ) ≤ c(η, ξ) − ψc(η) yields ψ(ξ) ≤ ψcc(ξ). Then,
we infer from Remark B.2 that (ψc, ψcc) is a c-conjugate pair with ϕ ≤ ψc and
ψ ≤ ψcc.

Proposition B.5. Any c-conjugate pair (ϕ, ψ) satisfies:

(1) The function ϕ is differentiable σ-a.e., moreover ∂cϕ(η) is single-valued
whenever ϕ is differentiable at η. The same holds for ψ.

(2) max(ϕ) + min(ψ) = 0 and min(ϕ) + max(ψ) = 0.
(3) If ψ(ξ0) = min(ψ) then, for any ξ ∈ Sm, 0 ≤ ψ(ξ) − ψ(ξ0) ≤ c(ξ0, ξ). The

same estimate holds for ϕ.

Proof. According to Rademacher’s theorem, the Lipschitz function ϕ is differen-
tiable almost everywhere. Moreover, assuming ϕ is differentiable at η ∈ Sm, it is
well-known that ϕ(η) + ψ(ξ) = c(η, ξ) admits a unique solution ξ which can be
expressed in terms of ∇ϕ(η) and the exponential map (see for instance [11]).

Since the pair (ϕ, ψ) is c-conjugate, Proposition B.3 implies the functions ϕ and
ψ are continuous on Sm, in particular they have maximal and minimal points.

For any ζ ∈ Sm, ϕ(ζ)+ψ(ζ) ≤ c(ζ, ζ) = 0 yields ϕ(ζ)+min(ψ) ≤ 0. Maximizing
this with respect to ζ gives max(ϕ) + min(ψ) ≤ 0. Conversely, the cost function c
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being non-negative we have, for any η and ξ, c(η, ξ) − ϕ(η) ≥ −max(ϕ). Taking
the infimum over η gives ψ(ξ) ≥ −max(ϕ), therefore min(ψ) ≥ −max(ϕ). This
proves the first equality in (2), the proof of the other is identical.

Let ξ0 ∈ Sm be such that ψ(ξ0) = min(ψ). For any η ∈ ∂cψ(ξ0),

0 ≤ c(η, ξ0) = ϕ(η) + ψ(ξ0) ≤ max(ϕ) + min(ψ) = 0.

This implies η = ξ0 and ϕ(ξ0) = −ψ(ξ0). Combining the latter equality with
ϕ(ξ0) + ψ(ξ) ≤ c(ξ0, ξ) yields

0 ≤ ψ(ξ)− ψ(ξ0) ≤ c(ξ0, ξ),

which proves (3) for ψ. The proof for ϕ is similar. �

Proposition B.6. The set BM = {(ϕ, ψ) | ψ = ϕc, ϕ = ψc, ‖ψ‖∞ ≤ M} is
compact in C0 topology.

Proof. The elements of BM are c-conjugate pairs. Therefore, Proposition B.3 im-
plies that any (ϕ, ψ) ∈ BM is a pair of Lipschitz functions with Lipschitz constants
only depending on upper bounds of ϕ and ψ. Moreover, Proposition B.5 (2) implies
‖ϕ‖∞ ≤M , so that BM is bounded in C0,1 and thus compact in C0. �
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