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Background and motivation

� Transportation systems are very complex (door, HVAC,.

� Big data context

� Artificial Intelligence (AI) : is the ability of the machine to reproduce

human tasks.

� It is based on the exploitation of the potential of the Data to :

�Learn

�Adapt

�Be autonomous.
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Artificial Intelligence 

AI

Natural Language processing (NLP) 

Speech recognition

Image processing  

Machine Learning (ML) 

Supervised Learning  

Unsupervised Learning  

Semi-supervised Learning  

Reinforcement  Learning  
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Machine Learning

Supervised Learning  

Target Variable available 

Classification, Regression

Trained 

Network

Input+ Target

Adjustment and 

calculation of 
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Minimum 
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New data 

without Target

Corresponding class for 

the new Data

Training Testing
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Machine Learning

Unsupervised Learning  

Target Variable not available 

Clustering, Association

Clustering 

based 

minimal  

criteria  

Data without  

Target

Initialize 
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Different 

clusters 

Min Intra 

class 

inertia 

Max Inter 

class 

inertia 
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Case studies

�Creating machine learning models capable of:

o Predicting certain targeted faults in a door system (classification)

o Distinguishing different root causes for the same types of faults

(clustering)



www.surferlab.fr
surferlab@univ-valenciennes.fr

Unsupervised learning

� Assumption:

o The door event patterns (current, position, tension, etc…) from

the occurrences of the same type of fault are not completely the

same

� Hypothesis:

o The slight differences among the door event patterns when the

same fault occurs might tell something on the root cause of the

fault

Root cause identification model
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Unsupervised learning

� K-means clustering should:

o From the occurrences of the same fault, be able to distinguish the 

occurrences from different causes

� Targeted fault: Obstacle detection

o F_Obstruc_CS – For closed cycle

o F_Obstruc_OS – For open cycle

� Data collection:

o The file with event patterns is collected whenever there is a presence of 

the obstacle detection fault code

Clustering for root cause identification
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Unsupervised learning

Clustering for root cause identification
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Unsupervised learning

Clustering for root cause identification
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Unsupervised learning

� From the clustering results:

o Each fault occurrence is associated with a cluster

o Once the root cause of the fault is identified, the cluster is labelled

o In the future, the root cause of the fault can be automatically 

identified as the occurrence will be clustered automatically,

Clustering for root cause identification
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Supervised learning

� Assumption:

o Door event patterns (current, position, tension, etc…) before the

faults are highly different from the event patterns during healthy

functioning

� Hypothesis:

o Before the fault happens, there will be symptoms on the event

patterns some time before that fault. If these symptoms could be

captured then prediction on the fault is possible

Predictive model
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Supervised learning
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� We need to distinguish these two events from each other – Classification problem

Predictive model
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Supervised learning

� RNN classifier should:

o Tell if a fault is about to happen when fed with current and historical data

� Door faults targeted:

o Code 72 - marche - F_SwitchLimit_PMR

o Code 2 - porte - F_Limit_DC_Fail

� Collected data:

o 15 cycles of event patterns are collected before the occurrences of the 

targeted faults

o 15 cycles of event patterns are collected during normal/healthy functioning

Classification problem 
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Supervised learning

� The CBM server used to store the collected data has a classification 

database with three tables:

o Table 1 -> Corresponds to the data mined before Code 72 - marche 

- F_SwitchLimit_PMR faults

o Table 2 -> Corresponds to the data mined before Code 2 - porte -

F_Limit_DC_Fail

o Table 3 -> corresponds to the data which is mined during 

normal/healthy conditions (i.e. Absence of the targeted faults)

Classification problem  - CBM server
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Supervised learning

� The data from the tables are fed into an RNN model in order to train it

Classification problem  - Training phase
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Supervised learning

� After the model has been trained, it is fed with event patterns 

(preferably as they happen – real time) then the model should be able 

to tell if a fault will likely happen or not in the near future

Classification problem  - Validation
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Conclusion

� Machining learning techniques:

o Clustering – Root cause identification

o Classification – Fault prediction

� Perspectives:

o Testing other unsupervised methods

o Parameters configuration in RNN
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