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A NON-CONSERVATIVE HARRIS ERGODIC THEOREM

VINCENT BANSAYE, BERTRAND CLOEZ, PIERRE GABRIEL, AND ALINE MARGUET

Abstract. We consider non-conservative positive semigroups and obtain necessary and suf-

ficient conditions for uniform exponential contraction in weighted total variation norm. This

ensures the existence of Perron eigenelements and provides quantitative estimates of spectral
gaps, complementing Krein-Rutman theorems and generalizing probabilistic approaches. The

proof is based on a non-homogenous h-transform of the semigroup and the construction of Lya-

punov functions for this latter. It exploits then the classical necessary and sufficient conditions of
Harris’s theorem for conservative semigroups and recent techniques developed for the study for

absorbed Markov process. We apply these results to population dynamics. We obtain exponen-

tial convergence of birth and death processes conditioned on survival to their quasi-stationary
distribution, as well as estimates on exponential relaxation to stationary profiles in growth-

fragmentation PDEs.
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1. Introduction

Iteration of a positive linear operator is a fundamental issue in operator analysis, linear Partial
Differential Equations (PDEs), probabilities, optimization and control. In continuous time, the
associated structure is a positive semigroup. A positive semigroup is a family of linear operators
(Mt)t∈R+

acting on a space of measurable functions f on X . It satisfies M0f = f , Mt+sf =
Mt(Ms(f)) for any t, s ≥ 0, and Mtf ≥ 0 for any f ≥ 0 and t ≥ 0. In finite dimension, i.e.
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when X is a finite set, under a strong positivity assumption, the Perron-Frobenius theorem [47, 78]
ensures the existence of unique right and left positive eigenvectors h = (h(x) : x ∈ X ) and
γ = (γ(x) : x ∈ X ) associated to the maximal eigenvalue λ ∈ R : Mth = eλth and γMt = eλtγ.
Moreover, the asymptotic profile when t→ +∞ is given by

Mtf = eλt〈γ, f〉h+O(e(λ−ω)t),

for any vector f , any ω > 0 strictly smaller than the spectral gap and 〈γ, f〉 =
∑
x∈X γ(x)f(x).

The generalization in infinite dimension has attracted lots of attention. It is motivated in par-
ticular by the asymptotic analysis of linear PDEs counting the density of particules (or individuals)
uxt (y) in location y at time t when initially the particles are located in x, i.e. ux0 = δx. The semigroup
is then given by Mtf(x) =

∫
X u

x
t (y)f(y)dy. Semigroups play also a key role in the study of the

convergence in law of Markov processes via Mtf(x) = Ex[f(Xt)] or the study of quasi-stationary
regimes via Mtf(x) = Ex[f(Xt)1Xt 6∈D], where D is an absorbing domain. In spectral theory, the
Krein-Rutman theorem [63] yields an extension to positive compact operators for the existence of
eigenelements. Generalizations have been then obtained [29, 56, 75]. The most recents providing
asymptotic profiles with exponential convergence associated to a spectral gap, see in particular
[74] and the references therein. When positive eigenelements exist, an alternative tool to prove
convergence is the dissipation of entropy, especially the general relative entropy introduced in [73].

Our aim is to relax and simplify some assumptions involved in the spectral approach and pro-
vide more quantitative results. We apply them to two classical models: growth fragmentation PDEs
and birth and death processes.
For that purpose, we are inspired and use techniques developed in probabilities. When Mt1 = 1
for any t ≥ 0, the semigroup is said to be conservative. Indeed, the total number of particles
is preserved along time for the corresponding linear PDE or for the first moment semigroup of
the branching Markov process. It holds when particles move without reproduction or death. Con-
servative semigroups arise classically in the study of the law of Markov processes (Xt)t≥0 via
Mtf(x) = Ex[f(Xt)]. In that case, the ergodic theory and stability of Markov processes can be
invoked to analyze the long time behavior of the semigroup, in the spirit of the pioneering works
of Doeblin [36] and Harris [55] and coupling techniques. We refer to [71] for an overview. These
results allow proving the existence of a stationary probability measure and the uniform exponen-
tial convergence for the weighted total variation distance towards this latter. They rely on the two
following conditions, corresponding respectively to Lyapunov function and small set property, for
some time τ > 0 and some subset K of X . First, there exists V : X → [1,+∞) such that

MτV ≤ aV + b1K (1.1)

for some constants a ∈ (0, 1) and b ≥ 0. Furthermore, there exists a probability measure ν on X
such that for any non-negative f and any x ∈ K,

Mτf(x) ≥ c ν(f) (1.2)

with c > 0. Under aperiodicity condition, these assumptions ensure that Mτ admits a unique
invariant probability measure γ and satisfies a contraction principle for the weighted total variation
distance, see [62, 71, 72]. In our study, we will assume that the probability measure ν is supported
by the small set K, thus guaranteeing aperiodicity. Under mild conditions of local boundedness, the
contraction property captures the continuous time by iteration. Then there exist explicit constants
C,ω > 0 such that for all x ∈ X , f such that |f | ≤ V , and all t ≥ 0,∣∣Mtf(x)− γ(f)

∣∣ ≤ CV (x)e−ωt,

where γ(f) =
∫
X f dγ. It provides a necessary and sufficient condition and quantitative estimates

[39, Chapter 15] and is referred to as V -uniform ergodicity [71].

Main results and ideas of the proof. In the present work we provide a counterpart to
V -uniform ergodicity in the non-conservative framework. We obtain necessary and sufficient con-
ditions for exponential convergence. We also estimate the constants involved, in particular the
amplitude of the spectral gap, using only the parameters in the assumptions. The approach relies
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on the reduction of the problem to a non-homogeneous but conservative one.
In this vein, the Doob h-transform is a historical and inspiring technique and we mention [30, 37,
38, 59, 75, 81, 83]. In the case when we already know some positive eigenfunction h associated with
the eigenvalue λ, a conservative semigroup is indeed defined for t ≥ 0 by

Ptf =
Mt(hf)

eλth
.

The ergodic analysis of the conservative semigroup P using the theory mentioned above yields the
expected estimates on the original semigroup Mtf = eλt hPt(f/h).

Our work focuses on the case when we do not know a priori the existence of positive eigenele-
ments or need more information on it to apply Harris’s theory. We simultaneously prove their ex-
istence and estimate them. The novelty of the approach mainly lies in the form of the h-transform
and the general and explicit construction of Lyapunov functions for this latter. It also strongly
exploits recent progresses on the convergence to quasistationnary distribution. More precisely, we
introduce the transform for s ≤ u ≤ t:

P (t)
s,uf =

Mu−s(fMt−uψ)

Mt−sψ
.

For a fixed time t and positive function ψ, this family is a conservative propagator (or semiflow).
To mimic the stabilizing property of the eigenfunction h in the h-transform, we assume that ψ
satisfies

Mτψ ≥ βψ, (1.3)

for some β > 0 and τ > 0, similarly as in [24, 27, 74]. Section 5 provides examples where ψ can
be obtained, sometimes explicitly, while we do not know a priori eigenelements. We construct a
family of Lyapunov functions (Vk)k≥0 as follows

Vk = ν

(
Mkτψ

ψ

)
V

Mkτψ
,

where ν is a probability measure. Assuming that V satisfies

MτV ≤ αV + θ1Kψ, (1.4)

these functions allow us to prove that P (t) satisfies Lyapunov type condition (1.1). To prove that
P (t) also satisfies the small set condition (1.2) and invoke the contraction of the conservative
framework, we follow techniques due to Champagnat and Villemonais [23] for the study for the
convergence of processes conditioned on non-absorption. This yields the following generalized small
set condition. We assume that there exist c, d > 0 such that for all x ∈ K,

Mτ (fψ)(x) ≥ c ν(f)Mτψ(x) (1.5)

for any f positive and

Mnτψ(x) ≤ 1

d
ν

(
Mnτψ

ψ

)
ψ(x) (1.6)

for any integer n. The two latter conditions involve uniform but local bounds on the space X . The
first inequality is restricted to a fixed time. Convenient sufficient condition can be given to restrict
also the second one to a finite time estimate, in particular via coupling, see the next paragraph
and applications.
Assuming that a = α/β < 1 and V ≥ ψ, we obtain a contraction result for P (t) in forthcoming
Proposition 3.3. By estimating the mass Mtψ, we then prove that a triplet (λ, h, γ) of eigenelements
exists and provide estimates on these elements. We get that for all x ∈ X and f such that |f | ≤ V ,∣∣e−λtMtf(x)− h(x)γ(f)

∣∣ ≤ CV (x)e−ωt,

with constants ω > 0 and C > 0, that are explicit. We also prove that the conditions given above
are actually necessary for this uniform convergence in weighted total variation distance.
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Tractable conditions and applications. We apply our results to describe the profile of
populations in growth-fragmentation PDEs and birth and death processes conditioned on non-
absorption. We also refer to the follow-up paper [26] for an application to mutation-selection
PDEs.
Sufficient conditions are helpful for such issues. In particular, one can check Lyapunov condi-
tions (1.3) and (1.4) using the generator. Loosely speaking, writing L the generator of (Mt)t≥0,
we check that it is enough to find V, ψ and a < b such that

L V ≤ aV + ζψ and Lψ ≥ bψ. (1.7)

The second part of the assumptions deals with local bounds on the semigroup. It is worth noticing
that in the case 0 < infK ψ ≤ supK ψ < ∞, Assumption (1.5) is equivalent to the small set
condition (1.2). For a discrete state space X , the conditions (1.5) and (1.6) can be reduced to
irreducibility properties. In the continuous setting, a coupling condition implying (1.6) is proposed
and applied in [26]:

Mτf(x)

ψ(x)
≥ c0

∫ τ

0

Mτ−sf(y)

ψ(y)
σx,y(ds)

for all x, y ∈ K, f ≥ 0 and some constants c0, τ > 0 and probability measures (σx,y)x,y∈K on [0, τ ].
This condition is stronger than Assumption (1.6), but it is easier to check for several population
models.

Let us briefly illustrate the interest of the conditions above and the novelty of the result
for applications on the so-called growth-fragmentation equation. This equation is central in the
modeling of various physical or biological phenomena [3, 4, 40, 70, 79, 82]. In its classical form it
can be written as

∂tut(x) + ∂xut(x) +B(x)ut(x) =

∫ 1

0

B
(x
z

)
ut

(x
z

)℘(dz)

z
,

where t, x > 0, and is complemented with a zero flux boundary condition ut(0) = 0. It drives the
time evolution of the population density ut of particles characterized by a structural size x ≥ 0.
Each particle with size x grows with speed one and splits with rate B(x) to produce smaller
particles of sizes zx, with 0 < z < 1 distributed with respect to the fragmentation kernel ℘. The
corresponding dual equation reads

∂tϕt(x) = Lϕt(x), where L f(x) = f ′(x) +B(x)

(∫ 1

0

f(zx)℘(dz)− f(x)

)
.

It generates a semigroup (Mt)t≥0 on the state space X = [0,∞) as follows: Mtf = ϕt is the
solution to the dual equation with initial condition ϕ0 = f . The duality property ensures the
relation

∫
X ut(x)f(x)dx =

∫
X u0(x)Mtf(x)dx for all time t ≥ 0. A direct computation ensures that

the infinitesimal generator L verifies (1.7) with

V : x 7→ 1 + xk, k > 1 and ψ : x 7→ 1 + x.

Consequently the semigroup (Mt)t≥0 satisfies (1.3)-(1.4). Using the reachability of any sufficiently
large size and a monotonicity argument on B, we can show (1.5)-(1.6). It gives the existence of
eigenelements and the exponential convergence. It improves the existing results we know, where
a polynomial bound is assumed for B. It additionally provides estimates on the spectral gap. We
refer the reader to Section 5.2 for details and more references.

State of the art and related works. Our results and method are linked to the study of
geometric ergodicity of Feynman-Kac type semigroups

Mtf(x) = Ex
[
f(Xt)e

∫ t
0
F (Xs)ds

]
.

The study of these non-conservative semigroups has been developed in a general setting [60, 61].
We refer also to [33, 34] in discrete time. These semigroups appear in particular for the study of
branching processes [15, 25, 68] and large deviations [44, 60, 61]. In [60] the function F is supposed
to be bounded, with a norm smaller than an explicit constant. The unbounded case is addressed
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in [61] where some weighted norm of F is required to be small, together with either a “density
assumption” or some irreducibility and aperiodicity conditions. The growth-fragmentation model
would correspond to F = B and we relax here the assumptions on B. Nevertheless, we observe
that the criteria in [60, 61] may be simpler to apply, and under the density assumption the authors
prove a stronger result of discrete spectrum.
In the same vein, let us mention [45], which uses the Krein-Rutman theorem for the existence
of eigenelements and an h-transform. It requires additional regularity assumptions to derive the
geometric ergodicity of general Feynman-Kac semigroups, as well as a stronger small set condition.
The regularity requirement is a local strong Feller assumption. It is well-suited for diffusive equa-
tions, see also [58] for a result on non-conservative hypoelliptic diffusions. It does not seem to be
adapted to our motivations with less regularizing effect.
In [14, 15], a Feynman-Kac approach is developed for growth-fragmentation equation with exponen-
tial individual growth. It relies on the application of the Krein-Rutman theorem on an well-suited
operator. It provides sharp conditions on the growth rate but it requires the division rate B to
be bounded. We expect that our results provide quantitative estimates and relax the boundedness
assumption on B in [14, 15] for some relevant classes of growth rates.
Finally, Hilbert metric and Birkhoff contraction yield another powerful method for analysis of
semigroup, which has been well developed [16, 76, 84]. As far as we see, it requires uniform bounds
on the whole space for the semigroup at fixed time, which are relaxed by the backward approach
exploited here.

More generally, our work is motivated by the study of structured populations and varying
environment. The conditions are well adapted to complex trait spaces for populations, including
discrete and continuous components: space, age, phenotype, genotype, size, etc., see Section 5 and
e.g. [8, 9, 26, 67]. The contraction with explicit bounds allows relevant compositions appearing
when parameters of the population dynamic vary along time. Such a method has already been
exploited in [8] for the analysis of PDEs in varying environment in the case of uniform exponential
convergence. Several models need the more general framework considered in this paper. Indeed,
the typical trait does not come back in compact sets in a bounded time for models like growth-
fragmentation and mutation-selection.

Outline of the paper. We stress that the paper is self-contained. It is structured as follows.
In Section 2, we gather the assumptions, the necessary and sufficient condition in weighted total
variation distance and useful sufficient conditions. In Section 3.1, we consider the conservative
embedded propagator and we establish its contraction property. We present in Section 3.2 our
results on the existence and the estimations of the eigenelements and in Section 3.3 complementary
convergence estimates. Section 4 contains the proofs of these statements. Section 5 is devoted to
applications: the random walk on integers absorbed at 0 and the growth-fragmentation equation.
We finally mention briefly some additional results and perspectives, including the discrete time
framework and the reducible case.

2. Definitions and main result

We start by stating precisely our framework. Let X be a measurable space. For any measurable
function ϕ : X → (0,∞) we denote by B(ϕ) the space of measurable functions f : X → R which
are dominated by ϕ, i.e. such that the quantity

‖f‖B(ϕ) = sup
x∈X

|f(x)|
ϕ(x)

is finite. Endowed with this weighted supremum norm, B(ϕ) is a Banach space. Let B+(ϕ) ⊂ B(ϕ)
be its positive cone, namely the subset of nonnegative functions.

Let M+(ϕ) be the cone of positive measures on X which integrate ϕ, i.e. the set of positive
measures µ on X such that the quantity µ(ϕ) =

∫
X ϕdµ is finite. We denote byM(ϕ) =M+(ϕ)−

M+(ϕ) the set of the differences of measures that belong to M+(ϕ). When infX ϕ > 0, this set
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is the subset of signed measures which integrate ϕ. When infX ϕ = 0 it is not a subset of signed
measures, but in all cases it can be rigorously built as the quotient space

M(ϕ) =M+(ϕ)×M+(ϕ)�∼
where (µ1, µ2) ∼ (µ̃1, µ̃2) if µ1 + µ̃2 = µ2 + µ̃1, and we denote µ = µ1 − µ2 to mean that µ is
the equivalence class of (µ1, µ2). The Hahn-Jordan Decomposition Theorem ensures that for any
µ ∈M(ϕ) there exists a unique couple (µ+, µ−) ∈M+(ϕ)×M+(ϕ) of mutually singular measures
such that µ = µ+ − µ−. An element µ of M(ϕ) acts on B(ϕ) through µ(f) = µ+(f)− µ−(f) and
M(ϕ) is endowed with the weighted total variation norm

‖µ‖M(ϕ) = µ+(ϕ) + µ−(ϕ) = sup
‖f‖B(ϕ)≤1

|µ(f)|,

which makes it a Banach space.

We are interested in semigroups (Mt)t≥0 of kernel operators, i.e. semigroups of linear operators
Mt which act both on B(ϕ) (on the right f 7→ Mtf) and on M(ϕ) (on the left µ 7→ µMt), are
positive in the sense that they leave invariant the positive cones of both spaces, and enjoy the
duality relation (µMt)(f) = µ(Mtf). We work in the continuous time setting, t ∈ R+, and we
refer to Section 5.3 for comments on the discrete time case. Finally, we use the shorthand notation
f . g when, for two functions f, g : Ω→ R, there exists a constant C > 0 such that f ≤ Cg on Ω.

2.1. Assumptions and criterion for exponential convergence. We consider two measurable
functions V : X → (0,∞) and ψ : X → (0,∞), with ψ ≤ V , and a positive semigroup (Mt)t≥0 of
kernel operators acting on B(V ) andM(V ). Let us state Assumption A, which gathers conditions
given in Introduction.

Assumption A. There exist τ > 0, β > α > 0, θ > 0, (c, d) ∈ (0, 1]2, K ⊂ X and ν a probability
measure on X supported by K such that supK V/ψ <∞ and

(A1) MτV ≤ αV + θ1Kψ,

(A2) Mτψ ≥ βψ,

(A3) inf
x∈K

Mτ (fψ)(x)

Mτψ(x)
≥ c ν(f) for all f ∈ B+(V/ψ),

(A4) ν

(
Mnτψ

ψ

)
≥ d sup

x∈K

Mnτψ(x)

ψ(x)
for all positive integers n.

Assumption A is linked and relax classical assumptions for the ergodicity of non-conservative
semigroups [8, 24, 45, 58, 60, 61, 74, 87, 88].
More precisely, one can compare A to the assumptions (1-4) of [74, Theorem 5.3], where (2) corre-
sponds to (A2), (1) has strong connections with (A1) (see [91]), while (4) is relaxed. Besides, the
small set condition (A3) is more general than strong positivity or irreducibility assumptions.
Assumption A provides an extension of the conditions of [8] in the homogeneous case. In that lat-
ter, small set condition (A3) was required on the whole space X , which imposes uniform ergodicity.
Uniformity does not hold in the two applications we consider in the present paper.
Our assumptions are similar and inspired from [24], which is dedicated to convergence to quasi-
stationary distribution. Our technique differs, especially for the form of the embedded propagator
and the construction of Lyapunov functions, see Section 3.1. We relax the boundedness of ψ re-
quired in [24] and obtain necessary conditions for weighted exponential convergence. As far as we
see, this approach also provides more quantitative estimates, see forthcoming Section 3 and the
proofs.

The main result of the paper can be stated as follows. It is proved in Section 4.5, where constants
involved are explicit. To state the result in the continuous time setting, we need that MtV (x)/V (x)
is bounded on compact time intervals, uniformly on X . We refer to [71, Section 20.3] for details on
this classical assumption.
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Theorem 2.1. Assume that t 7→ ‖MtV ‖B(V ) is locally bounded on [0,∞).
i) Let (V, ψ) be a couple of measurable functions from X to (0,∞) which satisfies Assumption A.
Then, there exists a unique triplet (γ, h, λ) ∈ M+(V ) × B+(V ) × R of eigenelements of M with
γ(h) = ‖h‖B(V ) = 1 satisfying for all t ≥ 0,

γMt = eλtγ and Mth = eλth. (2.1)

Moreover, there exist C,ω > 0 such that for all t ≥ 0 and µ ∈M(V ),∥∥e−λtµMt − µ(h)γ
∥∥
M(V )

≤ C ‖µ‖M(V ) e−ωt. (2.2)

ii) Assume that there exist a positive measurable function V, a triplet (γ, h, λ) ∈M+(V )×B+(V )×
R, and constants C,ω > 0 such that (2.1) and (2.2) hold. Then, the couple (V, h) satisfies Assump-
tion A.

2.2. Sufficient conditions: drift and irreducibility. Assumptions (A1)-(A2) can be checked
more easily using the generator L of the semigroup (Mt)t≥0.We give convenient sufficient conditions
by adopting a mild formulation of L = ∂tMt|t=0

, similar to [52]. For F,G ∈ B(V ) we say that
LF = G if for all x ∈ X the function s 7→MsG(x) is locally integrable, and for all t ≥ 0,

MtF = F +

∫ t

0

MsGds.

In general for F ∈ B(V ), there may not exist G ∈ B(V ) such that LF = G, meaning that F is not
in the domain of L. Therefore we relax the definition by saying that

LF ≤ G, resp. LF ≥ G,

if for all t ≥ 0

MtF − F ≤
∫ t

0

MsGds, resp. MtF − F ≥
∫ t

0

MsGds.

We can now state the drift conditions on L guaranteeing the validity of Assumptions (A1)-(A2).
It will be useful for the applications in Section 5. For convenience, we use the shorthand ϕ ' ψ to
mean that ψ . ϕ . ψ, i.e. that the ratios of the two functions are bounded.

Proposition 2.2. Let V, ψ, ϕ : X → (0,∞) such that ψ ≤ V and ϕ ' ψ. Assume that there exist
constants a < b and ζ ≥ 0, ξ ∈ R such that

LV ≤ aV + ζψ, Lψ ≥ bψ, Lϕ ≤ ξϕ.

Then, for any τ > 0, there exists R > 0 such that (V, ψ) satisfies (A1)-(A2) with K = {V ≤ Rψ}.

We provide now a sufficient condition for (A3)-(A4).

Proposition 2.3. Let K be a finite subset of X and assume that there exists τ > 0 such that for
any x, y ∈ K,

δxMτ (1{y}) > 0.

Then (A3)-(A4) are satisfied for any positive function ψ ∈ B(V ).

This sufficient condition is relevant for the study of irreducible processes on discrete spaces.
We refer to Section 5.1 for an application to the convergence to quasi-stationary distribution of
birth and death processes. As a motivation, let us also mention the study of the first moment
semigroup of discrete branching processes in continuous time and the exponential of denumerable
non-negative matrices. For continuous state space, the irreducibility condition above is not relevant
and we refer to [26] for more general conditions to check (A4) via a coupling argument.

3. Quantitative estimates

To exploit the conservative theory, we consider a relevant conservative propagator associated
to M . We then derive the expected estimates for the eigenelements and obtain the quantitative
estimates for the original semigroup M .
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3.1. The embedded conservative propagator. Let us fix a positive function ψ ∈ B(V ) and

a time t > 0. For any 0 ≤ s ≤ u ≤ t, we define the operator P
(t)
s,u acting on bounded measurable

functions f through

P (t)
s,uf =

Mu−s(fMt−uψ)

Mt−sψ
. (3.1)

We observe that the family P (t) = (P
(t)
s,u)0≤s≤u≤t is a conservative propagator (or semiflow), mean-

ing that for any 0 ≤ s ≤ u ≤ v ≤ t,
P (t)
s,uP

(t)
u,v = P (t)

s,v .

It has a probabilistic interpretation in terms of particles systems, see e.g. [68] and references below.
Roughly speaking, it provides the position of the backward lineage of a particle at time t sampled
with a bias ψ.

The particular case ψ = 1 corresponds to uniform sampling and has been successfully used in
the study of positive semigroups, see [6, 8, 23, 24, 32, 68]. Whenever possible, the right eigenfunction
of the semigroup provides a relevant choice for ψ. Indeed, if h is a positive eigenfunction, the
conservative semigroup P (t) associated to ψ = h is homogeneous and does not depend on t :

Ps = P
(t)
u,u+s = Ms(h ·)/eλsh. This corresponds to the h-transform given in Introduction. This

transformation provides a powerful tool for the analysis of branching processes and absorbed
Markov process, see e.g. respectively [25, 42, 64] and [28, 37]. To shed some light on the sequel, let us
explain how to apply Harris’s ergodic theorem ([53] or Theorem 6.1 in Appendix 6.1 with W = V )
to (Ps)s≥0 and get the asymptotic behavior of M . Inequality (6.1) for Pτ reads PτV ≤ aV + c and
yields Mτ (V h) ≤ αV h+ θh, with α = aeλτ , θ = ceλτ . This inequality involving Mτ is guaranteed
by (A1) by setting V = V h and ψ = h. Additionally, Equation (6.2) corresponds exactly to (A3).

In this paper, we deal with the general case and consider a positive function ψ satisfying (A2).
The analogy with the h-transform above suggests to look for Lyapunov functions of the form
V = V/ψ. The family of functions (V/Mkτψ)k≥0 satisfies, under Assumption (A1), an extended

version of the Lyapunov condition for P (t). But their level sets may degenerate as k goes to infinity,
which raises a problem to check the small set condition. We compensate the magnitude of Mkτψ
and consider for k ≥ 0,

Vk = ν

(
Mkτψ

ψ

)
V

Mkτψ
. (3.2)

The two following lemmas, which are proved in Section 4.2, ensure that (Vk)k≥0 provides Lyapunov

functions whose sublevel sets are small for P (t).

Lemma 3.1. For all integers k ≥ 0 and n ≥ m ≥ k + 1, we have

P
(nτ)
kτ,mτVn−m ≤ aVn−k + c,

where

a =
α

β
∈ (0, 1), c =

θ

c(β − α)
≥ 0. (3.3)

Lemma 3.2. Let R > 0. There exists a family of probability measures {νk,n, k ≤ n} such that for
all 0 ≤ k ≤ n− p and x ∈ {Vn−k ≤ R},

δxP
(nτ)
kτ,(k+p)τ ≥ b νk,n,

where p ∈ N and b ∈ (0, 1] are given by

p =

⌊ log
(

2R(α+θ)
(β−α)d

)
log(β/α)

⌋
+ 1 and b =

d2β

2c2(α/θ + 1)(αR+ θ)

1∑`
j=1(a/cr)j

(3.4)

with R = supK V/ψ and r = (β/(α(R+ θ/(β − α)) + θ))
2
.

We can now state the key contraction result. Its proof lies in the two previous lemmas and a
slight adaptation of Harris theorem provided in Appendix.
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Proposition 3.3. Let (V, ψ) be a couple of measurable functions from X to (0,∞) satisfying
Assumption A. Let R > 2c/(1− a), b′ ∈ (0, b), a′ ∈ (a + 2c/R, 1) and set

κ =
b′

c
, y = max

{
1− (b− b′),

2 + κRa′

2 + κR

}
.

Then, for any µ1, µ2 ∈M+(V/ψ) and any integers k and n such that 0 ≤ k ≤ n− p,∥∥µ1P
(nτ)
kτ,(k+p)τ − µ2P

(nτ)
kτ,(k+p)τ

∥∥
M(1+κVn−k−p)

≤ y ‖µ1 − µ2‖M(1+κVn−k) .

3.2. Estimation of the eigenelements. Using the notations introduced in the previous section,
we set now

ρ = max {y, ap} = max

{
1− (b− b′),

2 + κRa′

2 + κR
, ap
}
∈ (0, 1), (3.5)

with b′ ∈ (0, b) and a′ ∈ (a + 2c/R, 1). We first deal with the right eigenelement.

Lemma 3.4. There exists h ∈ B+(V ) and λ ∈ R such that for all t ∈ [0,∞),

Mth = eλth.

Moreover, (
ψ

V

)q
ψ . h . V, with q =

log(cr)

log(a)
> 0

and there exists C > 0 such that for all integer k ≥ 0 and µ ∈M+(V ),∣∣∣∣µ(h)− µMkτψ

ν(Mkτψ/ψ)

∣∣∣∣ ≤ Cµ(V )2

µ(ψ)
ρbk/pc. (3.6)

Let us turn to the left eigenmeasure and provide a similar result.

Lemma 3.5. There exists γ ∈M+(V ) such that γ(h) = 1 and for all t ∈ [0,∞),

γMt = eλtγ.

Moreover, there exists C > 0 such that for all integer k ≥ 0 and µ ∈M+(V ),∥∥∥∥γ(·ψ)

γ(ψ)
− µMkτ (·ψ)

µMkτ (ψ)

∥∥∥∥
M(1+κV0)

≤ C
(
µ(V )

µ(ψ)
+

θ

β − α

)
ρbk/pc. (3.7)

Using Lemma 3.5, ψ ≤ V , (A1) and (A2) yields eλτγ(V ) = γMτV ≤ (α+θ)γ(V ) and eλτγ(ψ) =
γMτψ ≥ βγ(ψ). It gives the following estimate of the eigenvalue

log(β)

τ
≤ λ ≤ log(α+ θ)

τ
. (3.8)

Theorem 2.1 follows from Lemmas 3.4 and 3.5. Indeed, existence and estimates on the eigenelements
allow checking that (V, h) satisfies Assumption A. Then (3.7) with ψ replaced by h yields (2.2).
Details are given in Section 4.5.

3.3. Uniform exponential convergence. We give here complementary results about the con-
vergence to the profile given by the eigenelements. The first result provides a more explicit rate of
convergence than in Theorem 2.1, to the price of loosing the V -uniformity. It requires the following
additional assumption to capture the continuous time:

t 7→ sup
x∈X

MtV (x)

V (x)
and t 7→ sup

x∈X

ψ(x)

Mtψ(x)
are locally bounded on [0,∞). (3.9)

Theorem 3.6. Under Assumptions A and (3.9), there exists C > 0 such that for all µ ∈M+(V )
and t ≥ 0, ∥∥µMt − eλtµ(h)γ

∥∥
M(V )

≤ Cµ(V )

µ(ψ)
e−σt min

{
µMtψ, µ(V )eλt

}
,

where

σ =
− log ρ

pτ
> 0.
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Finally, the renormalisation of the semigroup by its mass Mt1 may also be relevant for applica-
tions. We mention the study of the convergence of the conditional probability to a quasi-stationary
distribution and the study of the typical trait in a structured branching process, see respectively
Section 5.1 and e.g. [8, 67, 68]. We write P(V ) for the set of probability measures which belong
to M(V ) and we define the total variation norm for finite signed measures by ‖µ‖TV = ‖µ‖M(1).

The following result is direct a corollary of Theorem 2.1.

Corollary 3.7. Assume that conditions of Theorem 2.1-(i) hold and infX V > 0. Then there exist
C,ω > 0 and π ∈ P(V ) such that for every µ ∈M+(V ) and t ≥ 0,∥∥∥∥ µMt

µMt1
− π

∥∥∥∥
TV

≤ Cµ(V )

µ(h)
e−ωt. (3.10)

4. Proofs

4.1. Preliminary inequalities. For all t ≥ 0, let us define the following operator

M̂t : f 7→Mt(1Kcf),

and for convenience, we introduce the following constants

Θ =
θ

β − α
, R = sup

K

V

ψ
, Ξ = α(R+ Θ) + θ, (4.1)

which are well-defined and finite under Assumption A. We first give some estimates which are
directly deduced from Assumption A.

Lemma 4.1. For all k ≥ 0, we have

i) M̂k
τMτV ≤ αkMτV,

ii) for all µ ∈M+(V ),
µMkτV

µMkτψ
≤ ak

µ(V )

µ(ψ)
+ Θ,

iii) for all x ∈ K and n ≥ k, Mnτψ(x) ≤ ΞkM(n−k)τψ(x),

iv) for all x ∈ K, and f ∈ B+(V/ψ),

M(k+1)τ (fψ) (x) ≥ ck+1ν(f)M(k+1)τψ(x), with ck+1 = ck+1 (β/Ξ)
k
. (4.2)

Remark 4.2. We observe that (ck)k≥1 is a decreasing geometric sequence. Indeed since ψ ≤ V ,
(A1) and (A2) ensure that on K, βψ ≤ Mτψ ≤ MτV ≤ (αR + θ)ψ, so that β < Ξ. Adding that
c < 1 ensures that (ck)k≥1 decreases geometrically.
Points i) and ii) of Lemma 4.1 are sharp inequalities , while iv) extends Assumption (A3) for any
time.

Proof. Using (A1) we readily have 1KcMτV ≤ αV and i) follows by induction.
Composing respectively (A1) and (A2) with Mkτ yields

M(k+1)τV ≤ αMkτV + θMkτψ; M(k+1)τψ ≥ βMkτψ.

Combining these inequalities gives

M(k+1)τV

M(k+1)τψ
≤ a

MkτV

Mkτψ
+
θ

β

and ii) follows by induction recalling that a < 1.
By definition of R, we immediately deduce from ii) that for any x ∈ K,

MkτV (x)

Mkτψ(x)
≤ R+ Θ.

Combining this inequality with

Mnτψ ≤M(n−1)τMτV ≤M(n−1)τ (αV + θψ),
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coming from (A1) and ψ ≤ V , yields for x ∈ K, Mnτψ(x) ≤ ΞM(n−1)τψ(x). The proof of iii) is
completed by induction.

Finally, let x ∈ K. We have

M(n+1)τ (fψ) (x)

M(n+1)τψ(x)
=
Mτ (Mnτ (fψ))(x)

M(n+1)τψ(x)
≥ cν

(
Mnτ (fψ)

ψ

)
Mτψ(x)

M(n+1)τψ(x)
,

using (A3) with the function Mnτ (fψ) /ψ. Besides, since ν is supported by K, (A3) and (A2) yield

ν

(
Mnτ (fψ)

ψ

)
= ν

(
Mτ (M(n−1)τ (fψ))

ψ

)
≥ cν

(
ν

(
M(n−1)τ (fψ)

ψ

)
Mτψ

ψ

)
≥ cβν

(
M(n−1)τ (fψ)

ψ

)
.

Iterating the last inequality and plugging it in the previous one, we obtain

M(n+1)τ (fψ) (x)

M(n+1)τψ(x)
≥ cn+1βn

Mτψ(x)

M(n+1)τψ(x)
ν(f).

Moreover, for x ∈ K, we have M(n+1)τψ(x) ≤ ΞnMτψ(x) using iii). We obtain

M(n+1)τ (fψ) (x)

M(n+1)τψ(x)
≥ cn+1 β

n

Ξn
ν(f),

for all x ∈ K, which completes the proof. �

4.2. Contraction property: proofs of Section 3.1. First, we prove that (Vk)k≥0 is a family of

Lyapunov functions for the sequence of operators (P
(nτ)
kτ,(k+1)τ )0≤k≤n−1.

Lemma 4.3. For all k ≥ 0 and n ≥ m ≥ k, we have

P
(nτ)
kτ,mτVn−m ≤ am−kVn−k +

θ

cβ

m−1∑
j=k

am−jP
(nτ)
kτ,jτ (1K) .

Proof. By definition of Vk in (3.2), we have, for 0 ≤ k ≤ n,

P
(nτ)
(k−1)τ,kτVn−k =

Mτ

(
Vn−kM(n−k)τψ

)
M(n−k+1)τψ

= ν

(
M(n−k)τψ

ψ

)
MτV

M(n−k+1)τψ

Using (A1) and (A2), we have MτV ≤ αV +θψ1K and M(n−k)τψ ≤M(n−k+1)τψ/β. We obtain
from the definitions of a and Vn−k+1 that

P
(nτ)
(k−1)τ,kτVn−k ≤ aVn−k+1 + ν

(
M(n−k)τψ

ψ

)
θψ1K

M(n−k+1)τψ
.

Besides, combining (A2) and (A3) with f = M(n−k)τψ/ψ, we get

ν

(
M(n−k)τψ

ψ

)
ψ 1K

M(n−k+1)τψ
≤ 1K

cβ
.

The last two inequalities yield

P
(nτ)
(k−1)τ,kτVn−k ≤ aVn−k+1 +

θ 1K
cβ

.

The conclusion follows from P
(nτ)
kτ,mτVn−m = P

(nτ)
kτ,(k+1)τ · · ·P

(nτ)
(m−1)τ,mτVn−m. �

Proof of Lemma 3.1. Using that P
(nτ)
kτ,(j−1)τ (1K) ≤ 1 and a < 1, it is a direct consequence of

Lemma 4.3. �
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Using (A3) and (A4) and following [8, 23], we prove a small set condition (6.2) on the set K for
the embedded propagator P (t). However, Theorem 6.1 requires that (6.2) is satisfied on a sublevel
set of Vk. Although there exists R > 0 such that K ⊂ {Vk ≤ R}, nothing guarantees the other
inclusion. This situation is reminiscent of [53, Assumption 3] and we adapt here their arguments.
For that purpose, we need a lower bound for the Lyapunov functions (Vk)k≥0, which is stated in
the next lemma.

Lemma 4.4. For every n ≥ 0, we have

d1M(n+1)τψ ≤ ν
(
Mnτψ

ψ

)
MτV and Vn ≥ d2,

with d1 =
(
1− a

)
d, d2 = (β − α)d/(α+ θ).

Proof. First, using (A4),

dM(n+1)τψ = dMτ (1KMnτψ + 1KcMnτψ) ≤ ν
(
Mnτψ

ψ

)
Mτψ + d M̂τMnτψ.

Then, by iteration, using (A2) and ψ ≤ V,

dM(n+1)τψ ≤ ν
(
Mnτψ

ψ

) n∑
j=0

β−jM̂ j
τMτψ ≤ ν

(
Mnτψ

ψ

) n∑
j=0

β−jM̂ j
τMτV.

Hence by Lemma 4.1 i)

dM(n+1)τψ ≤
1

1− a
ν

(
Mnτψ

ψ

)
MτV

and the first identity is proved. From the definition of Vn we deduce

Vn ≥ d1

M(n+1)τψ

Mnτψ

V

MτV
≥ d1

β

α+ θ
= d2

by using successively (A2), (A1), and ψ ≤ V . �

We now prove the small set condition (6.2) for the embedded propagator.

Proof of Lemma 3.2. First, we introduce the measure νi defined by

νi(f) = ν

(
f
Miτψ

ψ

)
for all integer i ≥ 0. For any x ∈ K, j ≤ k ≤ n, we have using Lemma 4.1 iv) with the function
fM(n−k)τψ/ψ,

P
(nτ)
(j−1)τ,kτf(x) =

M(k−j+1)τ

(
fM(n−k)τψ

)
(x)

M(n−j+1)τψ(x)
≥ ck−j+1 νn−k (f)

M(k−j+1)τψ(x)

M(n−j+1)τψ(x)
.

for any nonnegative measurable function f . Then, Lemma 4.4 and (A2) yield

P
(nτ)
(j−1)τ,kτf(x) ≥ d1ck−j+1

νn−k (f)

νn−j(1)

M(k−j+1)τψ(x)

MτV (x)
≥ d1ck−j+1β

k−j νn−k (f)

νn−j(1)

Mτψ(x)

MτV (x)
.

Recalling from (A1) and (A2) that for x ∈ K, Mτψ(x)/MτV (x) ≥ β/(αR+θ), and from Lemma 4.1
iii) and ν(K) = 1 that νn−k(1)/νn−j(1) ≥ Ξ−(k−j), we get

P
(nτ)
(j−1)τ,kτf(x) ≥ αk−j

νn−k (f)

νn−k(1)
, (4.3)

for x ∈ K, where αi = d1c
i+1βri/(αR + θ) and r = (β/Ξ)

2
. The previous bound holds only on

K. We prove now that the propagator charges K at an intermediate time and derive the expected
lower bound. More precisely, setting

ωi =
ai

αi
and S` =

∑̀
j=1

ω`−j =
αR+ θ

dc(β − α)
.
∑̀
j=1

( a

cr

)j
,
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we obtain for k ≤ n− 1 and 1 ≤ ` ≤ n− k ,

P
(nτ)
kτ,(k+`)τf =

1

S`

k+∑̀
j=k+1

ωk+`−jP
(nτ)
kτ,(j−1)τP

(nτ)
(j−1)τ,(k+`)τ (f)

≥ 1

S`

k+∑̀
j=k+1

ωk+`−jP
(nτ)
kτ,(j−1)τ (1KP

(nτ)
(j−1)τ,(k+`)τf) ≥ B(`)

k,n

νn−k−` (f)

νn−k−`(1)
,

where the last inequality comes from (4.3) and

B
(`)
k,n =

1

S`

k+∑̀
j=k+1

ak+`−jP
(nτ)
kτ,(j−1)τ1K .

To conclude, we need to find a positive lower bound for B
(`)
k,n which does not depend on

k or n. For that purpose, we first observe that the second bound of Lemma 4.4 ensures that

P
(nτ)
kτ,(k+`)τVn−k−` ≥ d2. Using now Lemma 4.3 yields

k+∑̀
j=k+1

ak+`−jP
(nτ)
kτ,(j−1)τ1K ≥ cβ

d2 − a`Vn−k
θ

,

for n ≥ k + `. For x ∈ {Vn−k ≤ R} and ` = p defined in (3.4), we get

B
(p)
k,n(x) ≥ cβ d2

2θSp
=

c2β3d2
1

2θ(α+ θ)(αR+ θ)

1∑p
j=1(a/cr)j

,

which ends the proof. �

Proof of Proposition 3.3. Let n and k be two integers such that 0 ≤ k ≤ n − p and consider

R > 2c/(1 − a). According to Lemmas 3.1 and 3.2, the conservative operator P
(nτ)
kτ,(k+p)τ satisfies

condition (6.1) with the functions Vn−k−p and Vn−k and condition (6.2) with the probability
measure νk,n. Applying Theorem 6.1 then yields the contraction result. �

4.3. Eigenelements: proofs of Section 3.2. Let us consider, for every µ ∈M+(V ), the family
of operators (Qµt )t≥0 defined for f ∈ B(V0) by

Qµt f =
µMt(ψf)

µMt(ψ)
.

Fixing the measure µ, the operator f 7→ Qµt f is linear. Observe that Qδxt = δxP
(t)
0,t so that Propo-

sition 3.3 implies contraction inequalities for δx 7→ Qδxnpτ . Notice that µ 7→ Qµnpτ is non-linear and
forthcoming Lemma 4.6 extends the contraction to a more general space of measures. Besides, for
any positive measure µ, we set

[µ] =
µ(V )

µ(ψ)
.

We prove now the existence of the eigenvector and eigenmeasure, respectively stated in Lemma 3.4
and Lemma 3.5. Let us first provide a useful upper bound for Vk. For that purpose, we also set

p =

⌊
log
(
2(1 + θ/α)(Θ +R)

)
log (1/a)

⌋
+ 1, C1 =

2 Ξp+1

ccp−1βp+1
. (4.4)

where (ck)k≥0 is defined in (4.2).

Lemma 4.5. For all positive measure µ such that

[µ] ≤ Θ +R, (4.5)

we have for all k ≥ p,

ν

(
Mkτψ

ψ

)
≤ C1

µMkτψ

µ(ψ)
. (4.6)
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The idea is the following: condition (4.5) ensures the existence of a time p at which the prop-
agator charges K. Then, (A3) yields (4.6). It will be needed in this form in the sequel, but could
be extended to more general right-hand side in (4.5).

Proof. Recalling that M̂τ = Mτ (1Kc · ) and using that for all g ∈ B(V ),M(k+1)τg = Mτ (1KMkτg)+

M̂τ (Mkτg), we obtain by induction

Mkτg = M̂kg +

k∑
j=1

M̂k−j
τ Mτ

(
1KM(j−1)τg

)
.

Let g = ψ1K . Using Lemma 4.1 iv) with f = 1K and that ν(K) = 1, we have

Mkτ (1Kψ) ≥
k∑
j=1

M̂k−j
τ Mτ

(
1KM(j−1)τ (1Kψ)

)
≥

k∑
j=1

cj−1M̂
k−j
τ Mτ

(
1KM(j−1)τψ

)
≥ ck−1

k∑
j=1

(
M̂k−j
τ Mjτψ − M̂k−j

τ Mτ

(
1KcM(j−1)τψ

))
= ck−1

(
Mkτψ − M̂k

τ ψ
)
,

with the convention that c0 = 1. Then, using (A2) and the fact that M̂k
τ ψ ≤ M̂k−1

τ MτV together
with Lemma 4.1 i) yields Mkτ (1Kψ) ≥ ck−1

(
βkψ − αk−1MτV

)
. Next, (A1) and the fact that

V ≥ ψ yield

Mkτ (1Kψ) ≥ ck−1β
k
(
ψ − ak (1 + θ/α)V

)
. (4.7)

Using the definition (4.4) of p and the fact that a ≤ 1 ensure that ap2 (1 + θ/α) (Θ +R) ≤ 1, and
(4.5) yields ap (1 + θ/α)µ(V ) ≤ µ(ψ)/2. Then, (4.7) becomes

µMpτ (1Kψ) ≥ cp−1β
pµ(ψ)/2. (4.8)

Using µMnτψ ≥ µMpτ (1KM(n−p)τψ) = µMpτ (1KMτ ((M(n−p−1)τψ/ψ)ψ)) for n ≥ p and succes-
sively (A3) with f = M(n−p−1)τψ/ψ, (A2) and (4.8), we get

µMnτψ ≥ ccp−1β
p+1µ(ψ)

2
ν

(
M(n−p−1)τψ

ψ

)
.

Finally, combining this estimate with Lemma 4.1 iii) ensures that

ν

(
Mnτψ

ψ

)
≤ Ξp+1ν

(
M(n−p−1)τψ

ψ

)
≤ C1

µMnτψ

µ(ψ)
,

which ends the proof. �

We generalize now Proposition 3.3 to (Qµnpτ )n≥0. Recall that p is defined in Lemma 3.2, κ and
y are defined in Proposition 3.3 and ρ is defined in (3.5).

Lemma 4.6. For all measures µ1, µ2 ∈M+(V/ψ) and all n ≥ 0 we have∥∥Qµ1
npτ −Qµ2

npτ

∥∥
M(1+κV0)

≤ C2ρ
n ([µ1] + [µ2]) , (4.9)

where

C2 = max
{

2a−p + κC1

(
1 + 2Θa−p

)
, 2 (1 + κΘ) a−(p+p) + κ

}
with C1 and p defined in (4.4).

Proof. Fix µ1, µ2 ∈ M+(V/ψ), f ∈ B(V/ψ) with ‖f‖B(1+κV0) ≤ 1 and an integer n ≥ 0. Set for
convenience

m =

⌊
log ([µ1] + [µ2])

p log (1/a)

⌋
+ 1, n = pτn, m = pτm. (4.10)
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By definition of the embedded propagator in (3.1), we have

µ1Mn(fψ)µ2Mnψ − µ2Mn(fψ)µ1Mnψ

=

∫
X 2

Mnψ(x) Mnψ(y)

(
Mn(fψ)(x)

Mnψ(x)
− Mn(fψ)(y)

Mnψ(y)

)
µ1(dx)µ2(dy)

≤
∫
X 2

Mnψ(x)Mnψ(y)
∥∥∥δxP (n)

0,n − δyP
(n)
0,n

∥∥∥
M(1+κV0)

µ1(dx)µ2(dy).

Using Proposition 3.3, we get for n ≥ m,

µ1Mn(fψ)µ2Mnψ − µ2Mn(fψ)µ1Mnψ (4.11)

≤ yn−m
∫
X 2

Mnψ(x)Mnψ(y)
∥∥∥δxP (n)

0,m − δyP
(n)
0,m

∥∥∥
M(1+κV(n−m)p)

µ1(dx)µ2(dy).

Using the definition of the norm on M(1 + κV(n−m)p) and the definition of V(n−m)p in (3.2), we
obtain ∥∥∥δxP (n)

0,m − δyP
(n)
0,m

∥∥∥
M(1+κV(n−m)p)

≤
∫
X

(1 + κV(n−m)p(z))
∣∣∣δxP (n)

0,m − δyP
(n)
0,m

∣∣∣ (dz)
≤ 2 + κν

(
Mn−mψ

ψ

)(
MmV (x)

Mnψ(x)
+
MmV (y)

Mnψ(y)

)
.

Combining this inequality with (4.11) and ρ ≥ y, we get

Qµ1
n f −Qµ2

n f =
µ1Mn(fψ)µ2Mnψ − µ2Mn(fψ)µ1Mnψ

µ1Mnψ.µ2Mnψ

≤ ρn
(

2ρ−m + κρ−mν

(
Mn−mψ

ψ

)(
µ1MmV

µ1Mnψ
+
µ2MmV

µ2Mnψ

))
. (4.12)

We now bound each term of the right-hand side. First, using that ap ≤ ρ and (4.10),

ap ≤ ρm ([µ1] + [µ2]) . (4.13)

Second, Lemma 4.1 ii) ensures that for µ ∈ {µ1, µ2},
[µMm] ≤ amp[µ] + Θ. (4.14)

Besides (4.10) also guarantees that for µ ∈ {µ1, µ2}, amp[µ] ≤ 1. It means that the positive measure
µMm satisfies inequality (4.5), since R ≥ 1. Then, Lemma 4.5 applied to µMm with k = (n−m)p
yields for all n ≥ m+ p/p,

ν

(
Mn−mψ

ψ

)
µMmV

µMnψ
≤ C1

µMmMn−mψ

µMmψ

µMmV

µMnψ
≤ C1[µMm].

Finally, using again (4.14) and (4.13), we get

ν

(
Mn−mψ

ψ

)(
µ1MmV

µ1Mnψ
+
µ2MmV

µ2Mnψ

)
≤ C1(1 + 2Θa−p)ρm ([µ1] + [µ2]) .

Plugging the last inequality in (4.12) ensures that for all n ≥ m+ p/p,

Qµ1
n f −Qµ2

n f ≤ (2a−p + κC1(1 + 2Θa−p)) ([µ1] + [µ2]) ρn.

To conclude, it remains to show that (4.9) also holds for n ≤ m+ p/p. We have

‖Qµ1
n −Qµ2

n ‖M(1+κV0) ≤ ‖Q
µ1
n ‖M(1+κV0) + ‖Qµ2

n ‖M(1+κV0) ≤ 2 + κ[µ1Mn] + κ[µ2Mn].

Using again (4.14), [µMn] ≤ anp[µ] + Θ ≤ ρn[µ] + Θ for µ ∈ {µ1, µ2}, so that

‖Qµ1
n −Qµ2

n ‖M(1+κV0) ≤ 2 (1 + κΘ) + κρn ([µ1] + [µ2]) .

Finally, ρ ≥ ap and n ≤ m + p/p and (4.10) yield 1 ≤ ρna−(p+mp) = ρna−(p+p)a−(m−1)p ≤
ρna−(p+p) ([µ1] + [µ2]), and we get

‖Qµ1
n −Qµ2

n ‖M(1+κV0) ≤ ρ
n
(

2(1 + κΘ)a−(p+p) + κ
)

([µ1] + [µ2]) ,

for all n ≤ m+ p/p, which ends the proof. �
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We have now all the ingredients to prove the existence of the eigenelements and the associated
estimates. We start with the right eigenfunction.

Proof of Lemma 3.4. We define

η(·) = ν(·/ψ)

and, for k ≥ 0,

hk =
Mkτψ

ν (Mkτψ/ψ)
=

Mkτψ

ηMkτψ
.

The proof is divided into four steps. We begin by giving preliminary estimates on Mkτψ. Next,
we show that hk converges in B(V 2/ψ) as k →∞ and that its limit h satisfies

h ≤ d−1
2 V, (4.15)

where d2 is defined in Lemma 4.4. Then, we show that h is an eigenvector and we give a lower
bound for h.

Using the first part of Lemma 4.4 and (A1), we obtain for any k ≥ 0,

M(k+1)τψ(x) ≤ d−1
1 (α+ θ)(ηMkτψ)V (x). (4.16)

Since ‖Mkτψ/ψ‖B(1+κV0) = supX Mkτψ/(ψ + κV ), we get for any k ≥ 0,∥∥∥∥M(k+1)τψ

ψ

∥∥∥∥
B(1+κV0)

≤ d−1
1 (α+ θ)(ηMkτψ) sup

X

V

ψ + κV
≤ (α+ θ)

d1κ
ηMkτψ. (4.17)

Besides, from Lemma 4.1 ii) and the fact that V ≤ Rψ on K, [ηMkτ ] ≤ akη(V ) + Θ ≤ R + Θ, so
µ = ηMkτ verifies (4.5). Lemma 4.5 applied to µ gives for all n ≥ p,

(ηMkτ )(Mnτψ) ≥ C1
−1(ηMnτψ)(ηMkτψ). (4.18)

We can now proceed to the second step: the convergence of (hk)k≥0. Let µ ∈M+(V ). We use
that

µ(hk+n) =
µM(k+n)τψ/µMkτψ

ηM(k+n)τψ/ηMkτψ
µ(hk)

to obtain that

|µ(hk+n)− µ(hk)| ≤
∣∣∣∣µM(k+n)τψ

µMkτψ
−
ηM(k+n)τψ

ηMkτψ

∣∣∣∣ 1

ηM(k+n)τψ/ηMkτψ
µ(hkτ )

=

∣∣∣∣Qµkτ (Mnτψ

ψ

)
−Qηkτ

(
Mnτψ

ψ

)∣∣∣∣ µMkτψ

ηM(k+n)τψ
.

Then, Lemma 4.6 yields

|µ(hk+n)− µ(hk)| ≤ C2ρ
bk/pc ([µMmτ ] + [ηMmτ ])

∥∥∥∥Mnτψ

ψ

∥∥∥∥
B(1+κV0)

µMkτψ

ηM(k+n)τψ
, (4.19)

where m = k − bk/pcp. First, using (A1) and (A2) we have since m ≤ p

[µMmτ ] ≤ max

(
1,

(α+ θ)p

βp

)
[µ]. (4.20)

Next, combining (4.19) with (4.16), (4.17), (4.18), (4.20), and using (A2) yields

|µ(hk+n)− µ(hk)| ≤ C1C
′
2

(α+ θ)2

d2
1β

2κ
ρbk/pc

(
[µ] + ν

(
V

ψ

))
µ(V ),

for all n ≥ p, where

C ′2 = C2 max

(
1,

(α+ θ)p

βp

)
. (4.21)

Recalling that ψ ≤ V , V ≤ Rψ on K and ν(Kc) = 0, we get for all n ≥ p

|µ(hk+n)− µ(hk)| ≤ C3ρ
bk/pcµ(V )[µ], (4.22)
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with C3 = C1C
′
2

(α+θ)2

d21β
2κ

(1 +R). Taking µ = δx we deduce for all n ≥ p

‖hk+n − hk‖B(V 2/ψ) ≤ C3ρ
bk/pc.

Cauchy criterion ensures that hk converges as k →∞ in B(V 2/ψ) to a limit denoted by h. Moreover
from Lemma 4.4, d2 ≤ Vm = V/hmτ which yields (4.15) by letting m → ∞. Letting n → ∞ in
(4.22) gives (3.6).

We move on to the third step and check that h is an eigenfunction. For all x ∈ X ,

ηMτ

(
Mnτψ

ηMnτψ

)
M(n+1)τψ(x)

ηM(n+1)τψ
= δxMτ

(
Mnτψ

ηMnτψ

)
.

Letting n→ +∞ and using boundedness condition from (4.16), we get

(ηMτh) . h(x) = Mτh(x).

Hence h is an eigenvector of Mτ associated to the eigenvalue ηMτh. Moreover, by the semigroup
property, ηMkτh = (ηMτh)k. Then, for all k ≥ 0, ηMkτh = eλkτ , with λ = τ−1 log(ηMτh). Next,
for t ≥ 0 we have

MτMth = eλτMth

so that Mth is an eigenfunction of Mτ with associated eigenvalue eλτ . By uniqueness, there exists
(ct)t≥0 such that for all t ≥ 0, Mth = cth. Moreover, by the semigroup property, ct+s = ctcs for
all t, s ≥ 0 and t 7→ ct is locally bounded using (4.15) and t 7→ ‖MtV ‖B(V ) is locally bounded.

Therefore, there exists λ̃ ∈ R such that ct = eλ̃t and as cτ = eλτ , we finally get λ̃ = λ. Then, for
all t ≥ 0, Mth = eλth.

Let us proceed to the last step and provide a lower bound for h. Combining

Mnτψ ≥Mkτ (1KM(n−k)τψ) = Mkτ (1KMτ ((M(n−k−1)τψ/ψ)ψ))

for all k ≤ n with (A3) and (A2), we get

Mnτψ ≥ cβ(ηM(n−k−1)τψ)Mkτ (1Kψ).

Recalling (4.7) and dividing by ηMnτψ, we obtain

Mnτψ

ηMnτψ
≥ cβck−1

(
βkψ − αk−1 (α+ θ)V

) ηM(n−k−1)τψ

ηMnτψ
.

Let n→∞, the left-hand side converges to h and using from Lemma 4.1 iii) that ηM(n−k−1)τψ/ηMnτψ ≥
1/Ξk+1, and recalling the expression of ck in (4.2), we obtain h ≥ c (cr)

k (
ψ − ak−1(α+ θ)V/β

)
.

Considering now k = k(x) =
⌊
log
(
ψ(x)
V (x)

β
2(α+θ)

)
/ log(a)

⌋
+ 2 and recalling that r = β2/Ξ2 yields

ψ − ak−1 α+θ
β V ≥ ψ/2. We get

h ≥ c1
(
ψ

V

)q
ψ, with c1 = c (cr)

2+log( β
2(α+θ) )/ log(a)

/2 > 0

and q = log(cr)/ log(a) > 0, which ends the proof. �

Remark 4.7. Notice that the eigenfunction h built in this proof satisfies ν(h/ψ) = 1 and the
constants in (V/ψ)qψ . h . V depend on this normalization. If we normalize h such that ‖h‖B(V ) =

1 as in Theorem 2.1 we get c1d2 (ψ/V )
q
ψ ≤ h ≤ V.

We consider now the left eigenelement.

Proof of Lemma 3.5. Let us use again η = ν(·/ψ). Applying Lemma 4.6 to µ1 = η and µ2 = ηMnτ

and using again (4.20), we get for k, n ≥ 0,∥∥Qη(k+n)τ −Q
η
kτ

∥∥
M(1+κV0)

≤ C ′2ρbk/pc
(
ν

(
V

ψ

)
+ [ηMnτ ]

)
,
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where C ′2 is defined in (4.21). Then, using Lemma 4.1 ii), V ≤ Rψ on K and that ν(K) = 1, we
have ∥∥Qη(k+n)τ −Q

η
kτ

∥∥
M(1+κV0)

≤ C ′2ρbk/pc (R+ anR+ Θ) .

Therefore, the sequence of probabilities (Qηkτ )k≥0 satisfies the Cauchy criterion inM(1 +κV0) and
it then converges to a probability measure π ∈ M(1 + κV0). Similarly, applying Lemma 4.6 to
µ1 = µ and µ2 = ηMnτ , we also have∥∥Qη(k+n)τ −Q

µ
kτ

∥∥
M(1+κV0)

≤ C ′2ρbk/pc ([µ] + anR+ Θ)

for any µ ∈M(1 + κV0). Letting n tend to infinity yields∥∥π −Qµkτ∥∥M(1+κV0)
≤ C ′2 ([µ] + Θ) ρbk/pc. (4.23)

Besides, π(h/ψ) ≤ π(V/ψ) = π(V0) < +∞ and we can define γ ∈M(ψ + κV ) by

γ(f) =
π(f/ψ)

π(h/ψ)

for f ∈ B(ψ + κV ) = B(V ). Observe that γ(h) = 1. Next,

Qη(k+1)τ (f/ψ) = Qηkτ (Mτf/ψ)
ηMkτψ

ηM(k+1)τψ
. (4.24)

Applying (3.6) to µ = ηMτ ,
ηMkτψ

ηM(k+1)τψ
−−−−−→
k→+∞

e−λτ .

Then, letting k → ∞ in (4.24), we obtain π(f/ψ) = π(Mτf/ψ)e−λτ , which ensures that γ is
an eigenvector for Mτ . As in the proof of Lemma 3.4, using the semigroup property and that
t 7→ ‖MtV ‖B(V ) is locally bounded, we get that for all t ∈ R+ that γMt = eλtγ. Adding that

π(f) = γ(fψ)/γ(ψ) since π is a probability measure, (3.7) follows from (4.23). �

4.4. Proofs of Section 3.3. We start by proving a discrete version of Theorem 3.6.

Proposition 4.8. Under Assumption A, there exists C > 0 such that for all µ ∈M+(V ) and all
integers k ≥ 0 we have∥∥µMkτ − eλkτµ(h)γ

∥∥
M(V )

≤ C [µ] e−σkτ min
{
µMkτψ, µ(V )eλkτ

}
, (4.25)

where

σ =
− log ρ

pτ
> 0.

Proof. Using that

‖π −Qµkτ‖M(1+κV0)
= sup
f∈B(1+κV0)

∣∣∣∣γ(fψ)

γ(ψ)
− µMkτ (fψ)

µMkτψ

∣∣∣∣ =

∥∥∥∥ γ

γ(ψ)
− µMkτ

µMkτψ

∥∥∥∥
M(ψ+κV )

and multiplying (4.23) by µMkτψ, we get∥∥∥∥µMkτψ
γ

γ(ψ)
− µMkτ

∥∥∥∥
M(ψ+κV )

≤ C ′2ρbk/pc ([µ] + Θ)µMkτψ. (4.26)

Moreover, h ∈ M(ψ + κV ) since h . V . As γ(h) = 1, the previous inequality applied to the
eigenfunction h yields ∣∣∣∣µMkτψ

γ(ψ)
− µ(h)eλkτ

∣∣∣∣ ≤ C ′2ρbk/pc ([µ] + Θ)µMkτψ.

Then, recalling that ψ ≤ V , we have∥∥∥∥µMkτψ
γ

γ(ψ)
− eλkτµ(h)γ

∥∥∥∥
M(ψ+κV )

=

∣∣∣∣µMkτψ

γ(ψ)
− eλkτµ(h)

∣∣∣∣ ‖γ‖M(ψ+κV ) (4.27)

≤ C ′2ρbk/pc ([µ] + Θ)µMkτψ × (1 + κ)γ(V ).
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Combining (4.26) and (4.27), by triangular inequality, we get∥∥µMkτ − γeλkτµ(h)
∥∥
M(ψ+κV )

≤ C ′2ρbk/pc ([µ] + Θ)µMkτψ (1 + (1 + κ)γ(V )) . (4.28)

This gives the first part of (4.25). Finally, by integration of (4.16),

µMkτψ ≤ d−1
1 (α+ θ)ν(Mkτψ/ψ)µ(V ). (4.29)

Adding that [γ] ≤ Θ according to Lemma 4.1 ii) and γMkτ = eλkτγ from Lemma 3.5, Lemma 4.5
applied to µ = γ yields ν(Mkτψ/ψ) ≤ C1eλkτ for k ≥ p and we obtain µMkτψ ≤ C1d

−1
1 (α +

θ)µ(V )eλkτ . It proves (4.25) for k ≥ p with

C = C ′2(1 + Θ) (1 + (1 + κ)γ(V )) max(1, C1d
−1
1 (α+ θ)).

The fact that (4.25) holds for some constant C also for k ≤ p comes directly from (4.28), (4.29),
Lemma 4.1 iii) and ν(K) = 1. �

Next, we extend this result to continuous time.

Proof of Theorem 3.6. We introduce the following constant

C0 = sup
s≤τ

max

{∥∥∥∥MsV

V

∥∥∥∥
∞
,

∥∥∥∥ ψ

Msψ

∥∥∥∥
∞

}
,

which is finite under Assumption (3.9). Let t ≥ 0 and (k, ε) ∈ N × [0, τ) be such that t = kτ + ε.
Using that µMth = eλtµ(h), we have∥∥µMt − eλtµ(h)γ

∥∥
M(V )

= ‖µMkτ+ε − µ(Mkτ+εh)γ‖M(V ) .

Then, from (4.25) with µ := µMε, there exists C > 0 such that for all integers k ≥ 0,∥∥µMt − eλtµ(h)γ
∥∥
M(V )

≤ C[µMε]e
−σkτ min

{
µMkτ+εψ, µMεV eλkτ

}
≤ CC2

0eστ max
{

1, C0e|λ|τ
}

[µ]e−σt min
{
µMtψ, µ(V )eλt

}
,

which ends the proof. �

Now we turn to the proof of Corollary 3.7.

Proof of Corollary 3.7. For convenience and without loss of generality, we assume that V ≥ 1.
Then, γ(1) < ∞. Next, if γ(1) = 0, then γ(X ) = 0. In this case, γ = 0, which is absurd because
γ(ψ) > 0 and ψ > 0. Therefore, γ(1) > 0.

We set π(·) = γ(·)/γ(1) and we have by triangular inequality∥∥∥∥ µMt

µMt1
− π

∥∥∥∥
TV

≤ eλt

µMt1

∥∥e−λtµMt − πe−λtµMt1
∥∥
M(V )

≤ eλt

µMt1

(∥∥e−λtµMt − γµ(h)
∥∥
M(V )

+
∣∣γ(1)µ(h)− e−λtµMt1

∣∣π(V )
)
.

From (2.2), we have
∥∥e−λtµMt − γµ(h)

∥∥
M(V )

≤ Cµ(V )e−ωt. Using this estimate with V ≥ 1, we

also have ∣∣γ(1)µ(h)− e−λtµMt1
∣∣ ≤ Cµ(V )e−ωt. (4.30)

Combining the three last estimates yields∥∥∥∥ µMt

µMt1
− π

∥∥∥∥
TV

≤ C eλt

µMt1
µ(V )e−ωt(1 + π(V )). (4.31)

Now on the first hand, Equation (4.30) also gives e−λtµMt1 ≥ γ(1)µ(h)−Cµ(V )e−ωt, and for any

t ≥ t(µ) = 1
ω log

(
2C
γ(1)

µ(V )
µ(h)

)
, we have

e−λtµMt1 ≥ µ(h)γ(1)/2. (4.32)

Plugging (4.32) in (4.31) yields (3.10) when t ≥ t(µ). Otherwise,∥∥∥∥ µMt

µMt1
− π

∥∥∥∥
TV

≤ 1 ≤ e−ωteωt(µ) ≤ Cµ(V )

µ(h)
e−ωt,
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which ends the proof. �

4.5. Proofs of Section 2.

Proof of Theorem 2.1 i). We assume that Assumption A is satisfied by (V, ψ) for a set K, constants
α, β, θ, c, d and a probability ν. Then, from Lemmas 3.4 and 3.5, there exist eigenelements (γ, h, λ)
such that

β ≤ eλτ ≤ α+ θ, c1d2(ψ/V )qψ ≤ h ≤ V.
We check now that (V, h) satisfies also Assumption A with the same set K and constant α as
(V, ψ) but other constants β′, θ′, c′, d′ and an other probability measure ν′.
First the inequality V/h ≤ 1

c1d2
(V/ψ)q+1 ensures that supK V/h < ∞ since supK V/ψ < ∞.

Moreover h satisfies (A2) with β′ = exp(λτ) ≥ β > α. Recalling that R = supK V/ψ <∞, we also
have

sup
K

ψ

h
≤ Rq

c1d2
.

Adding that (V, ψ) satisfies (A1) with constants α, θ yields MτV ≤ αV + θ′1Kh with θ′ = θ Rq

c1d2
,

which gives (A1) for (V, h). We use now (A3) and (A2) for (V, ψ) and get for x ∈ K

δxMτ (fh) ≥ cν
(
fh

ψ

)
δxMτψ ≥ cβν

(
fh

ψ

)
ψ(x).

Using again that Mτh = eλτh, we obtain for x ∈ K, δxMτ (fh) ≥ c′ν′(f)δxMτh, with

ν′ =
ν
(
· hψ
)

ν
(
h
ψ

) , c′ = cβe−λτν

(
h

ψ

)
inf
K

ψ

h
≥ β

α+ θ

c1d2

Rq+1
> 0.

Finally, (A4) is satisfied since

sup
x∈K

Mnτh(x)

h(x)
= eλnτ = ν′

(
Mnτh

h

)
.

Therefore, every result stated above holds replacing ψ by h and the constants β, θ, c, d of
Assumption A by β′, θ′, c′, d′ defined above. In particular, for all µ ∈M+(V ), (3.7) becomes∥∥∥∥γ(·h)− µMkτ (·h)

eλkτµ(h)

∥∥∥∥
M(1+κV/h)

≤ C
(
µ(V )

µ(h)
+ Θ′

)
ρbk/pc,

where Θ′ = θ′/(β′ − α) and

C = max
{

2a−p + κC1

(
1 + 2Θa−p

)
, 2 (1 + κΘ) a−(p+p) + κ

}
max

(
1,

(α+ θ′)p

β′p

)
and ρ is defined in (3.5), p in (3.4), a in (3.3), κ in Proposition 3.3, Θ in (4.1), and p, C1 in (4.4)
(replacing β, θ, c, d by β′, θ′, c′, d′ in each definition). Using that∥∥∥∥γ(·h)− µMkτ (·h)

eλkτµ(h)

∥∥∥∥
M(1+κV/h)

=

∥∥∥∥γ − µMkτ

eλkτµ(h)

∥∥∥∥
M(h+κV )

≥ κ
∥∥∥∥γ − µMkτ

eλkτµ(h)

∥∥∥∥
M(V )

,

multiplying by eλkτµ(h) and using that h ≤ V , we get∥∥eλkτµ(h)γ − µMkτ

∥∥
M(V )

≤ C

κρ
µ(V ) (1 + Θ′) e−ωkτeλkτ ,

where ω = − log ρ/pτ . Let t ≥ 0 and (k, ε) ∈ N× [0, τ) be such that t = kτ +ε. Applying the above
inequality to the measure µMε in place of µ yields∥∥eλtµ(h)γ − µMt

∥∥
M(V )

≤ C

κρ
µ(MεV ) (1 + Θ′) e−ωkτeλkτ ≤ C ′µ(V )e−ωt,

where C ′ = C
κρ

(
1 + Θ′

)
eωτe|λ|τ sups≤τ

∥∥MsV
V

∥∥
∞. Adding that uniqueness is a direct consequence

of ω > 0 ends the proof of Theorem 2.1 i). �
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Proof of Theorem 2.1 ii). The proof follows the usual equivalence in Harris Theorem [39, Chapter
15]. It also used the necessary condition of small set obtained in [23, Theorem 2.1]. Assume that
there exist a positive measurable function V, a triplet (γ, h, λ) ∈ M+(V ) × B+(V ) × R, and
constants C,ω > 0 such that (2.1) and (2.2) hold. Without loss of generality we can suppose that
‖h‖B(V ) = γ(h) = 1. It remains to check that (V, h) satisfies Assumption A.

Fix R > γ(V ) and τ > 0 such that

e−ωτ/2C (R+ γ(V )) < 1− γ(V )

R
. (4.33)

It ensures that

α := eλτ
(
Ce−ωτ +

γ(V )

R

)
< β := eλτ .

Using (2.1), we obtain that (A2) and (A4) are satisfied by h with d = 1 and any probability
measure ν, which ends the proof.

By (2.2), we have for all x ∈ X , e−λtMtV (x) − h(x)γ(V ) ≤ CV (x)e−ωt. We define K = {x ∈
X , V (x) ≤ Rh(x)}, which is not empty since ‖h‖B(V ) = 1 and R > γ(V ) ≥ γ(h) = 1. Writing

θ = γ(V )eλτ and using h(x) = 1Kc(h(x)/V (x))V (x) + 1Kh(x), we get

MτV (x) ≤ αV (x) + 1Kθh(x)

for all x ∈ X . Therefore, (A1) holds for (V, h) and it remains to prove (A3).

We define the probability measure π := γ(·h) and we use the Hahn-Jordan decomposition of
the following family of signed measure indexed by x ∈ X ,

νx =
δxMτ/2(·h)

eλτ/2h(x)
− π = νx+ − νx−.

As h ≤ V , Equation (2.2) with t = τ/2 and µ = δx yields

νx±(1) ≤ νx±(V/h) ≤ ‖νx‖M(V/h) =

∥∥∥∥ δxMτ/2

eλτ/2h(x)
− γ
∥∥∥∥
M(V )

≤ CV (x)

h(x)
e−ωτ/2. (4.34)

For every f ∈ B+(V/h) and x ∈ X we have

δxMτ (hf)

eλτh(x)
=

δxMτ/2

eλτ/2h(x)

(
Mτ/2(hf)

eλτ/2h
h

)
≥ (π − νx−)

(
Mτ/2(hf)

eλτ/2h

)
. (4.35)

Next,

π

(
Mτ/2(hf)

eλτ/2h

)
=
γMτ/2(hf)

eλτ/2
=

eλτ/2γ(hf)

eλτ/2
= π(f) (4.36)

and writing (νy(f))+ the positive part of the real number νy(f),

νx−

(
Mτ/2(hf)

eλτ/2h

)
=

∫
X

δyMτ/2(hf)

eλτ/2h(y)
νx−(dy) ≤

∫
X

(π(f) + (νy(f))+) νx−(dy). (4.37)

Combining (4.35) with (4.36) and (4.37), we get

δxMτ (hf)

eλτh(x)
≥ π(f)(1− νx−(1))−

∫
X

(νy(f))+ν
x
−(dy).

The minimality property of the Hahn-Jordan decomposition entails that νx− ≤ π and (4.34) yields

t νx−(1) ≤ CR e−ωτ/2 for x ∈ K. We deduce that for all x ∈ K,

δxMτ (hf)

eλτh(x)
≥ π(f)(1− CR e−ωτ/2)−

∫
(νy(f))+π(dy) =: η(f).
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We consider now the infimum measure ν0 of the left hand side. More precisely, using [23, Lemma
5.2] we can define the mesure ν0 by

ν0(A) = inf

{
n∑
i=1

δxiMτ (h1Bi)

eλτh(xi)
: n ≥ 1; (x1, . . . , xn) ∈ Xn; (B1, . . . , Bn) ∈ P(A)

}
,

where A is a measurable subset of X and P(A) is the set of finite partitions of A formed by measur-
able sets of X . Besides for any measurable partition B1, . . . , Bn of X , we have

∑n
i=1 (νy(1Bi))+ ≤

νy+(X ) ≤ Ce−ωτ/2V (y)/h(y) from (4.34). Then

n∑
i=1

η(1Bi) ≥ 1− CR e−ωτ/2 −
∫
X

n∑
i=1

(νy(1Bi))+π(dy) ≥ c,

where c = 1− Ce−ωτ/2(R+ γ(V )) > 0 using (4.33). Adding that

η(1Kc) ≤ η
(
V

Rψ

)
≤ π

(
V

Rψ

)
=
γ(V )

R
,

we obtain that ν0(X ) ≥ c and ν0(Kc) < c. As a conclusion, ν0 is a positive measure such that
ν0(K) > 0 and for any x ∈ X and f ∈ B+(V/h),

δxMτ (hf)

eλτh(x)
≥ ν0(f)

which yields (A3) and ends the proof. �

We end this section by proving the sufficient conditions of Section 2.2.

Proof of Proposition 2.2. Let C > 0 be such that C−1ψ ≤ ϕ ≤ Cψ. By assumptions Lψ ≥ bψ and
Lϕ ≤ ξϕ so that we have for all t ≥ 0

Mtψ ≥ ψ + b

∫ t

0

Msψ ds and Mtϕ ≤ ϕ+ ξ

∫ t

0

Msϕds,

which yields by Grönwall’s lemma Mtψ ≥ ebtψ and Mtψ ≤ CMtϕ ≤ Ceξtϕ ≤ C2eξtψ. Similarly,
setting φ = V − ζ

b−aψ, we have Lφ ≤ aV + ζψ − b ζ
b−aψ = aφ, so by Grönwall’s lemma Mtφ ≤ eatφ

and

MtV ≤ eat
(
V − ζ

b− a
ψ
)

+
ζ

b− a
Mtψ ≤ eatV +

C2ζ

b− a
eξtψ.

Consider now τ,R > 0, and

α = eaτ +
C2ζ

(b− a)R
eξτ , β = ebτ , θ =

C2ζ

b− a
eξτ , R0 =

θ

ebτ − eaτ

positive constants. Defining K = {x ∈ X , V (x) ≤ Rψ(x)}, we get ψ ≤ V/R on Kc and MτV ≤
αV +θ1Kψ. Besides for R > R0, α < β. So Assumptions (A1)-(A2) are verified for K = {V ≤ Rψ},
R > R0, and constants α, β, θ defined just above. �

Proof of Proposition 2.3. Let ψ : X → (0,∞) and define ν = (#K)−1
∑
x∈K δx the uniform mea-

sure on K, where #K stands for the cardinal of K. We have for all f ≥ 0 and x, y ∈ K,

δxMτ (fψ) ≥ δxMτ ({y})f(y)ψ(y) ≥ cf(y)Mτψ(x).

where

c = min
x,y∈K

ψ(y)δxMτ ({y})
Mτψ(x)

> 0

using the irreducibility condition δxMτ ({y}) > 0. Integrating with respect to ν shows that (A3)
holds and Assumption (A4) is trivially satisfied with d = 1/#K. �



A NON-CONSERVATIVE HARRIS ERGODIC THEOREM 23

5. Applications

5.1. Convergence to quasi-stationary distribution. Let (Xt)t≥0 be a càd-làg Markov process
on the state space X ∪{∂}, where X is measurable space and ∂ is an absorbing state. In this section,
we apply the results to the (non-conservative) semigroup defined for any measurable bounded
function f on X and any x ∈ X by

Mtf(x) = Ex [f(Xt)1Xt 6=∂ ] .

We assume that there exists a positive function V such that for any t > 0, there exists Ct > 0 such
that, Ex[V (Xt)] ≤ CtV (x) for any x ∈ X . This ensures that the semigroup M acts on B(V ) and
that we can use the framework of Section 2.
A quasi-stationary distribution (QSD) is a probability law π on X such that

∀t ≥ 0, Pπ(Xt ∈ · |Xt 6= ∂) = π(·).
Corollary 3.7 directly gives existence and uniqueness of a QSD and quantitative estimates for the
convergence. Recall that P(V ) stands for the set of probability measures which integrate V.

Theorem 5.1. Assume that (Mt)t≥0 satisfies Assumption A with infX V > 0. Then, there exist
a unique quasi-stationary distribution π ∈ P(V ), and λ0 > 0, h ∈ B+(V ), C,w > 0 such that for
all µ ∈ P(V ) and t ≥ 0 ∥∥eλ0tPµ(Xt ∈ ·)− µ(h)π

∥∥
TV
≤ Cµ(V )e−ωt,

and

‖Pµ(Xt ∈ · | Xt 6= ∂)− π‖TV ≤ C
µ(V )

µ(h)
e−ωt.

It extends and complements recent results, see e.g. [24] for various interesting examples and discus-
sions below for comparisons of statements. In particular, it relaxes the conditions of boundedness
for ψ and provides a quantitative estimate for exponential convergence of the conditional distribu-
tion to the QSD using the eigenfunction h.

As an application, we consider the simple but interesting case of a continuous time random walk
on integers, with jumps +1 and −1, absorbed at 0. We obtain optimal results for the exponential
convergence to the QSD. Let us consider the Markov processX whose transition rates and generator
are given by the linear operator defined for any n ∈ N and f : N→ R by

L f(n) = bn(f(n+ 1)− f(n)) + dn(f(n− 1)− f(n)),

where bi = b > 0, di = d > 0 for any i ≥ 2, b1, d1 > 0, b0 = d0 = 0. This process is a Birth
and Death (BD) process which follows a simple random walk before reaching 1. If d ≥ b, this
process is almost surely absorbed at 0. The convergence in law of such processes conditionally on
non-absorption has been studied in many works [1, 51, 57, 66, 69, 85, 86, 89, 93].
The necessary and sufficient condition for ξ−positive recurrence of BD processes is known from
the work of van Doorn [86]. More precisely here, the fact that there exists λ > 0 such that for any
x > 0 and i > 0, e−λtPx(Xt = i) converges to a positive finite limit as t → ∞ is given by the
following condition

(H) ∆ := (
√
b−
√
d)2 + b1

(√
d/b− 1

)
− d1 > 0.

We notice that b = d is excluded by condition (H) and indeed in this case t 7→ P(Xt 6= 0) decreases
polynomially. Similarly, the case b1 = b and d1 = d is excluded and there is an additional linear
term in the exponential decrease of Px(Xt = i).
Moreover we know from [85] that condition (H) ensures that Px(Xt ∈ ·|Xt 6= 0) converges to the
unique QSD π for any x > 0. To the best of our knowledge, under Assumption (H), the speed of
convergence of e−λtPx(Xt = i) or Px(Xt = i|Xt 6= 0) and the extension of the convergence to infinite
support masses were not proved, see e.g. [85, page 695]. For a subset of parameters satisfying (H),
[89] obtains the convergence to QSDs for non-compactly supported initial measures µ such that
µ(V ) < ∞. We obtain below quantitative exponential estimates for the full range of parameters
given by (H) and non-compactly supported initial measures.
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More precisely, we set X = N \ {0} = {1, . . .}, V : n 7→
√
d/b

n
, ψ : n 7→ ηn, for n ∈ X , where

η =
√
d/b−∆/2b1 ∈ (0,

√
d/b).

Corollary 5.2. Under Assumption (H), there exists a unique QSD π ∈ P(V ), and λ0 > 0, h ∈
B+(V ) and C,w > 0 such that for all µ ∈ P(V ) and t ≥ 0,∥∥eλ0tPµ(Xt ∈ ·)− µ(h)π

∥∥
TV
≤ Cµ(V )e−ωt

and

‖Pµ(Xt ∈ · | Xt 6= 0)− π‖TV ≤ C
µ(V )

µ(h)
e−ωt.

Note that the constants above can be explicitly derived from Lemma 3.4, that these esti-
mates hold for non-compactly supported initial laws and that V and ψ are not eigenelements.
As perspectives, we expect this statement to be generalized to BD processes where bn, dn are
constant outside some compact set of N. Finally, we hope that the proof will help to study the
non-exponential decrease of the non-absorption probability, in particular for random walks, corre-
sponding to b = b1, d = d1.

Proof of Corollary 5.2. For u ≥ 1, let ϕu : n 7→ un for n ≥ 1 and ϕu(0) = 0. We have Lϕu(n) =
λu(n)ϕu(n), for any n ∈ N, where

λu(n) = λu = b(u− 1) + d (1/u− 1) (n ≥ 2), λu(1) = b1(u− 1)− d1.

We set

a = inf
u>0

λu = λ√
d/b

= −(
√
d−
√
b)2, ζ = ∆

V (1)

ψ(1)
.

Note that from (H), ζ > 0. Then, setting V (0) = ψ(0) = 0, we have on N = X ∪ {0} that
V = ϕ√

d/b
and

L V = aV + ζ1{n=1}ψ ≤ aV + ζψ. (5.1)

Moreover, on N, ψ = ϕη and
bψ ≤ Lψ ≤ ξψ (5.2)

with b = min(λη, λη(1)) = min
(
λη, a+ ∆

2

)
> a = infu>0 λu, and ξ = max(λη, λη(1)).

Using now a classical localization argument (see Appendix 6.2 for details), the drift conditions
(5.1)-(5.2) ensure that for any n ≥ 1 and t ≥ 0,

En[V (Xt)] ≤ V (x) +

∫ t

0

En[(aV + ζψ)(Xs)]ds, (5.3)

ψ(x) +

∫ t

0

En[bψ(Xs)]ds ≤ Ex[ψ(Xt)] ≤ ψ(x) +

∫ t

0

En[ξψ(Xs)]ds. (5.4)

Considering the generator L of the semigroup Mtf(x) = E[f(Xt)1Xt 6=0] for x ∈ X and f ∈ B(V )
and recalling the definition of Section 2.2, these inequalities ensure

LV ≤ aV + ζψ, Lψ ≥ bψ, Lψ ≤ ξψ.
Finally, the fact that bi, di > 0 for i ≥ 1 ensures δiMt({j}) > 0 for any i, j ∈ X and t > 0. Then
combining Propositions 2.2 and 2.3 ensures that Assumption A holds for M with the functions
(V, ψ). Applying Theorem 5.1 ends the proof. �

5.2. The growth-fragmentation equation. In this section we apply our general result to the
growth-fragmentation partial differential equation

∂tut(x) + ∂xut(x) +B(x)ut(x) =

∫ 1

0

B
(x
z

)
ut

(x
z

)℘(dz)

z
(5.5)

for t, x > 0. This nonlocal partial differential equation is complemented with the zero flux boundary
condition ut(0) = 0 for all t > 0 and an initial data u0 = µ. The unknown ut(x) represents the
population density at time t of some “particles” with “size” x > 0, which can be for instance the
size of a cell [35, 54], the length of a polymer fibril [43], the window size in data transmission over
the Internet [10, 22], the carbon content in a forest [18], or the time elapsed since the last discharge
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of a neuron [19, 77]. Each particle grows with speed 1, and splits with rate B(x) to produce smaller
particles of sizes zx with 0 < z < 1 distributed with respect to the fragmentation kernel ℘.

We assume that B : [0,∞)→ [0,∞) is a continuously differentiable increasing function and ℘
is a finite positive measure on [0, 1] for which there exist z0 ∈ (0, 1), ε ∈ [0, z0] and c0 > 0 such
that

℘(dz) ≥ c0
ε

1[z0−ε,z0](z)dz if ε > 0 or ℘ ≥ c0δz0 if ε = 0. (5.6)

For any r ∈ R we denote by ℘r ∈ (0,+∞] the moment of order r of ℘

℘r =

∫ 1

0

zr℘(dz).

Notice that Assumption (5.6) implies that r 7→ ℘r is strictly decreasing. The conservation of mass
during the fragmentation leads to impose

℘1 = 1.

The zero order moment ℘0 represents the mean number of fragments. The conditions above en-
sure that ℘0 > 1 and as a consequence the growth-fragmentation equation we consider is not
conservative. The conservative form where ℘1 = 1 is replaced by ℘0 = 1 also appears in some
situations [10, 18, 19, 22, 77]. In this case, the eigenelements are given by h(x) = 1, λ = 0, and the
classical theory of the conservative Harris theorem applies [17, 18]. Here we are interested in the
more challenging non-conservative case.

An important feature in the long time behavior of the (non-conservative) growth-fragmentation
equation is the property of asynchronous exponential growth [90], which refers to a separation of
the variables t and x when time t becomes large: the size repartition of the population stabilizes
and the total mass grows exponentially in time. This question attracted a lot of attention in the
last decades, [15, 20, 35, 73, 74, 80] to mention only a few. As far as we know, the existing literature
assume either that the state space is a bounded interval instead of the whole (0,∞), as in [5, 35], or
that the fragmentation rate has at most a polynomial growth, as in [2, 13, 20, 74]. We can consider
here unbounded state space and we relax the latter condition by not assuming any upper bound
on the division rate with a similar approach through h-transform). We obtain thus the existence of
the Perron eigentriplet for super-polynomial fragmentation rates. Second, an explicit spectral gap
was known only in the case of a constant division rate [10, 22, 65, 74, 80, 92]. Our method allows
us to get it for more general fragmentation rates. Finally, it guarantees exponential convergence
for measure solutions, thus drastically improving [31].

Let us now state the main result of this section.

Theorem 5.3. Let k > 1 and V (x) = 1+xk. Under the above assumptions, there exists of a unique
triplet (γ, h, λ) ∈M+(V )×B+(V )×R of Perron-Frobenius eigenelements with γ(h) = ‖h‖B(V ) = 1,

i.e. satisfying
L h = λh and γ(L f) = λγ(f)

for all f ∈ C1
c ([0,∞)), where L : C1([0,∞))→ C0([0,∞)) is defined by

L f(x) = f ′(x) +B(x)

(∫ 1

0

f(zx)℘(dz)− f(x)

)
.

Moreover there exist constants C,ω > 0 such that for all µ ∈M(V ) the solution to Equation (5.5)
with u0 = µ satisfies for all t ≥ 0,∥∥e−λtut − u0(h)γ

∥∥
M(V )

≤ Ce−ωt ‖u0‖M(V ) . (5.7)

The constants λ, ω, and C can be estimated quantitatively, and the eigenfunction h satisfies
(1 + x)1−q(k−1) . h . (1 + x)k, for some explicit q > 0. Note also that we cannot expect the
convergence (5.7) to hold true in M(h) in general. In particular it is known to be wrong when B
is bounded [12].
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The end of the section is devoted to the proof of Theorem 5.3. We can associate to Equation (5.5)
a semigroup (Mt)t≥0, to which we will apply our result in Theorem 2.1 after having checked that
it verifies Assumption A with the functions

V (x) = 1 + xk and ψ(x) =
1

2
(1 + x)

with k > 1. The factor 1
2 in the definition of ψ is to satisfy the inequality ψ ≤ V . We only

give here the definition of this semigroup as well as its main properties which are useful to verify
Assumption A, and we refer to Appendix 6.3 for the proofs. For any f : [0,∞)→ R measurable and
locally bounded on [0,∞), we define the family (Mtf)t≥0 as the unique solution to the equation

Mtf(x) = f(x+ t)e−
∫ t
0
B(x+s)ds +

∫ t

0

e−
∫ s
0
B(x+s′)ds′B(x+ s)

∫ 1

0

Mt−sf(z(x+ s))℘(dz) ds.

This semigroup is positive and preserves C1([0,∞)). More precisely if f ∈ C1([0,∞)), then the
function (t, x) 7→Mtf(x) is continuously differentiable on [0,∞)2 and

∂tMtf(x) = LMtf(x) = MtL f(x),

where L is defined in Theorem 5.3. The space B(V ) is invariant under (Mt)t≥0 and for any
µ ∈ M(V ), we can define by duality µMt ∈ M(V ). The family (µMt)t≥0 is solution to (5.5) with
initial data µ, in a weak sense made precise in Appendix 6.3.

Let x0 ≥ 0 and B > 0 such that for all x ≥ x0, B(x) ≥ B. Now define

t0 =
1 + z0 + (1 + ε)x0

1− z0
+

1

2
, t1 =

1− z0

2z0
, τ = t0 + t1, (5.8)

and for all integer n ≥ 0,

yn =
(1 + z0

2z0

)n
+ x0.

Lemma 5.4. i) Setting ϕ(x) = 1 −
√
x + x, we have ψ ≤ ϕ ≤ 2ψ and there exist ζ > 0 and

a < b < ξ such that

LV ≤ aV + ζψ, Lψ ≥ bψ, Lϕ ≤ ξϕ,
where L is the generator of (Mt)t≥0 in the sense defined in Section 2.2.
ii) For all n ≥ 0, all x ∈ [0, yn], and all f : [0,∞)→ [0,∞) locally bounded we have

Mτf(x) ≥ e−τB(yn+τ) (c0B)n+1

1− z0

tn1
n!
ν(f),

where ν is the probability measure defined by

ν(f) =

∫ z0(y0+τ)+1

z0(y0+τ)

f(y) dy.

iii) For all η > 0 there exists cη > 0 such that for all t, x ≥ 0 and y ∈ [ηx, x]

cη ≤
Mtψ(y)

Mtψ(x)
≤ 1.

iv) For all n ≥ 0, there exists d > 0 such that

d
Mtψ(x)

ψ(x)
≤ Mtψ(y)

ψ(y)

for all t ≥ 0, x ∈ [0, yn] and y ∈ [z0(y0 + τ), z0(y0 + τ) + 1] = supp ν.

Proof of Lemma 5.4 i). Since by Proposition 6.3 the identity ∂tMt = MtL is valid for all C1

functions and the semigroup M is positive, we only need to prove that L V ≤ aV + ζψ, Lψ ≥
bψ, Lϕ ≤ ξϕ. First,

L xr = rxr−1 + (℘r − 1)B(x)xr



A NON-CONSERVATIVE HARRIS ERGODIC THEOREM 27

for any r ≥ 0. We deduce that

2 Lψ(x) = 1 + (℘0 − 1)B(x) ≥ 0,

so that b = 0 suits. For ϕ we have

Lϕ(x) = 1− 1

2
√
x

+ (℘0 − 1)B(x)− (℘ 1
2
− 1)B(x)

√
x.

Since x 7→ (℘0 − 1)− (℘ 1
2
− 1)
√
x is negative for x >

(
℘0−1
℘1/2−1

)2
and B is increasing we deduce

Lϕ(x) ≤ 1 + (℘0 − 1)B

(( ℘0 − 1

℘ 1
2
− 1

)2
)

=:
ξ

2
≤ ξϕ(x).

For V we have

L V (x) = kxk−1 + (℘0 − 1)B(x) + (℘k − 1)B(x)xk =
[(

(℘k − 1) + (℘0 − 1)x−k
)
B(x) +

k

x

]
︸ ︷︷ ︸
→ l:=(℘k−1) limx→+∞ B(x) when x→+∞

xk.

Since ℘k < 1 and B is increasing, the limit l belongs to [−∞, 0) and we can find x1 > 0 such that
for all x ≥ x1,

L V (x) ≤ axk = aV (x)− a,
where a = max{l/2,−1} < 0. For all x ∈ [0, x1] we have

L V (x) ≤ kxk−1
1 + (℘0 − 1)B(x1)

and finally setting ζ = 2(kxk−1
1 + (℘0 − 1)B(x1)− a), we get that for all x ≥ 0

L V (x) ≤ aV (x) +
ζ

2
≤ aV (x) + ζψ(x).

It ends the proof of i). �

Before proving ii), let us briefly comment on the definition of t0, t1 and yn. The time t1 and
the sequence yn are chosen in such a way that

y0 > 0, y0 ≥ x0, lim
n→∞

yn = +∞, and z0(yn+1 + t1) ≤ yn.

The choice of t0 appears in the proof of the case n = 0 and the definition of ν.

Since τ is independent of n and yn → +∞ when n → ∞ we can find R and n large enough
so that supp ν ⊂ K ⊂ [0, yn], where K = {x, V (x) ≤ Rψ(x)}, and thus ii) guarantees that
Assumption (A3) is satisfied with time τ on K. More precisely it suffices to take R and n large
enough so that

1 + (z0(y0 + τ) + 1)k

1 + z0(y0 + τ) + 1
≤ R

2
≤ 1 + ykn

1 + yn
. (5.9)

Proof of Lemma 5.4 ii). Let f ≥ 0. We prove by induction on n that for all x ∈ [0, yn] and all
t ∈ [0, t1] we have

Mt0+tf(x) ≥ e−(t0+t)B(yn+τ) (c0B)n+1

1− z0

tn

n!
ν(f), (5.10)

which yields the desired result by taking t = t1.

We start with the case n = 0. The Duhamel formula

Mtf(x) = f(x+ t)e−
∫ t
0
B(x+s)ds +

∫ t

0

e−
∫ s
0
B(x+s′)ds′B(x+ s)

∫ 1

0

Mt−sf(z(x+ s))℘(dz) ds

ensures, using the positivity of Mt and the growth of B, that for all t, x ≥ 0

Mtf(x) ≥ e−tB(x+t)

∫ t

0

B(x+ s)

∫ 1

0

f(z(x+ s) + t− s)℘(dz) ds.
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Thus for t ≥ x0 we have for all x ≥ 0, using Assumption (5.6) for the second inequality,

Mtf(x) ≥ e−tB(x+t)B

∫ t

x0

∫ 1

0

f(z(x+ s) + t− s)℘(dz) ds

≥ e−tB(x+t)B
c0

1− z0

∫ (z0−ε)(x+x0)+t−x0

z0(x+t)

f(y) dy.

We deduce that for t ∈ [t0, t0 + t1] and x ∈ [0, y0]

Mtf(x) ≥ e−tB(x0+τ)B
c0

1− z0

∫ (z0−ε)x0+t0−x0

z0(x0+t0+t1)

f(y) dy.

The time t0 has been defined in such a way that (z0 − ε)x0 + t0 − x0 = z0(x0 + t0 + t1) + 1 so∫ (z0−ε)x0+t0−x0

z0(x0+t0+t1)
f(y) dy = ν(f) and this finishes the proof of the case n = 0.

Assume that (5.10) holds for n and let’s check it for n + 1. By Duhamel formula, using that
yn ≥ x0 and z0(yn+1 + t1) ≤ yn, we get for x ∈ [yn, yn+1] and t ∈ [0, t1],

Mt0+tf(x) ≥
∫ t

0

e−
∫ s
0
B(x+s′)ds′B(x+ s)

∫ 1

0

Mt0+t−sf(z(x+ s))℘(dz) ds

≥ B
∫ t

0

e−sB(xn+1+t1)

∫ z0

0

Mt0+t−sf(z(x+ s))℘(dz) ds

≥ Bn+2 cn+1
0

1− z0
ν(f)

∫ t

0

e−sB(xn+1+t1)e−(t0+t−s)B(xn+τ) (t− s)n

n!

∫ z0

0

℘(dz) ds

≥ e−(t0+t)B(yn+1+τ)Bn+2 cn+2
0

1− z0

tn+1

(n+ 1)!
ν(f)

and the proof is complete. �

We now turn to the proof of iii) and iv), which uses the monotonicity results proved in
Lemma 6.5, see Appendix 6.3.

Proof of Lemma 5.4 iii). The second inequality readily follows from Lemma 6.5 ii). For the first
one, we start with a technical result on ℘. Due to the assumption we made on ℘, if we set z1 >
max(z0, 1− c0

(
z0 − ε/2)), we have

% :=

∫ 1

z1

℘(dz) ≤ 1

z1

(
1−

∫ z1

0

z ℘(dz)
)
≤

1− c0
(
z0 − ε/2)

z1
< 1.

Using Lemma 6.5 ii) and iii), we deduce that for all t ≥ s ≥ 0 and all x ≥ 0∫ 1

0

Mt−sψ(z(x+ s))℘(dz) ≤
∫ 1

0

Mtψ(zx)℘(dz) ≤ ℘0Mtψ(z1x) + %Mtψ(x).

Now from the Duhamel formula we get, using that t 7→ t e−
∫ t
0
B(s) ds is bounded on [0,∞),

Mtψ(x) = ψ(x+ t)e−
∫ t
0
B(x+s) ds +

∫ t

0

e−
∫ s
0
B(x+s′) ds′B(x+ s)

∫ 1

0

Mt−sψ(z(x+ s))℘(dz)ds

≤ (1 + x+ t)e−
∫ t
0
B(s) ds +

(
1− e−

∫ t
0
B(x+s) ds

)(
℘0Mtψ(z1x) + %Mtψ(x)

)
≤ C0ψ(x) + ℘0Mtψ(z1x) + %Mtψ(x).

Choosing an integer n such that zn1 ≤ η we obtain

Mtψ(x) ≤ C0

1− %

n−1∑
k=0

( ℘0

1− %

)k
ψ(x) +

( ℘0

1− %

)n
Mtψ(ηx) = C1ψ(x) + C2Mtψ(ηx)

and since Mtψ(ηx) ≥ ψ(ηx) ≥ ηψ(x) we obtain for any y ∈ [ηx, x],

Mtψ(y)

Mtψ(x)
≥ Mtψ(ηx)

C1ψ(x) + C2Mtψ(ηx)
≥ η

C1 + C2η
,
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which ends the proof. �

Proof of Lemma 5.4 iv). Point iii) applied with η = z0(y0+τ)/yn gives, together with Lemma 6.5 ii),
that for all x ∈ [0, yn] and y ∈ [z0(y0 + τ), z0(y0 + τ) + 1],

Mtψ(y) ≥Mtψ(z0(y0 + τ)) ≥ cηMtψ(yn) ≥ cηMtψ(x).

Besides, ψ(x)/ψ(y) = (1 + x)/(1 + y) ≥ 1/(z0(y0 + τ) + 2) and we get

Mtψ(y)

ψ(y)
≥ cη
z0(y0 + τ) + 2

Mtψ(x)

ψ(x)
,

which ends the proof. �

We are now in position to prove Theorem 5.3.

Proof of Theorem 5.3. Fix τ defined in (5.8). In Lemma 5.4 i) we have verified the assumptions of
Proposition 2.2, so we can find a real R > 0 and an integer n ≥ 0 large enough so that (5.9) and
Assumptions (A1)-(A2) are satisfied with K = {V ≤ Rψ}. Then, points ii) and iv) in Lemma 5.4
ensure that Assumptions (A3) and (A4) are also satisfied. So Assumption A is verified for (V, ψ)
and by virtue of Theorem 2.1 inequality (5.7) is proved, as well as the bounds on h. It remains
to check that h is continuously differentiable and that h and γ satisfy the eigenvalue equations
L h = λh and γL = λγ. By definition of h, the Duhamel formula gives

h(x)eλt = h(x+ t)e−
∫ t
0
B(x+s)ds +

∫ t

0

e−
∫ s
0
B(x+s′)ds′B(x+ s)

∫ 1

0

eλ(t−s)h(z(x+ s))℘(dz) ds

and we deduce that for any x > 0 the function t 7→ h(t + x) is continuous and then continuously
differentiable. Moreover, we have the identity ∂tMth = MtL h and since Mth = eλth we deduce
L h = λh.
For the equation on γ, we start from Proposition 6.4 which ensures that

eλtγ(f) = (γMt)(f) = γ(f) +

∫ t

0

(γMs)(L f) ds = γ(f) +
eλt − 1

λ
γ(L f).

for any f ∈ C1
c ([0,∞)). Differentiating with respect to t yields the result. �

5.3. Comments and a few perspectives. The proof of Theorem 2.1 consists in first proving
the V -uniform ergodicity of the discrete time semigroup (Mnτ )n≥0 = (Mn

τ )n≥0, and then extend
it to the continuous setting. We can thus state analogous results for a discrete time semigroup
(Mn)n∈N by making the following assumption for a couple of positive functions (V, ψ) with ψ ≤ V .

Assumption B. There exist some integer τ > 0, real numbers β > α > 0, θ > 0, (c, d) ∈ (0, 1]2,
some set K ⊂ X such that supK V/ψ < ∞, and some probability measure ν on X supported by
K such that

(B1) MτV ≤ αV + θ1Kψ,

(B2) Mτψ ≥ βψ,

(B3) inf
x∈K

Mτ (fψ)(x)

Mτψ(x)
≥ c ν(f) for all f ∈ B+(V/ψ),

(B4) ν

(
Mnτψ

ψ

)
≥ d sup

x∈K

Mnτψ(x)

ψ(x)
for all positive integers n.

The discrete time counterpart of Theorem 2.1 is stated below.

Theorem 5.5. i) Let (V, ψ) be a couple of measurable functions from X to (0,∞) such that ψ ≤ V
and which satisfies Assumption B. Then, there exists a unique triplet (γ, h, λ) ∈M+(V )×B+(V )×
R of eigenelements of M with γ(h) = ‖h‖B(V ) = 1, i.e. satisfying

γM = λγ and Mh = λh. (5.11)
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Moreover, there exists C > 0 and ρ ∈ (0, 1) such that for all n ≥ 0 and µ ∈M(V ),∥∥λ−nµMn − µ(h)γ
∥∥
M(V )

≤ C ‖µ‖M(V ) ρ
−n. (5.12)

ii) Assume that there exist a positive measurable function V, a triplet (γ, h, λ) ∈M+(V )×B+(V )×
R, and constants C, ρ > 0 such that (5.11) and (5.12) hold. Then, the couple (V, h) satisfies
Assumption B.

When infX V > 0 we also have, as in Corollary 3.7, the existence of C > 0 and π ∈ P(V ) such
that for all µ ∈ P(V ) and n ≥ 0, ∥∥∥∥ µMn

µMn1
− π

∥∥∥∥
TV

≤ Cµ(V )

µ(h)
ρn.

As a consequence, Assumption B gives sufficient conditions to have the existence, uniqueness and
convergence to a QSD for a Markov chain. The convergence of the Q-process, the description of
the domain of attraction and the bounds on the extinction times can be then obtained by usual
procedure, see e.g. [24, 88].

For the sake of simplicity, we have not allowed ψ to vanish in this paper. This excludes reducible
structures. To illustrate this, let us consider the simple case of [11, Example 3.5] where X = {1, 2}
and

M =

(
a b
0 c

)
with a, b, c > 0. For any µ such that µ({1}) = 0 we have c−nµMn = µ({2})δ2. If µ({1}) > 0 and
c > a, we can apply Theorem 5.5 with the right eigenvector

ψ = (b, c− a) = b1{1} + (c− a)1{2}

and show that, up to normalisation, µMn converges to δ2. When c ≤ a, we cannot use Theorem 5.5
and there is no positive right eigenvector. However, allowing ψ to vanish enables handling the case
c < a, as in [24, Section 6]. Focusing on initial measures µ such that µ(ψ) > 0, a large part of
our results actually holds when ψ ≥ 0. Indeed (B2) gives that if µ(ψ) > 0 then µMnψ > 0 for
every n ≥ 0. The critical case a = c is a situation where there is no spectral gap. We believe that
our approach could also be extended to the study of semigroups without spectral gap by allowing
n-dependent constants d = dn in (B4), similarly as in [11, Assumption (H4)].

The discrete time result allows us to deduce V -uniform ergodicity, not only for continuous time
semigroups as in Theorem 2.1, but also in a time periodic setting. We say that an propagator
(Ms,t)0≤s≤t is T -periodic if Ms+T,t+T = Ms,t for all t ≥ s ≥ 0, and Theorem 5.5 allows deriving
some extension of the Floquet theory of periodic matrices [46] to such periodic propagators. We
say that (γs,t, hs,t, λF )0≤s≤t is a Floquet eigenfamily for the T -periodic propagator (Ms,t)0≤s≤t if
the families (γs,t)0≤s≤t and (hs,t)0≤s≤t are T -periodic in the sense that

γs+T,t+T = γs,t = γs,t+T and hs+T,t+T = hs,t = hs,t+T

for all t ≥ s ≥ 0, and are associated to the Floquet eigenvalue λF in the sense that

γs,sMs,t = eλF (t−s)γs,t and Ms,tht,t = eλF (t−s)hs,t

for all t ≥ s ≥ 0. Starting from Theorem 5.5 and following the proof of [8, Theorem 3.15], we
obtain the periodic result stated below.

Theorem 5.6. Let (Ms,t)0≤s≤t be a T -periodic propagator such that (s, t) 7→ ‖Ms,tV ‖B(V ) is
locally bounded, and suppose that Ms,s+T satisfies Assumption B for some functions V ≥ ψ > 0
and some s ∈ [0, T ). Then there exist a unique T -periodic Floquet family (γs,t, hs,t, λF )0≤s≤t ⊂
M+(V ) × B+(V ) × R such that γs,s(hs,s) = ‖hs,s‖B(V ) = 1 for all s ≥ 0, and there exist C ≥ 1,
ω > 0 such that for all t ≥ s ≥ 0 and all µ ∈M(V ),∥∥e−λF (t−s)µMs,t − µ(hs,s)γs,t

∥∥
M(V )

≤ Ce−ω(t−s) ‖µ− µ(hs,s)γs,s‖M(V ) .
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This theorem may prove useful for investigating models that arise in biology when taking into
account the time periodicity of the environment. An example is given in [48, Section 6] which leads
to a periodic growth-fragmentation equation, and the Floquet eigenvalue is compared to some time
averages of Perron’s.

Beyond the periodic case, several extensions to the fully non-homogeneous setting are expected,
in the same vein as [8]. We can now relax the “coming down from infinity” property imposed by
the generalized Doeblin condition of [8] and thus capture a larger class of non-autonomous linear
PDEs. This would allow extending some ergodic results of optimal control problems, as the ones
in [21], to the infinite dimension. Similarly, let us recall that the expectation of a branching process
yields the first moment semigroup, which usually drives the extinction of the process (criticality)
and provides its deterministic renormalization (Kesten-Stigum theorem). The method of this paper
should provide a powerful tool to analyse the first moment semigroup of a branching process with
infinite number of types, including in varying environment, see [6, 7, 67] for some motivations in
population dynamics and queuing systems. We also mention that time inhomogeneity provides a
natural point of view to deal with non-linearity in large population approximations of systems with
interaction. These points should be partially addressed in forthcoming works.

6. Appendix

6.1. Conservative operators. The following useful result is a direct generalization of the con-
traction result of Hairer and Mattingly [53], in the same vein as [24, 67]. We consider a positive
operator P acting both on bounded measurable functions f : X → R on the right and on bounded
measures µ of finite mass on the left, and such that (µP )f = µ(Pf). Note that the right action of
P extends trivially to any measurable function f : X → [0,+∞]. We assume that P is conservative
in the sense that P1 = 1. In other words, if µ is a probability measure, then so does µP.

Theorem 6.1. Assume that there exist two measurable functions V ,W : X → [0,∞), (a, b) ∈
(0, 1)2, c > 0, R > 2c/(1− a) and a probability measure ν on X such that:

• for all x ∈ X ,
PV (x) ≤ aW + c, (6.1)

• for all x ∈ {W ≤ R},
δxP ≥ bν. (6.2)

Then, there exist y ∈ (0, 1) and κ > 0 such that for all probability measures µ1, µ2,

‖µ1P − µ2P‖M(1+κV ) ≤ y ‖µ1 − µ2‖M(1+κW ) .

In particular, for any b′ ∈ (0, b) and a′ ∈ (a + 2c/R, 1), one can choose

κ =
b′

c
, y = max

{
1− (b− b′),

2 + κRa′

2 + κR

}
.

Usually, for conservative semigroups and Markov chains [53, 71], Theorem 6.1 is stated and
used with one single function V = W . For the sake of completeness, we briefly give the proof of
Theorem 6.1, which is an adaptation of [53, Theorem 1.3]. For any function V : X → [0,∞), let
us define the following distance on X :

distV (x, y) =

{
0 x = y

2 + V (x) + V (y) x 6= y

We also introduce a semi-norm on measurable functions f : X → R defined by

‖f‖Lip(V ) = sup
x 6=y

|f(x)− f(y)|
distV (x, y)

,

and the associated (Wasserstein) metric on the set of probability measures given by

distV (µ1, µ2) = sup
‖f‖Lip(V )≤1

∫
X
f(x)(µ1 − µ2)(dx) = ‖µ1 − µ2‖M(1+V ) ,

using [53, Lemma 2.1]. We prove now Theorem 6.1, which is a simple adaptation of the proofs of
Theorems 1.3 and 3.1 in [53].
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Proof of Theorem 6.1. Let f be a test function such that ‖f‖Lip(κV ) ≤ 1 and take x 6= y. Fix

a′ ∈ (a + 2c/R, 1) and b′ ∈ (0, b), and set κ = b′/c and

y = max {1− b + b′, (2 + κRa′)/(2 + κR)} .

Considering successively the cases W (x) + W (y) ≥ R and W (x) + W (y) ≤ R as in [53, Proof of
Theorem 3.1], and using (6.1) and (6.2), we obtain

|Pf(x)− Pf(y)| ≤ y distκW (x, y),

so that ‖Pf‖Lip(κW ) ≤ y. Finally, for any probability measure µ1 and µ2,

distκV (µ1P, µ2P ) = sup
‖f‖Lip(κV )≤1

∫
X
Pf(x)(µ1 − µ2)(dx)

≤ sup
‖Pf‖Lip(κW )≤y

∫
X
Pf(x)(µ1 − µ2)(dx) = y distκW (µ1, µ2)

and the proof is complete. �

6.2. Localization argument. We detail here how the drift conditions (5.1)-(5.2) ensure (5.3)-
(5.4), namely

En[V (Xt)] ≤ V (x) +

∫ t

0

En[(aV + ζψ)(Xs)]ds,

ψ(x) +

∫ t

0

En[bψ(Xs)]ds ≤ Ex[ψ(Xt)] ≤ ψ(x) +

∫ t

0

En[ξψ(Xs)]ds,

for all n ≥ 1 and t ≥ 0. Following [72], for m ≥ 1, we let Tm = inf{t > 0 : Xt ≥ m} and (Xm
t )t≥0

be the Markov process defined by Xm
t = Xt1t<Tm . We extend functions V, ψ on N by setting

V (0) = ψ(0) = 0. Using (5.1), (5.2), V (0) ≤ V (m) and writing Om = {0, 1, . . .m− 1}, the strong
generator Lm of Xm satisfies

LmV ≤ aV + ζψ and Lmψ ≤ ξψ on Om

Lmψ(m− 1) = Lψ(m− 1)− bψ(m) ≥ b(1− η)ψ(m− 1)

Lmψ ≥ bψ on Om−1.

First, using LmV ≤ (a + ζ)V on Om and V (n) → ∞ as n → ∞, [72, Theorem 2.1] ensures that
limm→∞ Tm =∞ and

En[V (Xt)] ≤ e(a+ζ)tV (n)

for every n ∈ N. Second Lmψ ≤ ξψ on Om and ψ is bounded on Om. Using that Xm coincides
with X on [0, Tm), Fatou’s lemma and Kolmogorov equation give

En[ψ(Xt)] ≤ lim inf
m→∞

Ex[ψ(Xm
t )]

= ψ(n) + lim inf
m→∞

En

[∫ t∧Tm

0

Lmψ(Xs)ds

]
≤ ψ(x) + ξ

∫ t

0

En[ψ(Xs)]ds.

Moreover ψ(Xm
t ) = 1t≤Tmψ(Xt) ≤ ψ(Xt) and Xm

t → Xt as m→∞. Using Lmψ ≥ bψ−bηψ1m−1

on Om and bounded convergence twice yields E(
∫ t

0
ψ(Xs)1Xs=m−1ds)→ 0 as m→∞ and

En[ψ(Xt)] = lim
m→∞

Ex[ψ(Xm
t )]

= ψ(n) + lim
m→∞

En

[∫ t∧Tm

0

Lmψ(Xs)ds

]
≥ ψ(x) + b

∫ t

0

En[ψ(Xs)]ds.

Using Fatou’s lemma as above for V ends the proof of (5.3)-(5.4).
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6.3. The growth-fragmentation semigroup. We give here the details of the construction of
the growth-fragmentation semigroup and prove its basic properties, along the lines of [41, 49, 50].
For a function f ∈ Bloc([0,∞)), we define the family (Mtf)t≥0 ⊂ Bloc([0,∞)) through the Duhamel
formula

Mtf(x) = f(x+ t)e−
∫ t
0
B(x+s)ds +

∫ t

0

e−
∫ s
0
B(x+s′)ds′B(x+ s)

∫ 1

0

Mt−sf(z(x+ s))℘(dz) ds.

We first prove that this indeed defines uniquely the family (Mtf)t≥0. Then, we verify that the
associated family (Mt)t≥0 is a semigroup of linear operators, which provides the unique solution
to the growth-fragmentation (5.5) on the space M(V ) with V (x) = 1 + xk, k > 1. Finally we
provide some useful monotonicity properties for this semigroup, which are consequences of the
monotonicity assumption on B.

Lemma 6.2. For any f ∈ Bloc([0,∞)) there exists a unique f̄ ∈ Bloc([0,∞)2) such that for all
t ≥ 0 and x ≥ 0

f̄(t, x) = f(x+ t)e−
∫ t
0
B(x+s)ds +

∫ t

0

e−
∫ s
0
B(x+s′)ds′B(x+ s)

∫ 1

0

f̄(t− s, z(x+ s))℘(dz) ds.

Moreover if f is nonnegative/continuous/continuously differentiable, then so does f̄ . In the latter
case f̄ satisfies the partial differential equation

∂tf̄(t, x) = L f̄(t, x) = ∂xf̄(t, x) +B(x)

[ ∫ 1

0

f̄(t, zx)℘(dz)− f̄(t, x)

]
.

Proof. Let f ∈ Bloc([0,∞) and define on Bloc([0,∞)2) the mapping Γ by

Γg(t, x) = f(x+ t)e−
∫ t
0
B(x+s)ds +

∫ t

0

e−
∫ s
0
B(x+s′)ds′B(x+ s)

∫ 1

0

g(t− s, z(x+ s))℘(dz) ds.

Now for T,A > 0 define the set ΩT,A = {(t, x) ∈ [0, T ]× [0,∞), x+t < A} and denote by Bb(ΩT,A)
the Banach space of bounded measurable functions on ΩT,A, endowed with the supremum norm
‖ · ‖∞. Clearly Γ induces a mapping Bb(ΩT,A) → Bb(ΩT,A), still denoted by Γ. To build a fixed
point of Γ in Bloc([0,∞)2) we prove that it admits a unique fixed point in any Bb(ΩA,A).

Let A > 0 and T < 1/(℘0B(A)). For any g1, g2 ∈ Bb(ΩT,A) we have

‖Γg1 − Γg2‖∞ ≤ ℘0TB(A)‖g1 − g2‖∞
and Γ is a contraction. The Banach fixed point theorem then guarantees the existence of a unique
fixed point gT,A of Γ in Bb(ΩT,A). The same argument on ΩT,A−T ensures that gT,A can be extended
into a unique fixed point g2T,A of Γ on Ω2T,A. Iterating the procedure we finally get a unique fixed
point gA of Γ in Bb(ΩA,A).

For A′ > A > 0 we have gA′ |ΩA = gA by uniqueness of the fixed point in Bb(ΩA), and we can

define f̄ by setting f̄|ΩA = gA for any A > 0. Clearly the function f̄ thus defined is the unique

fixed point of Γ in Bloc([0,∞)2). Since Γ preserves the closed cone of nonnegative functions if f is
nonnegative, the fixed point f̄ necessarily belongs to this cone when f is nonnegative. Similarly,
the space C([0,∞)2) of continuous functions being a closed subspace of Bloc([0,∞)2), the fixed
point f̄ is continuous when f is so.

Consider now that f is continuously differentiable on [0,∞). The space C1([0,∞)2) is not
closed in Bloc([0,∞)2) for the norm ‖ · ‖∞. For proving the continuous differentiability of f̄ we
repeat the fixed point argument in {g ∈ C1(ΩT,A), g(0, ·) = f}, endowed with the norm ‖g‖C1 =
‖g‖∞ + ‖∂tg‖∞ + ‖∂xg‖∞. Differentiating Γg with respect to t we get

∂tΓg(t, x) = L f(x+ t)e−
∫ t
0
B(x+s)ds +

∫ t

0

e−
∫ s
0
B(x+s′)ds′B(x+ s)

∫ 1

0

∂tg(t− s, z(x+ s))℘(dz) ds

and differentiating the alternative formulation

Γg(t, x) = f(x+ t)e−
∫ x+t
x

B(y)dy +

∫ x+t

x

e−
∫ y
x
B(y′)dy′B(y)

∫ 1

0

g(t+ x− y, zy)℘(dz) dy
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with respect to x we obtain

∂xΓg(t, x) = L f(x+ t)e−
∫ x+t
x

B(y)dy +B(x)
(
f(x+ t)e−

∫ x+t
x

B(y)dy −
∫ 1

0

g(t, zx)℘(dz)
)

+B(x)

∫ x+t

x

e−
∫ y
x
B(y′)dy′B(y)

∫ 1

0

g(t+ x− y, zy)℘(dz) dy

+

∫ x+t

x

e−
∫ y
x
B(y′)dy′B(y)

∫ 1

0

∂tg(t+ x− y, zy)℘(dz) dy

=
[
L f(x+ t) +B(x)f(x+ t)−B(x)

∫ 1

0

f(zx)℘(dz)
]
e−

∫ x+t
x

B(y)dy

+

∫ x+t

x

e−
∫ y
x
B(y′)dy′

(
B(y)−B(x)

) ∫ 1

0

∂tg(t+ x− y, zy)℘(dz) dy

+B(x)

∫ x+t

x

e−
∫ y
x
B(y′)dy′

∫ 1

0

∂xg(t+ x− y, zy)z℘(dz) dy.

On the one hand using the second expression of ∂xΓg(t, x) above we deduce that for g1, g2 ∈
C1(ΩT,A) such that g1(0, ·) = g2(0, ·) = f we have

‖Γg1 − Γg2‖C1 ≤ 2℘0TB(A)‖g1 − g2‖C1 .

Thus Γ is a contraction for T < 1/(2℘0TB(A)) and this guarantees that the fixed point f̄ necessarily
belongs to C1([0,∞)2). On the other hand using the first expression of ∂xΓg(t, x) we have

∂tΓg(t, x)− ∂xΓg(t, x) = B(x)

[ ∫ 1

0

g(t, zx)℘(dz)− Γg(t, x)

]
and accordingly the fixed point satisfies ∂tf̄ = L f̄ . �

With Lemma 6.2 at hand we can define for any t ≥ 0 the mapping Mt on Bloc(0,∞) by setting

Mtf(x) = f̄(t, x).

Proposition 6.3. The family (Mt)t≥0 defined above is a positive semigroup of linear operators
on Bloc([0,∞)). If f ∈ C1([0,∞)) then the function (t, x) 7→Mtf(x) is continuously differentiable
and satisfies

∂tMtf(x) = LMtf(x) = MtL f(x).

Additionally for any k > 1 the space B(V ) with V (x) = 1 +xk is invariant under (Mt)t≥0, and for
all t ≥ 0 the restriction of Mt to B(V ) is a bounded operator.

Proof. The linearity and the semigroup property readily follow from the uniqueness of the fixed
point in Lemma 6.2. The positivity and the stability of C1([0,∞)) are direct consequences of
Lemma 6.2, as well as the relation ∂tMtf = LMtf. For getting the second one ∂tMtf = MtL f,
it suffices to remark from the computation of ∂tΓg in the proof of Lemma 6.2 that ∂tMtf is the
unique fixed point of Γ with initial data L f. For the invariance of B(V ) we compute

L V (x) = 1 + kxk−1 + (℘0 − 1)B(x) + (℘k − 1)B(x)xk

which is bounded on [0,∞) since (℘0 − 1)B(x) + (℘k − 1)B(x)xk ≤ 0 when x ≥
(
℘0−1
1−℘k

) 1
k . We

deduce that there exists C > 0 such that L V ≤ CV and since V ∈ C1([0,∞)) we get

MtV (x) = V (x) +

∫ t

0

Ms(L V )(x) ds ≤ eCtV (x).

Positivity of Mt then yields ‖Mtf‖B(V ) ≤ eCt‖f‖B(V ). �

Now we define, for t ≥ 0 and µ ∈ M+(V ), the positive measure µMt by setting for any
measurable set A ⊂ [0,∞)

(µMt)(A) = µ(Mt1A).

Then, for µ ∈M(V ) we define µMt ∈M(V ) as the equivalence class of (µ+Mt, µ−Mt).
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Proposition 6.4. The family (Mt)t≥0 defined above is a positive semigroup of bounded linear
operators onM(V ). Moreover for any µ ∈M(V ) the family (µMt)t≥0 is solution to Equation (5.5)
in the sense that for all f ∈ C1

c ([0,∞)) and all t ≥ 0

(µMt)(f) = µ(f) +

∫ t

0

(µMs)(L f) ds.

Proof. Let µ ∈ M(V ) and f ∈ C1
c ([0,∞)). From Proposition 6.3 we know that ∂tMtf = MtL f

which gives by integration in time

Mtf(x) = f(x) +

∫ t

0

MsL f(x) ds = f(x) +

∫ t

0

Ms(f
′ −Bf)(x) ds+

∫ t

0

MsFf(x) ds

for all x ≥ 0, where we have set

Ff(x) = B(x)

∫ 1

0

f(zx)℘(dz).

Since f ′−Bf ∈ B(V ) we have |Ms(f
′−Bf)| ≤ ‖f ′ −Bf‖B(V ) eCsV and Fubini’s theorem ensures

that

µ
(∫ t

0

Ms(f
′ −Bf) ds

)
=

∫ t

0

(µMs)(f
′ −Bf) ds.

The last term deserves a bit more attention since Ff can be not bounded by V. Consider g ∈
C1
c ([0,∞)) such that g ≥ |f |. By positivity of Ms and F we have |MsFf | ≤MsF|f | ≤MsFg and

since g ∈ C1
c (0,∞)

µ±

(∫ t

0

MsFg ds
)

= µ±

(
Mtg − g −

∫ t

0

Ms(g
′ −Bg) ds

)
< +∞.

Then (s, x) 7→MsFf(x) is (ds× µ)-integrable and Fubini’s theorem yields

µ
(∫ t

0

MsFf ds
)

=

∫ t

0

(µMs)(Ff) ds,

which ends the proof. �

We end this appendix by giving some monotonicity results on (Mt)t≥0, which are useful for
verifying (A4) in Section 5.2. They are valid under the monotonicity assumption we made on the
fragmentation rate B.

Lemma 6.5. i) For any x ≥ 0, t 7→Mtψ(x) is increasing.
ii) For any t ≥ 0, x 7→Mtψ(x) is increasing.
iii) For any T > 0, z ∈ [0, 1] and x ≥ 0, t 7→Mtψ

(
z(x+ T − t)

)
increases on [0, T ].

Proof. The point i) readily follows from ∂tMtψ = Mt(Lψ), since Mt is positive and 2 Lψ(x) =
1 + (℘0 − 1)B(x) ≥ 0.
Let us prove ii). Define f(t, x) = ∂xMtψ(x) which satisfies

∂tf(t, x) = ∂xf(t, x)−B(x)f(t, x) +B(x)

∫ 1

0

f(t, zx)z℘(dz) + C(x),

with C(x) = −B′(x)Mtψ(x)+B′(x)
∫ 1

0
Mtψ(zx)℘(dz). Since ∂tMtψ(x) = LMtψ(x), ∂tMtψ(x) ≥

0, and B′ ≥ 0, we have

C(x) =
B′(x)

B(x)

(
∂tMtψ(x)− ∂xMtψ(x)

)
≥ −B

′(x)

B(x)
f(t, x)

and as a consequence

∂tf(t, x) ≥ A f(t, x) := ∂xf(t, x)−
(
B(x) +

B′(x)

B(x)

)
f(t, x) +B(x)

∫ 1

0

f(t, zx)z℘(dz).

Similarly to L the operator A generates a positive semigroup (Ut)t≥0. It is a standard result that
it enjoys the following maximum principle ∂tf(t, x) ≥ A f(t, x) =⇒ f(t, x) ≥ Utf0(x), where
f0 = f(0, ·). Since f(0, x) = ψ′(x) = 1

2 ≥ 0 we deduce from the positivity of Ut that f(t, x) ≥ 0 for
all t, x > 0, which ends the proof of ii).
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We turn to the proof of iii). The case z = 0 corresponds to ii) and we consider now z ∈ (0, 1].
Setting f(t, x) = Mtψ

(
z(x+ T − t)

)
we have using ii), ∂xf(t, x) = z ∂xMtψ

(
z(x+ T − t)

)
≥ 0 and

∂tf(t, x) = (∂tMtψ)
(
z(x+ T − t)

)
− z (∂xMtψ)

(
z(x+ T − t)

)
=

1− z
z

∂xf(t, x)−B
(
z(x+ T − t)

)
f(t, x)

+B
(
z(x+ T − t)

) ∫ 1

0

f
(
t, z′x− (1− z′)(T − t)

)
℘(dz′). (6.3)

Now define g(t, x) = ∂tf(t, x) and differentiate the above equation with respect to t and use again
(6.3) to get

∂tg(t, x) =
1− z
z

∂xg(t, x)−B
(
z(x+ T − t)

)
g(t, x)

+B
(
z(x+ T − t)

) ∫ 1

0

g
(
t, z′x− (1− z′)(T − t)

)
℘(dz′)

+ z
B′

B

(
z(x+ T − t)

)(1− z
z

∂xf(t, x)− g(t, x)
)

+B
(
z(x+ T − t)

) ∫ 1

0

(1− z′)∂xf
(
t, z′x− (1− z′)(T − t)

)
℘(dz′)

and using the positivity of ∂xf, B and B′ we finally obtain

∂tf(t, x) ≥ 1− z
z

∂xg(t, x)−
(
B + z

B′

B

)(
z(x+ T − t)

)
g(t, x)

+B
(
z(x+ T − t)

) ∫ 1

0

g
(
t, z′x− (1− z′)(T − t)

)
℘(dz′).

Since g(0, x) = 1−z
2 + ℘0−1

2 B
(
z(x+ T )

)
≥ 0 we deduce from the maximum principle that g(t, x) ≥

0. �
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Université Paris-Est, 2019.



38 VINCENT BANSAYE, BERTRAND CLOEZ, PIERRE GABRIEL, AND ALINE MARGUET
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[63] M. G. Krĕın and M. A. Rutman. Linear operators leaving invariant a cone in a Banach space. Amer. Math.
Soc. Translation, 1950(26):128, 1950.

[64] T. Kurtz, R. Lyons, R. Pemantle, and Y. Peres. A conceptual proof of the Kesten-Stigum theorem for multi-type

branching processes. Classical and Modern Branching Processes. Springer, New York, 1997.
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