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*Consejo Nacional de Investigaciones Cientificas y Técnicas
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Organizing, International Organizing and Scientific Committees

Scientific Committee

e |Arnon Avron, University of Tel-Aviv, Israel

e |Johan van Benthem) University of Amsterdam, The Netherlands
and Stanford University, USA

e |Ross Brady), La Trobe University, Melbourne, Australia
e |Carlos Caleirol, Instituto Superior Técnico, Lisbon, Portugal
e |Walter Carnielli, State University of Campinas, Campinas, Brazil

e |Newton da Costal, Federal University of Santa Catarina, Floriandpolis,
Brazil

e  Michael Dunn) School of Informatics, Indiana, USA

e |Michele Friend, George Washington University, USA

e |Dov Gabbay, King’s College, London, UK

e Huacan He, Northwestern Polytechnical University, Xi’an, China

e |Gerhard Jéger, University of Bern, Switzerland

e |Arnold Koslow), City University of New York, USA

e [Istvan Németi, Hungarian Academy of Sciences, Budapest, Hungary
e |Francesco Paoli, University of Cagliari, Italy

e Vladimir L. Vasyukov, Institute of Philosophy, Academy of Sciences,
Moscow, Russia

e |Heinrich Wansing, Bochum University, Germany


http://www.cs.tau.ac.il/~aa
https://staff.fnwi.uva.nl/j.vanbenthem
http://www.latrobe.edu.au/humanities/about/staff/profile?uname=RTBrady
http://sqig.math.ist.utl.pt/carlos.caleiro
http://www.cle.unicamp.br/prof/carnielli
https://www.cle.unicamp.br/index.php/content/newton-carneiro-affonso-da-costa
http://www.informatics.indiana.edu/people/profile.html?profile_id=194
https://philosophy.columbian.gwu.edu/michele-friend
https://www.kcl.ac.uk/nms/depts/informatics/people/atoz/gabbayd.aspx
http://www.ltg.unibe.ch/staff/jaeger
http://www.gc.cuny.edu/Page-Elements/Academics-Research-Centers-Initiatives/Doctoral-Programs/Philosophy/Faculty-Bios/Arnold-Koslow
http://www.renyi.hu/~nemeti
http://people.unica.it/francescopaoli
http://eng.iph.ras.ru/vasyukov.htm
http://www.ruhr-uni-bochum.de/philosophy/logic




2 — What is Universal Logic?

In the same way that universal algebra is a general theory of algebraic
structures, universal logic is a general theory of logical structures. During
the 20th century, numerous logics have been created: intuitionistic logic,
deontic logic, many-valued logic, relevant logic, linear logic, non monotonic
logic, etc. Universal logic is not a new logic, it is a way of unifying this
multiplicity of logics by developing general tools and concepts that can be
applied to all logics.

One aim of universal logic is to determine the domain of validity of such
and such metatheorem (e.g. the completeness theorem) and to give general
formulations of metatheorems. This is very useful for applications and helps
to make the distinction between what is really essential to a particular logic
and what is not, and thus gives a better understanding of this particular
logic. Universal logic can also be seen as a toolkit for producing a specific
logic required for a given situation, e.g. a paraconsistent deontic temporal
logic.

Universal logic helps to clarify basic concepts explaining what is an ex-
tension and what is a deviation of a given logic, what does it mean for a logic
to be equivalent or translatable into another one. It allows to give precise
definitions of notions often discussed by philosophers: truth-functionality,
extensionality, logical form, identity, existence, negation, etc.

The idea of universal logic is not to build a monolithic system of logic
but to develop comparative study of ways of reasoning and their systemati-
zations, promoting better understanding and knowledge of the logical realm
and its connections with other fields.






3 — Aim of the event

This is the 6th edition of a world event dedicated to universal logic called
“UNILOG”, standing for “World Congress and School on Universal Logic”.
Here is the list of previous UNILOGs:

— 1st UNILOG, Montreux, Switzerland, 2005
— 2nd UNILOG, Xi’an, China, 2007

— 3rd UNILOG, Lisbon, Portugal, 2010

— 4th UNILOG, Rio de Janeiro, Brazil, 2013
— 5th UNILOG, Istanbul, Turkey, 2015

This event is a combination of a school and a congress. The school
offers many tutorials on a wide range of subjects. The congress will follow
with invited talks by some of the best alive logicians and a selection of
contributed talks. As in previous editions there will also be a contest and a
secret speaker.

This event is intended to be a major event in logic, providing a platform
for future research guidelines. Such an event is of interest for all people
dealing with logic in one way or another: pure logicians, mathematicians,
computer scientists, Al researchers, linguists, psychologists, philosophers,
etc.

The 6th edition of UNILOG will take place at the |Campus Albert Lon-
dres|, located close to the Célestins spring, near the banks of the river Allier,
in the thermal city of Vichy, in a region of France called Bourbonnais.


http://www.vichy-universite.com
http://www.vichy-universite.com




4 — Call for papers

To submit a contribution send a one page abstract to unilog2018@yandex.com
by December 1st, 2017.

All talks dealing with general aspects of logic are welcome, in particular
those falling into the categories below.

See also the workshops where you can submit your abstract if it is ap-
propriate and the logic prizes. Participants of the school are also strongly
encouraged to submit a contribution.

General Tools and Techniques

e consequence operator

e diagrams

e multiple-conclusion logic

e labelled deductive systems

e Kiripke structures

e logical matrices

e tableaux and trees

e universal algebra and categories
e abstract model theory

e combination of logics

e lambda calculus

e games

Scope of Validity

Domain of Applications of Fundamental Theorems

completeness
compactness
cut-elimination
deduction
interpolation
definability
incompleteness
decidability
Lindenbaum lemma
algebrization
Dugundji’s theorem
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Study of Classes of Logics

modal logics
substructural logics
linear logics

relevant logics

fuzzy logics
non-monotonic logics
paraconsistent logics
intensional logics
temporal logics
many-valued logics
high order logics
free logics

Philosophy and History

axioms and rules

truth and fallacies
identity

lingua universalis vs. calculus ratiocinator
pluralism

origin of logic

reasoning and computing
discovery and creativity
nature of metalogic
deduction and induction
definition

o
[ J
[
[ J
[}
o
[}
o
[}
o
[}
e paradoxes
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5 — Aim of the School

A great variety of tutorials

For the 6th edition of this school there will be many tutorials on all

aspects of logic:

e history of logic (Aristotle, Stoic logic, Medieval logic, Lesniewski, Cou-
turat, etc.)

e relations/applications of logic to other fields (Logic and the Brain, Logic
and Religion, Conceptual Engineering, etc.)

¢ mathematical logic and foundations (Topos theory, Lindenbaum meth-
ods, Arithmetics. etc.)

e computational logic (Data linkage, semantic technologies, programming,
etc.)

Contact: vichy@uni-log.org.

A School to Promote Logical Research

Each tutorial will be presented in three sessions of one hour. The tu-
torials will be given by a wide range of logical scholars from all over the
world.

The idea is to promote interaction between advanced students and re-
searchers through the combination of a school and a congress. Participants
of the School are strongly encouraged to submit a paper for the congress
that will happen in June 21-26, just after the school.

The school will open with a round table “Why study logic?” and will
end with a round table on “Why, when, where and how to publish?”.

Logic Around the World

For PhD students, postdoctoral students and young researchers inter-
ested in logic, artificial intelligence, mathematics, philosophy, linguistics and
related fields, this will be a unique opportunity to get a solid background
for their future researches.
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6 — ;Why Study Logic?

It is the Opening Session of the 6th World School on Universal Logic,
on June 16, 2018.

This topic will be discussed by a variety of people in a round table
animated by Jean-Yves Beziau, UFR and CNP(ﬂ (Brazil) / Visiting
Researcher of Ecole Normale Supérieure (Paris, France), organizer of the
School of Universal Logic since 2005:

e |Franca D’Agostini, Polytechnical University of Turin, Italy

e |Mykola Nikitchenko, Taras Shevchenko National University of Kyiv,
Ukraine

e Julio Michael Stern, University of Sao Paulo, Brazil

e |Joannis Vandoulakis, Hellenic Open University, Greece

*Federal University of Rio de Janeiro
"National Council for Scientific and Technological Development
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7 — Speakers of the 6th World School
on Universal Logic

Each tutorial will be presented in 3 sessions of 1 hour. The tutorials will
be given by a wide range of logical scholars from around the world:

Franca D’Agostini, Polytechnical University of Turin, Italy
Tal Dotan Ben-Soussan

Research Institute for Neuroscience, Education and Didactics,
Patrizio Paoletti Foundation, Italy

Julie Brumberg-Chaumont

CNRS] Paris, France

European University Institute, Florence, Italy

Olivia Caramello, Department of Mathematics, Paris Diderot University,
France

Alex Citkin, Metropolitan Telecommunications, New York, USA
Henri-Alex Esbelin, LIMOﬂ Clermont-Auvergne University, France

Elena Ficara, Department of Philosophy, University of Paderborn,
Germany

Jean-Baptiste Gourinat, Centre Leon Robin, Paris-Sorbonne University,
France

Casper Storm Hansen, Van Leer Jerusalem Institute, Israel
Jean-Louis Hudry) Independent Scholar, France

Andrzej Indrzejczak, University of Lodz, Poland

*Centre National de la Recherche Scientifique
fLaboratoire d’Informatique, de Modélisation et d’Optimisation des Systemes
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Manuel Gustavo Isaac

Postdoctoral Fellow sponsored by Swiss National Science Foundation
University of Amsterdam, The Netherlands

Pierre Jorayl, University of Rennes 1, France

Emiliano Lorini, IRITf], Paul Sabatier University, France

Florent Madelaine, GREY(ﬂ, University of Caen, France
William James McCurdy, Idaho State University, USA
Giovanni Mion, Istanbul Technical University, Turkey

Malika More, LIMOSﬂ Clermont-Auvergne University, France

Marie-Laure Mugnier, LIRMME Montpellier, France

Alexei Muravitsky, Louisiana Scholars’ College, Northwestern State
University, Natchitoches, Louisiana, USA

Mykola Nikitchenko, Taras Shevchenko National University of Kyiv,
Ukraine

Henri Prade, IRITY] France

Florian Rabe

LRIW, Computer Science Course, Faculté des Sciences d’Orsay,
Université Paris-Sud, France

KWAR(™| group, University of Erlangen, Germany

Marie-Christine Rousset) LIG@, University of Grenoble, France

*Institut de Recherche en Informatique de Toulouse

*Groupe de REcherche en Informatique, Image, Automatique et Instrumentation de Caen
HLaboratoire d’Informatique, de Modélisation et d’Optimisation des Systémes
$Laboratoire d’Informatique, de Robotique et de Microélectronique de Montpellier
Institut de Recherche en Informatique de Toulouse

ILaboratoire de Recherche en Informatique

“*Knowledge Adaptation and Reasoning for Content

"Laboratoire d’Informatique de Grenoble
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Oliver Schlaudt, University of Heidelberg, Germany

Ricardo Silvestre, Federal University of Campina Grande, Brazil

Erik Thomsen, CTO] at Blender Logic, Cambridge, Mass, USA

Jerzy Tomasik, LIMOﬂﬂ, CNR University for the Creative Arts, France
Ioannis Vandoulakis, Hellenic Open University, Greece

Frank Zenker) Department of Philosophy, Lund University, Sweden

Xunwei Zhou, Beijing Union University, China

*Chief Technology Officer
"Laboratoire d’Informatique, de Modélisation et d’Optimisation des Systémes
fCentre National de la Recherche Scientifique
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8 — Tutorials

The Logic of Lying

FrANCA D’AGOSTINI

GRADUATE SCHOOL OF ECONOMIC, POLITICAL AND SOCIAL SCIENCES,
UNIVERSITY OF MILAN, ITALY

FRANCA.DAGOSTINIQUNIMI.IT

The recent literature about lying, deceiving, misleading and other forms
of deceit in philosophy of language is quite rich. The problem is also at the
centre of the public debate nowadays. (See the fortune of the concept of
“post-truth politics”, or the widespread worry concerning the circulation of
fake-news on the Internet.)

The tutorial aims at making the logic of deception clear, by stressing the
connection between the practice of deceptive processes and typically logical
issues related to the theme, such as the semantic behaviour of truth, the
inferential force of falsity and negation, and liar-like paradoxes.

I. The many ways of deception

The first lecture provides a brief introduction to the different forms
of deceit as currently studied and defined in the philosophy of language,
in semantic and pragmatic perspective. We will focus on the definitions of
‘lying’, ‘misleading’, ‘manipulating’, ‘spinning’ and their respective doxastic
force.

II. The role of truth in the practice of conveying falsity

The second lecture will deal with the notions of falsity and partial truth
in logic and in everyday interactions. We will look at the basic logical per-
spectives concerning the failure of truth: classical (truth excludes falsity),
paracomplete (‘untrue’ does not mean ‘false’), paraconsistent (there might
be true and false assertions) and gradualistic (there are degrees of truth and
degrees of falsity — in fuzzy or probabilistic sense). A systematic confronta-
tion between logic and our usual practices of assertion will be presented.
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III. Is the Liar lying?

In the third lecture, I propose a very brief introduction to semantic
Liar-like paradoxes. The presentation will focus on some paradoxes (such
as Pinocchio Paradox or the Blushing Liar) that specifically enlighten the
nexus between Liar-like paradoxes and the effective pragmatic of lying. The
question is whether a person who says ‘I am lying’ (or similar assertions)
can be said ‘a liar’, in the strict sense of the term. Another more interest-
ing question is: can Machiavelli’s Prince lie, given that we know he will lie
(because Machiavelli told us)?

Bibliography
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Topos theory and Caramello’s bridge technique

PETER ARNDT
UNIVERSITY OF DUSSELDORF, GERMANY
PETER.ARNDTQUNI-DUESSELDORF.DE

This tutorial will offer an introduction to topos theory and geomet-
ric logic, and to the theory of topos-theoretic bridges developed by O.
Caramello [1,2].

Grothendieck toposes can be seen as common generalization of the con-
cepts of a universe of sets and of a topological space. There is an abundance
of examples from topology, algebraic geometry, differential geometry and
logic.

A Grothendieck topos is a kind of category, in which one can interpret
the language of geometric logic, a certain infinitary first order language,
in a way that generalizes the usual set-theoretic interpretation. Geometric
logic is an intuitionistic infinitary first order logic based on that language,
which is sound and complete with respect to the topos interpretation. As
usual, for the completeness part one has to show that if a theory T does not
imply a formula ¢, then there is a model of T in some topos where ¢ is not
satisfied. In topos theory, the completeness theorem takes a particularly
nice form: there exists a topos B[T], and a model of T in it which satisfies
only those sentences implied by T, and thus takes care of all sentences ¢
as above simultaneously. The topos B[T] is called the classifying topos of
the theory T, and the said model of T is called the universal model. Every
model of T in some topos arises as an image of the universal model.

Like a group can be presented by generators and relations between them,
a Grothendieck topos can be presented by a site, i.e. a small category to-
gether with a specification of when a family of morphisms with common
codomain is a covering of that codomain. The inspiring example is the cat-
egory of open subsets of a topological space together with the usual notion
of covering from topology. Just as different presentations can give rise to
isomorphic groups, different sites can give rise to equivalent toposes.

Given a geometric theory, one can explicitly construct a site presenting
its classifying topos, the syntactic site of T. It can happen that two dif-
ferent theories, giving rise to two different sites, have equivalent classifying
toposes. Caramello’s bridge technique studies and exploits such situations:
one can try to translate properties of the classifying topos into properties of
the theories, and back, and thus obtain relations between the two different
theories.
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In this tutorial we will introduce Grothendieck toposes, the interpreta-
tion of geometric logic in them, classifying toposes and Caramello’s bridge
technique, all with examples. The prerequisite for the course is knowledge
of the basic notions of category theory: categories, functors, natural trans-
formations, (co)limits, adjunctions and the Yoneda lemma.

References
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Logic in the Brain

TAL DOTAN BEN-SOUSSAN

DIRECTOR OF THE NEUROSCIENTIFIC RESEARCH UNIT,

RESEARCH INSTITUTE FOR NEUROSCIENCE, EDUCATION AND DIDACTICS,
PATRIZ1IO PAOLETTI FOUNDATION FOR DEVELOPMENT

AND COMMUNICATION

RESEARCHQFONDAZIONEPATRIZIOPAOLETTI.ORG

Recent advances in fuzzy and paraconsistent logic confirm the complex-
ity of the human brain. However, are we only logical beings? In addition,
what role do emotions play in rational processes? And how does stress ef-
fect moral decision making? In the current tutorial, we will address these
questions, taking into consideration recent studies in cognitive, affective and
contemplative neuroscience and psychology of logic, focusing on decision-
making, morality and free will and their underlying neuronal mechanisms.
Everybody who is interested in these questions is welcome to join, and there
are no specific prerequisites. The tutorial will be divided into three sessions,
as a metaphor for the journey between the current state of man and the state
he may achieve.

I. The bio-logic nature of ‘paraconsistency’ of man

Although there are contradictions inside our brain, it contains them, also
through the mind’s interpreter [3,8]. In fact, humans are a three brain being
[2,5]. We have all experienced that emotions can interfere with reason and
decision-making, and that different thoughts can simultaneously co-exist.
An additional challenge is that we are capable of having many feelings at
once. Logical and rational thinking requires that we pay attention, but
that is hard to do if we feel threatened. Thus, we may have trouble pay-
ing attention to an abstract problem when our amygdala is sending danger
signals to our logical brain. Logic and its pleasures can also suddenly seem
inconsequential when we see an attractive person. The issue here is com-
petition between different brain areas. Different sensory signals physically
compete for attention in the brain, and those that are the strongest win out
[9]. Seven features must be kept in mind when discovering the niceties of
medieval logic, many of them closely connected: the exegetical dimension
of medieval — logic a feature shared with medieval thought as a whole; the
wide range of fields included in what was called “logic” by then (epistemol-
ogy, philosophy of language, semantics, philosophy of science, etc.) and the
strong connection to sister disciplines (rhetoric, grammar, metaphysics); the
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non-formality of medieval logic, even in its “formal” aspects; the philosoph-
ical and scientific orientation of logic as both an instrument for knowledge
and a part of philosophy; the non-distinction between logic and philosophy
of logic; the disputational approach to logic as a theory and a practice (the
latter is also true of medieval university in general); last but not least, the
major social and pedagogical role played by logic, before the rise of math-
ematics as a new standard in educational systems and sciences. This last
aspect probably explains the existence of a fairly stable logical culture in
the Middle Ages and pre-modern period.

II. The Sphere Model of Consciousness

The Sphere Model of Consciousness [6] suggests three axes of human
experience, pointing towards the center of the sphere as the locus of human
psychological development. Based on the Sphere Model, the consciousness
state space has been formulated, suggesting a unifying neuroscientific model
for consciousness and self [4]. In this session, we will discuss the characteris-
tics of being in the Logos in different traditions and their possible neuronal
correlates. In addition, examples of reaching similar states of being will be
compared and discussed.

III. Uniting the fragmented mind: it is logical to train

Recent neuroscientific studies have confirmed that our brain is frag-
mented, and that increased neuronal synchronization can aid in enhancing
internal integrity. Increased neuronal synchronization is related to increased
cognitive flexibility, reflectivity and attention. Several brain-based integrity
scales have been developed to measure state of consciousness, and were
found to be connected to moral judgments. These results will be shortly
discussed in connection to models of Deontic logic. Importantly, additional
research consistently demonstrate that neuronal synchronization, cognition
and consciousness can be elicited by training such as mindfulness, medi-
tation and the Quadrato Motor Training [7,1]. These results and others
suggest that training can greatly help in moral problem solving and creativ-

ity.
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The Adventures of the Turnstile (}—)

JEAN-YVES BEZIAU

UNIVERSITY OF BRAZIL, R10 DE JANEIRO, BRAZIL
ECcOLE NORMALE SUPERIEURE, PARIS, FRANCE
JYB.LOGICIANQGMAIL.COM

“ |— ” is one of the most famous symbols of modern logic. It has been
introduced by Frege and for this reason is called “Frege’s stroke”. But it
is also called by other names, in particular “turnstile”, a name which has
more to do with its form than its meaning. Its meaning has considerably
evolved and variations of its original design have sprung, in particular its
most famous double: |= ”. In this workshop we will combine an analysis of
the history of this symbol and its variations with critical reflections about
their meanings and uses. This will be a way to reflect on the evolution and
central features of modern logic.

I. Origin of the symbol ¢ }7 ” and its early history

In this first session we will recall the original meaning of Frege’s stroke,
when and in which circumstances it was introduced and its reception and
use or non-use by Hilbert, Whitehead-Russell, Wittgenstein and Lesniewski.
We will in particular focus on the distinction between truth and logical
truth. We will furthermore discuss the symbolic dimension of “ |— ” within
a general discussion on symbolism, mathematics and modern logic.

II. Syntax vs Semantics, Proof Theory vs Model Theory,
“l_” VS “I:”

In the second session we will discuss the crystallisation of the opposition
in modern logic between syntax and semantic, proof-theory and model the-
ory, typically symbolized by “ I— 7 oys. ¢ |= ”. An opposition which makes
sense but is also overcome by the completeness theorem. We will also dis-
cuss the incompleteness theorem from the perspective of these two symbols.
We will in particular emphasize the ambiguity of the use of “—” in sequent
calculus instead of the original symbol used by Gentzen “—”, explaining
how this confuses one of the most important results of proof theory, the
cut-elimination theorem. We will also emphasize the ambiguity of the dou-
ble use of the double “ |= ” in model theory: as a symbol for a semantical
consequence relation and as a symbol used for a relation between models
and formulas.
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III. “—” as an Abstract Consequence Relation

In the third session we will focus of the use of ¢ I— 7 as a symbol for an
abstract consequence relation, beyond the dichotomy proof-theory/model-
theory. It denotes a fundamental relation for logical structures, slight vari-
ation of Tarski’s consequence operator. We will focus in particular on the
completeness theorem from this abstract perspective. We will also discuss
some related notions such as logical equivalence expressed by “ —“— 7 and
the notion of self-extensionality.
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History of Medieval Logic
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In the same manner as medieval philosophy, medieval logic includes a
large range of cultures and languages in Byzantine, Syriac, Arabic, Hebrew
and Latin traditions. It extends from the sixth century to the fifteenth cen-
tury and beyond, as far as logic alone is concerned. Though challenged by
Renaissance logics in the sixteenth century, especially in Reformed coun-
tries, and by new logics of discovery designed for the scientific revolution,
it survived the collapse of the Aristotelian sciences up till the nineteenth
century, under labels such as “scholastic logic”, “Aristotelian logic”, or “tra-
ditional logic”. Elaborating from the late ancient legacy accessible to them,
that is few sketchy textbooks, some Neoplatonic commentaries to Aristo-
tle’s Organon and a “peripatetized” version of Stoic logic, i.e. “hypotheti-
cal syllogistic”, medieval logicians have introduced many novelties nowhere
found before and often still discussed today: a sophisticated conception of
modalities, a general theory of consequences, the notion of a (contextual)
reference, distinct from signification, a distinction between truth-bearers
and truth-factors, a focus on the semantics of proper names and indexi-
cals, a disputational, pragmatic, approach to logic, the distinction between
the “form” and the “matter” of the arguments within a rich and varied
conception of formality, etc. Even if schematic letters have been used, as
they were already in Aristotle’s tracts, medieval theories are based upon a
regimentation of already regimented natural languages, such as scholastic
Latin.

Despite the wealth of discussions and logical innovations found in Arabic
logic, the tutorials are essentially dedicated to Latin logicians. They use only
English translations and terminology. They will explain and contextualize
every reference to authors and texts. Everybody interested in the history
of logic is welcome. A drastic selection of topics has been made in a rich
history which extends over ten centuries. After a general presentation of
medieval Latin logic in context (Session I), I will present only two aspects:
theories of consequences (Session II), and theories of reference and truth
(Session III).

*Laboratoire d’Etudes sur les Monothéismes
fCentre National de la Recherche Scientifique
tParis Sciences & Lettres
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I. General Presentation of Medieval Logic in Context

Medieval Latin logic can be roughly divided in five periods. They often
correspond to a “Renaissance”, that is to a “re-discovery” of ancient texts
not yet “available” (translated, circulated, taught, etc.). The High Middle
Ages see the domination of a Roman logic (and grammar); the twelfth cen-
tury witnesses a full Renaissance of logical inquiries based on Aristotle and
Boethius (c. 6th AD) and focussed on “topical inferences”; the thirteenth
century can be labelled a “Golden Age” of Aristotelian logic, with a strong
focus on the recently rediscovered Prior and the Posterior Analytics; the
fourteenth century is extremely innovative and introduces the notion of a
general theory of inference; the fifteenth and the sixteenth centuries are a
transitional period when the original text of Aristotle’s Organon is rediscov-
ered, and scholastic logic reaches a (too?) high level of sophistication and
formalization. It is challenged as “barbarous” and fruitless by Renaissance
authors, and tentatively replaced by Renaissance logics.

Seven features must be kept in mind when discovering the niceties of
medieval logic, many of them closely connected: the exegetical dimension
of medieval logic — a feature shared with medieval thought as a whole; the
wide range of fields included in what was called “logic” by then (epistemol-
ogy, philosophy of language, semantics, philosophy of science, etc.) and the
strong connection to sister disciplines (rhetoric, grammar, metaphysics); the
non-formality of medieval logic, even in its “formal” aspects; the philosoph-
ical and scientific orientation of logic as both an instrument for knowledge
and a part of philosophy; the non-distinction between logic and philosophy
of logic; the disputational approach to logic as a theory and a practice (the
latter is also true of medieval university in general); last but not least, the
major social and pedagogical role played by logic, before the rise of math-
ematics as a new standard in educational systems and sciences. This last
aspect probably explains the existence of a fairly stable logical culture in
the Middle Ages and pre-modern period.

II. Theories of Consequences

This tutorial studies some aspects of the transformation of the discus-
sions about inferences (or “consequences”), deductions, syllogisms, argu-
ments and proofs, from the twelfth to the fifteenth century. All the logicians
of the Middle Ages shared an inclusive approach to logic where the study
of formal reasoning is only a (small) portion of logic, even within this part
of the logical teaching dedicated to the theory of inferences. Each period
developed original approaches, which were based not only on a distinctive
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notion of what should be the basis of a successful inference, with a focus on
the problem of relevance, but also on a specific conception of the relation-
ship between inferences, deductions, syllogisms and proofs. In the twelfth
century, the notion of “topical inference” means that all inferences, even for-
mal ones, are based upon the topics and general rules derived from them,
as described by Boethius (6th c. AD), a conception that survived long in
the thirteenth century, despite Abelard’s (12th c. AD) fierce defence of the
idea of a purely formal inference, i.e. based only on its form regardless of
any content. In the thirteenth century, a “hylomorphic” conception of the
syllogism as the subject matter of the Prior Analytics means that syllogistic
studies as much the matter as the form of the syllogism. In the fourteenth
century, great logicians such as Walter Burleigh, William of Ockham, and
John Buridan developed general theories of consequences and were very
much divided about what can count as a definition of formal consequences.
Not before the fourteenth century (with the notable exception of William of
Ockham) was the syllogism considered a formal inference only, rather than
an argument or a proof based upon a formal inference studied regardless of
its (particular) contents, a conception recovered at the end of the fifteenth
century with the Renaissance rediscovery of Aristotle’s Organon .

ITI. Semantic: Reference and Truth

From the twelfth century on, two important topics were discussed in
medieval logic: the notion of reference, often contextually understood, and
a vigorous debate about the truth-bearers, the propositions and their signi-
fication as distinct from that of the terms, as well as the truth-factors, facts
and states of affairs. This last aspect underwent original reformulations in
the thirteenth century, when the idea that (necessary) universal proposi-
tions had existential import was condemned, and in the fourteenth century,
especially with Walter Burleigh, who promoted an “extreme realism” and
the idea of “propositions in reality”. The medieval theory of reference of
terms, called “supposition”, has known two canonical formulation in two
distinctive periods, in the thirteenth century “terminist logic” and the fa-
mous Tractatus by Peter of Spain, with a strong realistic flavour, and in the
fourteenth century in the new, nominalist, terminist logic, where a univer-
sal term do not have a referent distinct from the referent of each singular
terms to which it corresponds, and where universal propositions do have
existential import, though not necessarily for presently existing individuals.
The various ways in which the propositions “every man is an animal” and
“every man is white” are analysed will be taken as an example of the various
approaches to reference, signification and truth in the period.
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During his brief life, the Polish mathematician and logician Adolf Lin-
denbaum (%x1904-1941%) contributed to mathematical logic, among other
things, by several significant achievements. Some results of Lindenbaum’s,
which bear his name, were published without proofs by other people from
the Lvov-Warsaw School and the proofs later were provided by some oth-
ers, though the authorship of Lindenbaum has never been challenged. Many
may have heard about Lindenbaum’s lemma, asserting the existence of Lin-
denbaum’s extension, and Lindenbaum—Tarski algebra; less known is Lin-
denbaum’s logical matrix. This tutorial is devoted to the two last concepts
rather than the first one. However, the latter can be understood in a purely
algebraic fashion, if one employs the notion of Lindenbaum-Tarski algebra.
In general, the notions of Lindenbaum matrix and Lindenbaum—Tarski al-
gebra have paved a way to further algebraization of logic, which had been
begun by George Boole in the 19th century, as well as to a new branch of
logic, model theory. For this reason, the present tutorial is also a gentle
introduction to algebraic logic.

A uniting idea of the aforementioned concepts is a special view on the for-
mal judgments of a formal language. It is this view we call the Lindenbaum
method. Although Lindenbaum expressed merely a starting viewpoint in
the tradition of Polish logic of the time, this viewpoint became a standard
ever since and its development goes on until this day, continuing to shape
the field of algebraic logic. Our main objective is to demonstrate how this
view gave rise to formulating the aforementioned concepts and how it opens
door to unexplored paths.

I. Lindenbaum’s logical matrix

The idea to interpret symbolic judgments in mathematical structures
goes back to George Boole. It was Lindenbaum who took for an interpreta-
tion of judgments the judgments themselves. But prior to this, he started

37


http://www.expertms.com/Alex_Citkin
https://www.researchgate.net/profile/Alexei_Muravitsky

Handbook of the 6th World Congress and School on Universal Logic

treating the entire class of judgments as an abstract algebra, nowadays
known as a formula algebra. Some experts call this Lindenbaum’s move a
milestone in the history of algebraic logic and universal algebra.

The turning point distinguishing the Boole-De Morgan-Schroder tradi-
tion in algebraic logic from modern tradition is the algebraization of formal
deduction. The first step in this direction is the introduction of the notion
of deductive system and that of consequence relation. There are a few stan-
dard ways to define a deductive system; in this part, we focus on two of them
— rules of inference and logical matrix. On the one hand, the Lindenbaum
logical matrix is just a special case, on the other, it characterizes all formal
theorems (or theses) of any deductive system (Lindenbaum theorem)

II. Characterization of deductive systems

Powerful enough to characterize any class of theses, the notion of Lin-
denbaum matrix does not suffice to determine any deductive system. This
part will address the question of characterization of deductive systems. Two
Wojcicki’s theorems will be discussed. The first deals with the notion of a
bundle of logical matrix; in terms of the latter any deductive system can be
determined. The second theorem finds conditions under which a deductive
system can be characterized by a single logical matrix.

The theorems of Lindenbaum’s and Wdjcicki’s were merely first steps
towards algebraization of deduction based on sentential formal language.
Next came analysis of matrices and algebras which “separate” premises
from not derived from them sentences in deductive systems, thereby intro-
ducing the conception of separating means. This in turn has led to the
notion of Lindenbaum-Tarski algebra. The latter often is obtained by a
transformation of a Lindenbaum matrix with the use of a special congru-
ence. In unital deductive systems the Lindenbaum-Tarski algebra of such a
system is adequate for the set of its theses.

ITI. Effectiveness issues

The idea of effectiveness (in a broad sense of the word) and its impor-
tance had gradually established itself by the middle of the 20th century,
when the notion of cardinal number and that of effective method, that is
computability, were fully realized. The problems like the following were
raised and solved: whether a deductive system formulated in a countable
language can always have a finite logical matrix adequate for its theorems
(J.C.C. McKinsey and A. Tarski); whether it is effectively decidable that
any two finite logical matrices or any two finite bundles have the same set of
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theorems (J. Kalicki for matrices, A. Citkin for bundles); whether any de-
ductive system formulated in a countable formal language can be determined
by a single denumerable matrix (A. Wrénski). Some of these problems and
related to them, as well as the finite model property of a system, will be
discussed in this part
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Proving the existence of some meta-mathematical object (e.g. a method
for solving polynomial equations of degree 3 or 4) does not need a math-
ematical definition of that object: a general agreement about the correct-
ness of each answer is achievable. Proving the inexistence of some meta-
mathematical object (e.g., a method for solving polynomial equations of
degree 5 or more) needs a mathematical definition. Among the inexistence
problems inducing the main concepts of logic, let us start with the following
two.

Problem 1 (Hilbert’s tenth problem). Prove that there is no universal
method correctly asserting wether any given diophantine equation has (at
least) a solution or has no.

Problem 2. Prove that there is some arithmetical statement that cannot
be proved or disproved.

These problems have no sense without a precise definition of an algo-
rithm and of a proof. Together with the concept of algorithm formalizing
the notion of method, it is possible to define a concept of complexity, also
to define a formal proof and a strength scale for theories. Weak arithmetics
study these statements needing a few axioms or weak rules of reasoning for
proving them. Surprisingly, numerous links with the complexity of algo-
rithms appear.

This tutorial is intended to provide an introduction to the topic, its problems
and its methods. It will avoid both technical difficulties and ambiguity. It will
be divided in the following three sessions.

I. Decidable fragments of arithmetic

Peano arithmetic admits various equivalent families of axioms formaliz-
ing the properties of the successor function (and of addition and multipli-
cation) together with a family of Induction Azioms formalizing the usual
mathematical induction. It is not possible to algorithmically determine, for

*Laboratoire d’Informatique, de Modélisation et d’Optimisation des Systeémes

41


https://www.researchgate.net/profile/Henri_Alex_Esbelin

Handbook of the 6th World Congress and School on Universal Logic

any sentence in its language, whether that sentence is provable from its ax-
ioms: the theory is undecidable. Presburger arithmetic is the well known
first-order theory of the natural numbers with addition and equality. The
axioms include the schema of induction. It is much weaker than Peano
arithmetic and has been proved to be decidable. However the algorithms
for decision require more than exponential run time. Stronger fragments
than Presburger arithmetic have been proved to be decidable, e.g. the ex-
istential theory of addition and divisibility. Decidable fragments of Peano
arithmetic are more and more involved in automatic reasoning.

I1. Definability

Let us consider a set on words on a finite alphabet with k letters denoting
as digits {0,1,2,...,k —1}. There is a natural correspondence between such
words and natural numbers using base k representation. Let us now consider
the set of words recognizable by a finite automaton. It turns out that
the correspondent set of integers is definable by a formula of the language
(+, Vi), where z = Vi(z) is the relation “z is the greatest power of k dividing
x”. The converse is true. This correspondence provides insight in the area
of complexity: a relation which is definable both in (+, Vi) and (+, Vi) for
which there is no n and m such that k™ = k' is definable in Presburger
arithmetic.

Other correspondence are sources of problem or of solutions! The unary
relation “z is not prime nor 0 nor 1”7 is definable using the formula
Ju < x3v < z(z = uxwv). More generally, the Ag-definability is essen-
tially definability with a formula in the language of arithmetic where the
quantified variables are bounded by terms. Most of the natural notions
have been proved to be Ag-definable, and classical diagonalization meth-
ods provide ad hoc non Ap-definable ones. A major open problem is to
find a “natural” arithmetical relation which is NOT Ag-definable. The
relation z = Card{i < y | ¢ is a prime number} is not known to be Ag-

definable and is a candidate. An answer could provide the strict inclusion
LOGSPACE ¢ LINSPACE.

II1. Provability

Let E be a subset of N”, for which there exists an algorithm that will
ultimately halt when a member of the set is provided as input, but may
continue indefinitely when the input is a non-member. There is a Ag-formula
¢ such that E is defined by (Jy € N™) (¢(x,y) =0). This very last formula
is called a Y¥1—formula. The fundamental step of the answer to problem 1
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is the following theorem of Y. Matiyasevich, J. Robinson, M. Davis and H.
Putnam:

Theorem 1. For all ¥;—formula ), there are two polynomials P and @
with natural coefficients such that for all @ in N, ¢)(a) is true if and only
if there exists b in N such that P(a,b) = Q(a,b).

Let us consider the following question: “What axioms are really useful in
the proof of this theorem?’. We say that a set of axioms 1" proves the MRDP-
theorem for the following mathematical statement: For all ¥1—formula 1,
there are two polynomials P and @) with natural coefficients such that

T v (¢(z) < 3y e N") (P(z,y) = Q(z,y)))-

Let IAg be the fragment of Peano arithmetic where the induction axioms
schema is reduced to Ag-formulas.

Theorem 2. If IAj proves MRDP, then NP = co-NP.

A much stronger theory is obtained if we add an axiom, denoted by
EXP, which guarantees the totality of the exponential function:

Ve Vy3Iz(z=aY).
Most of the usual arithmetic is provable in the theory 1Ay + EXP:
Theorem 3. 1Ay + EXP proves MRDP.

But EXP is not a theorem in IAg. A weaker axiom than EXP is the
following axiom Qq: Va Vy 3z (z = :L‘UOg2(y)J)

Theorem 4. If IAg + € proves the MRDP-theorem, then NP = co-NP.

We are very far from proving the premise of this theorem, but more and
more parts of the natural arithmetic turn out to be formally proved to be
in IAg + 4. For example:

Theorem 5. 1Ag + §21 proves the infinity of the prime numbers.
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Dialectics. An Introduction

ELENA FICARA
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ELENA.FICARAQUPB.DE

The philosophical historiography concerning dialectics is immense and
complex. As Hintikka [14, p. 109] writes “dialectic has the tendency to mul-
tiply itself beyond necessity”. In this context, my method is to focus on the
definitions of the term in texts from Plato to contemporary philosophy, and
on one idea that permeates the whole history of dialectics, and is defended
by authors as different as Aristotle, Hegel, Adorno, Rescher. It is the view
that dialectics is a kind of philosophical logic, more specifically the logic of
philosophy.

The first part of the tutorial is devoted to ancient dialectics, in particular
to the conception of dialectics in Plato’s Parmenides and Aristotle’s Topics.
The second examines the meaning of dialectics in Hegel’s philosophy and in
two stages of its reception (in Croce and Adorno). The third is on dialectics
and contemporary philosophical logic and focuses, more specifically, on the
nexus dialectics-dialetheism.

I. Dialectics in Plato and Aristotle

On the first day we will first analyse the difference between Zeno’s
method of reductio ad absurdum and Plato’s dialectical method [see 11,15,
5,18]. Second we will consider the relation between Plato’s dialectics in the
Parmenides and Aristotle’s Topics. In Aristotle’s Topics Plato’s dialectic
is systematized and methodically articulated as logic of our thinking about
éndoza (the éndoxa are theses concerning controversial questions of univer-
sal interest such as: is justice the advantage of the stronger?). I will stress
the fundamental continuity between Plato and Aristotle, and the genuinely
dialectical nature of Aristotle’s philosophy. In so doing, I share the interpre-
tation of those philosophers (in particular Berti [5]) who see the continuity
between Plato and Aristotle in the idea of dialectics as the logic of philoso-

phy.

I1. Hegel’s dialectics

On the second day we will first discuss the passage of the Logic in the
Encyclopaedia (at the end of the “Preliminary Considerations”) in which
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Hegel presents the three moments/sides of every conceptual thought (Hegel
calls conceptual thought also true thought and das Logische). The passage
is fundamental for two reasons: it contains Hegel’s own definition of the
formal structure of every dialectical and speculative inference, and presents
the idea that this dialectical structure corresponds to the behaviour and
method of every true thought. Then we will see what two 20th century
thinkers — Benedetto Croce and Theodor Wiesengrund Adorno — write
about the meaning of Hegel’s dialectic. Their concern is on two aspects: the
meaning of Hegel’s dialectic as logic of philosophy, and the role of negation
in dialectical inferences.

III. Dialectics and contemporary philosophical logic

The third lesson is focused on the relation between dialectics and para-
consistent logics, more specifically dialetheism, the theory according to
which there are true contradictions. Apostel [3] recalls that paraconsistent
logics, which were impressively growing in the 70ies, and were developed
by da Costa school in Brazil, by Jaskowski in Poland and by Routley in
Australia, present the necessary condition and the formal basis of dialec-
tics. However, he also claims that they cannot be said to be dialectical
logics in the Hegelian sense, and, more importantly, that they need dialec-
tical logic. They allow us to see how to logically deal with contradictions
without explosion, but they do not let us see why and how we can affirm a
contradiction. Hence Apostel [3, p. 459] formulates the following task for a
dialectical foundation of paraconsistentism: “in dialectical logic we have to
show which contradictions are admissible and which ones are not”. We will
ask in what sense the Hegelian theory of dialectical contradictions can fulfil
the task envisaged by Apostel.
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Stoic Logic: the dialectic of the Gods

JEAN-BAPTISTE (GOURINAT
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JEAN-BAPTISTE.GOURINAT@PARIS-SORBONNE.FR

Stoic logic was the main alternative to Aristotelian logic in Antiquity.
Developed less than a century after Aristotle’s death by Chrysippus, the
third head of the Stoic school, it was considered the most impressive logical
system of the ancient world, up to the point that the Ancient Greeks said:
“if the Gods had a dialectic, it would be Chrysippus’ dialectic”. Chrysippus
wrote 108 books of logic in 311 volumes, almost half of his writings, and by
far the most considerable corpus ever written by a logician, including his
major work, the Logical Investigations, in 39 volumes. Unfortunately, as
the rest of the works of the first generations of the Stoic school, it is almost
completely lost: only ten pages of the Logical Investigations remain, badly
preserved in a papyrus in a poor state of conservation. For the rest, we have
to rely on short quotations, handbook accounts and hostile criticisms. As a
consequence, despite its considerable influence in Ancient and (indirectly)
in Medieval times, Stoic logic remained largely ignored or misunderstood for
centuries, until its progressive rediscovery by scholars between the end of
the ninetenth century and the second half of the twentieth century. In the
1930s, the pioneering work of Lukasiewicz defined Stoic logic, in contrast to
Aristotle’s logic, as the ancient form of propositional logic. Lukasiewicz’s
work impulsed two decades later a new trend of work on Stoic logic, which
expanded with the development of the study of Hellenistic philosophies in
the 1970s. Lukasiewicz’s interpretation has been improved and refined,
by developing aspects of Stoic logic not touched by Lukasiewicz, such as
Stoic semantics, the theory of the ’sayable’ and the proposition, the modal-
ities, and the analysis of complex syllogisms. It is probably too simple to
present Stoic logic as a propositional logic, even if its basic rules are propo-
sitional inference rules. And it remained unnoticed by Lukasiewicz that
Stoic logic anticipated three important features of modern symbolic logic:
(1) the Fregean theory of signification (Bedeutung), since Frege was prob-
ably introduced in Jena to Stoic semantics by his colleague Rudolf Hirzel
who was Frege’s tenant for many years; (2) the logical asymmetry between
function and argument expressed by the predicate/case distinction; (3) the
analysis of universal propositions as conditionals (which allowed the Stoics
to introduce a procedure rival to Aristotle’s quantifiers). However, what
one must not forget when studying Stoic logic is that the Stoics conceived it
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as dialectic, and attached the greatest importance to the dialogical context
of its procedure and to its relationship to the other parts of philosophy,
ethics and physics. As a consequence, Stoic logic or dialectic was a science,
a part of philosophy (as opposed to the ’instrument’ or organon that defined
Aristotle’s syllogistic) and even a virtue. All these features make a quite
distinctive form of logic.

The aim of this tutorial is to present Stoic logic. Stoic logic is probably
the most important step in the history of logic between Aristotle and Frege.
Not only does it have an historical importance but it is also still worth read-
ing and studying for its fascinating insights, even if the fragmentary state
of the evidence does not allow to know all the refined details of their theory.
The tutorial will present the main sources and their alternative interpreta-
tions to give an idea as accurate as possible of the nature of Stoic logic.
Everybody interested in logic and ancient philosophy is welcome to join.
There is no specific prerequisites. The tutorial will be divided in the follow-
ing three sessions.

I. Stoic semantics

This part will be devoted to an overview of Stoic semantics: the Stoics
distinguished between the vocal sound, for instance ‘Dion’, the real object
of the world bearing the name, for instance the man called Dion, and an
intermediate incorporeal entity, which they called the ‘sayable’ (lekton) and
which they described as the signification of the vocal sound. An alternative
presentation distinguish between what is signified by a common or proper
name (‘man’, ‘horse’, ‘Dion’, ‘Socrates’), namely a quality (and not a sub-
stance as in Aristotle) and what is signified by a verb (‘walks’, ‘talks’),
namely, according to the Stoics, a predicate or ‘what happens’ to someone.
We will examine the logical and philosophical implications of these alterna-
tive presentations of Stoic semantic theory and the status of the ‘sayable’.

II. ‘Sayables’ and propositions

This part will be dedicated to the exposition of the Stoic theory of the
different sayables, namely the propositions and the non-propositional items
such as predicates, questions, orders, prayers. We will also examine the Stoic
typology of propositions, the distinction of simple propositions and the non-
simples (i.e. molecular) propositions, in particular the truth-conditions for
the conditional (including the equivalent of a debate on strict implication).
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ITI. Syllogistic (inference rules) and analysis

In this last part, we will discuss the two important aspects of Stoic syl-
logistic: (1) the inference rules known as the Stoic ‘five indemonstrables’,
including the Modus ponens and the Modus tollens; (2) the rules of analy-
sis of complex syllogisms. We will also explain how the Stoic understood
the notion of a ‘demonstration’ as a stronger requirement for an argument
than logical validity due to the epistemological nature of the propositions
involved and how they translated universal and non-universal propositions
by using simple propositions and conditionals. As a conclusion, the tutorial
will indicate the place of Stoic logic within Stoic philosophy and within the
history of logic.
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The inconsistency theory of truth and nominalistic
mathematics
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This tutorial will bring together two subjects that are not normally dis-
cussed together, namely the inconsistency theory of truth and nominalistic
philosophies of mathematics.

Session 1

According to the inconsistency theory of truth, our conflicting intuitions
when it comes to determining the truth value(s) of the Liar Sentence and its
siblings are due to the fact that the linguistic rules for the truth predicate
are inconsistent. This was first argued by Chihara [2] and later by Eklund
[5] and Scharp [10]. I will explain this solution to the semantic paradoxes
and provide what I believe to be the best defence of it. Doing so involves
bringing in Lewis’ [8] theory of language conventions and Nagel’s [9] idea of
a view from nowhere.

Session 2

One conclusion from session 1 will be that we, as a language community,
have a high degree of freedom to decide by convention on what logic to use,
roughly in the sense of Carnap [1]. This puts the many formal theories of
truth that have been proposed in a new light: they can be evaluated on the
basis of how useful they would be as potential conventions, rather than on
the basis of whether they are correct. From this perspective, we will take
a closer look at Kripke’s theory of truth [7] and van Fraasen’s concept of
supervaluation [11]. Then we will tinker a little with the possible convention
they in effect describe until we get something that is useful for mathematics.

Session 3

The idea of a nominalistic mathematics is to give a philosophical account
of what mathematics is that does not inflate our ontology with ad-hoc ab-
stract objects. Chihara [3,4] proposed that we can do so by constructing
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mathematics on possible open-sentences. Field [6] approached the same goal
by using the system of all spatial regions of the universe as his foundation. I
will argue that they both fail. Chihara assumes that there are uncountably
many open-sentences, which is to stretch the concept of language beyond the
nominalistic and into the abstract. And the spatial regions of the universe
must either be understood as abstract collections (of concrete entities) or as
collections determined by language, which means that Field’s foundation is
either not nominalistic or not sufficient for his purpose. However, using the
lesson from session 2, we can do better: by relying on a non-classical logic
convention, we can make the ontology to which we are limited as nominalists
suffice for a scientifically adequate mathematics.

Prerequisites

I will assume a basic acquaintance with the Liar Paradox and philosophy
of mathematics. Session 3 in addition presupposes knowledge of Cantor’s
theorem about the cardinality of the set of the real numbers and of mathe-
matical analysis up to and including the Fundamental Theorem of Analysis.
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In Metaphysics Gamma, Aristotle understands the principle of non-
contradiction (PNC) as the most certain principle of all such that it is
impossible to be mistaken about it. Yet, Aristotle is also concerned with
the fact that some people may reject this principle. In that respect, he
constructs arguments aiming to defend PNC as a true opinion. There is
then a difficult contrast to explain: on the one hand, PNC is a necessary
principle of the highest importance; on the other, it is merely justified as a
true opinion against those who challenge it. So the essential question is as
follows: if PNC is postulated as the most certain principle of all, why does
Aristotle feel the need to speak of it as a mere opinion?

Many have been puzzled by this contrast. Lukasiewicz [8] concludes
about Aristotle: “he may himself have felt the weakness of his arguments;
and that may have led him to present his Law as an ultimate aziom — an
unassailable dogma” [8, p. 62, original emphases|. Others have used Aristo-
tle’s weak and problematic arguments as a way to illustrate the failure of

PNC [9].

These reactions show that Aristotle’s defence of PNC is, at worst, not
understood or, at best, not taken seriously. The aim of this tutorial will
be to answer this concern by accounting for Aristotle’s method. We shall
explain why PNC is defendable only as a true opinion, even though it is said
to be the most certain principle of all, and we shall conclude that Aristotle’s
weak defence of PNC is perfectly compatible with the postulate of PNC as
a strong axiom.

Everybody is welcome to join, and there are no specific prerequisites.
The tutorial will be divided into three sessions.

I. Aristotle’s PNC and Lukasiewicz’s formulations

A first session will focus on Aristotle’s definition of PNC, as it is exclu-
sively based on predicates and requires two conditions, namely simultaneity
and similarity. PNC is also to be distinguished from two derived principles,
namely the excluded middle and bivalence. Finally, contradiction is more
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than mere contrariness, in so far as two contraries are contradictory, if and
only if one is true and the other false. We shall then compare Aristotle’s
PNC with Lukasiewicz’s [8] interpretations of it through an ontological, a
logical, and a psychological formulation. Influenced by Frege’s logical for-
malism, Lukasiewicz then accuses Aristotle of “logicism in psychology”.

II. An Aristotelian contextualization of PNC

In a second session, we shall analyze the context in which Aristotle’s
PNC takes place. Metaphysics Gamma introduces a hierarchy of sciences:
philosophy is the universal science, which includes the particular sciences
of physics and mathematics. Aristotle assesses PNC with respect to phi-
losophy, in so far as PNC is a necessary principle only for those who know
about the general nature of things, and which goes beyond any specific
mathematical or physical nature. It is within this epistemic context that
Aristotle’s PNC has to be understood, meaning that non-philosophers ex-
press an opinion about it, without being knowledgeable about its necessity.
As such, the definition of Aristotle’s PNC is inseparable from the way PNC
is either intrinsically cognized or merely believed.

III. Aristotle on the rejection of PNC

A third session will study why Aristotle explicitly admits the possibility
of rejecting PNC. Indeed, he has to convince all non-philosophers that PNC
should not be regarded as a false opinion. According to him, there are two
ways of challenging PNC. One is for physicists to assume that things are
endlessly changing, making their meanings indefinite and thereby irrelevant
to PNC. Aristotle’s reply is that physical motion cannot be used against the
postulate that things have definite meanings. The other objection is that
any proof of PNC already uses PNC in the premises of the proof. Aristotle
acknowledges this petitio principii, and then concludes to the absence of a
direct proof. Nevertheless, he suggests an indirect refutation to this objec-
tion, aiming to show that it is impossible not to use PNC in language; thus,
even the rejection of PNC will have to rely on the use of PNC.
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Definite descriptions are ubiquitous in natural languages. Phrases like
“the capital of France” or “the youngest sister of Jack” usually do not lead
to any problems in communication. However, we can easily run into troubles
when we try to provide a satisfactory logical analysis of their behavior. In
fact, proper definite descriptions having a unique designatum, are rather not
problematic, in contrast to those which fail to designate, called improper
(or unfulfilled) definite descriptions. The famous Russellian “the present
King of France”, is of this kind but even innocent-looking “the son of Jack”
may be problematic in case Jack has no son, or more than one.

History of logical and philosophical investigations devoted to the ex-
planation of definite descriptions is fascinating and illuminating. Famous
logicians like Frege, Russell, Hilbert, Bernays, Carnap, Quine, Rosser and
Hintikka — to mention only a few scholars from the earliest stage of inves-
tigation — were strongly engaged in this enterprise. We can find numerous
brilliant analyses and even complete formal theories of this apparently sim-
ple linguistic phenomenon. Yet, despite the efforts, it can be hardly agreed
that a fully satisfactory and commonly accepted theory was provided.

On the other hand, a proof-theoretic apparatus was not yet applied in
this field and we would like to explore this possibility. In particular, we
will show that the application of techniques taken from modern structural
proof theory may shed a new light on the good and bad sides of different
approaches to definite descriptions. No prerequisites are assumed. The
tutorial will be structured in the following way:

I. Survey of the most important and interesting theories of
definite descriptions

In the context of classical logic we will focus on the well known reduc-
tionist approach of Russell and the chosen object theory of Frege and its
formalization provided by Kalish and Montague. Then we describe some
of the theories developed in the framework of free logic by Lambert, Scott,
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van Fraasen and others. We finish the presentation with three different
theories developed on the ground of modal logic by Thomason and Garson,
Goldblatt, Fitting and Mendelsohn.

II1. Presentation of some elements of proof theory required for
further study

We introduce a suitable version of generic sequent calculus, discuss some
of its properties, the problem of cut elimination and extension by extra rules.
Finally we provide a sequent calculus equivalent to Kalish and Montague
version of Fregean theory and prove cut elimination theorem for it.

III. Sequent calculus for modal system based on free logic
which is equivalent to Thomason and Garson’s theory

We prove cut elimination theorem for this system and discuss some pos-
sible extensions of it taken from free logic hierarchy. We provide also a
system for Goldblatt’s theory and explain why cut rule is not eliminable for
it. Finally we consider an open problem of providing a sequent calculus for
Fitting and Mendelsohn’s theory.
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by R. Schoenman, George Allen & Unwin, London, 1967, pp. 181-200.
R. Thomason, “Some Completeness Results for Modal Predicate Cal-
culi”, in Philosophical Problems in Logic: Some Recent Developments,
edited by K. Lambert, D. Reidel, 1970, pp. 56—76.
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Conceptual Engineering:
A Systematic Unified Framework

MANUEL GUSTAVO ISAAC
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UNIVERSITY OF AMSTERDAM, THE NETHERLANDS
ISAAC.MANUELGUSTAVO@QGMAIL.COM

We use concepts all the time to make sense of reality. The quality of
our cognition thereby crucially depends on that of our conceptual schemes
and repertoires, so that: the better our concepts are, the better our cognitive
activities will be. Conceptual engineering is the fast-moving research field
[3,5,6] that means to provide a method to assess, criticize, and improve any
of our concepts working as such cognitive devices [4,5,10,13] [see also 18,20],
that is: to identify conceptual deficiencies, elaborate ameliorative strategies,
and prescribe normative guidelines as to whether and how to use a concept
(vs. to describe how it works as a matter of fact) [1,4,5,19,20]. The aim
of the SUFCE tutorial is to provide a systematic overview of conceptual
engineering, to be divided into three sessions:

e S1: Research Program. The first session of the tutorial will intro-
duce the overall research program of conceptual engineering: its starting
point, its main goal and objectives, along with its most pressing chal-
lenges [6]. A typology of its main variants will be presented, [e.g. 3,5,17]
and the standard objections against them will be critically analyzed,
[e.g. 12] [cf. 18,20].

e S2: Theoretical Foundations. The second session of the tutorial
will then consist in laying down the foundations of conceptual engineer-
ing by developing the theories of cognition (viz. ‘cognitive engineering’)
[10,11,15] and concepts [14,16,21] that are needed to effectively imple-
ment conceptual engineering as a widely applicable method for the cog-
nitive optimization of our conceptual devices.

e S3: Methodological Framework. Finally, the third session of the
tutorial will deliver a method of conceptual engineering constructed as a
fully recast Carnapian method of explication [1] [cf. 7,8], upgraded with
other complementary template procedural methods for re-engineering
concepts (namely, that of ‘conceptual modeling’ [13], ‘levels of abstrac-
tion’ [9], and ‘reflective equilibrium’ [2]).
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Basic knowledge in philosophy language, mind and cognition, as well as
interest in meta-philosophical issues are expected. Further material will be
available in due course. At least one-quarter of each session will be devoted
to discussion (Q&A).
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Lesniewski’s Evolutional Logic
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Different in many respects from standard versions of symbolic logic,
Stanistaw Lesniewski’s systems of logic (called Protothetics, Ontology and
Mereology) present a lot of original and unusual features that continue to be
stimulating for modern logicians and thinkers, since they have been elabo-
rated in Warsaw between the two World Wars. Among these aspects, one of
the certainly most interesting is the way Lesniewski conceived definition as a
process that has to be counted among the usual inference tools, like Modus
Ponens or Universal Instanciation. This peculiarity makes Leéniewski’s sym-
bolic language quite unusual. Instead of being determined once for all with
a set of symbols and a list of rules for the specification of well formed for-
mulae, Lesniewski’s language has to remain open and able to integrate the
many novelties and evolutions that can be step by step introduced by defini-
tions. With these specific symbolic languages, Lesniewski was able to show
that very tiny systems of axioms (including for example only equivalence,
the universal quantifier and a modern sort of copula) can give rise to very
powerful systems of logic.

Lesniewski’s systems are often considered to be very interesting but tech-
nically difficult. With this tutorial my aim is to show that the main stim-
ulating aspects of this non standard logic are actually perfectly accessible,
without specific prerequisite, just an intellectual interest in general logical
matters. Everybody who has this interest is welcome to join. The tutorial
will be divided in the following three one-hour sessions.

I. An open and evolutional symbolic language

In this session, we are going to understand how to build a complete
propositional logic, resting only on the single connective “if and only if”.
The main ideas of this construction are in Lesniewski himself, in Alfred
Tarski (his unique PhD student), but also in Bertrand Russell’s early log-
ical writings. Leéniewski’s achievement in this matter was strongly based
on the new kind of formal language he elaborated: an evolutional language,
in which every part of a formula takes its symbolic status and determined
meaning from the context in which it occurs. Like in natural languages,
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the meaning of a word or a symbol depends on the combination of words
in which it is used and the meaning of an expression (sentence or formula)
depends on the expressions (in particular definitions) that have been previ-
ously asserted. As we will see, Lesniewski discovered very nice notational
solutions in order to warrant both contextuality and logical accuracy.

II. A new Organon

This second session is devoted to the powerful logic of terms Le$niewski
conceived introducing as a single new logical constant a modern version of
the traditional copula (in the tradition, the word “est” in the Latin sentence
“homo est animal” was called a copula). As we will see, this system of logic
includes as a part the standard first order calculus, but it allows, among
a lot of other possibilities, to develop a rich system of oppositions. As an
example, we are going to examine how the definitions of different negations
allows to rebuilt in modern terms the famous system of oppositions studied
by Aristotle in the Organon.

III. Classes and paradoxes

As other logicians of his time Leéniewski developed his logical systems
with the aim to give a foundation to mathematics. In this perspective, one
of the most important issues was the status of classes or sets and the way
to prevent from Russell’s paradox. Lesniewski was not at all satisfied by
Russell’s solution. As a strong nominalist, he was also completely opposed
to any theory supposing the existence of abstract objects, like set theory.
In this session, we are going to explore the brilliant analysis he gave of Rus-
sell’s paradox. This analysis led him to conceive his famous theory devoted
to the part-whole relation: Mereology. This will be a good example to see
how Lesniewski’s logic allows formalizing an applied theory.
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Logic of Desires
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An important and general distinction in philosophy of mind is between
epistemic attitudes and motivational attitudes. This distinction is in terms
of the direction of fit of mental attitudes to the world. While epistemic
attitudes aim at being true and their being true is their fitting the world,
motivational attitudes aim at realization and their realization is the world
fitting them. The philosopher John Searle calls “mind-to-world” the first
kind of direction of fit and “world- to-mind” the second one. There are dif-
ferent kinds of epistemic and motivational attitudes with different functions
and properties. Examples of epistemic attitudes are beliefs, knowledge and
opinions, while examples of motivational attitudes are desires, preferences,
moral values and intentions. The course is aimed at discussing logics for
modeling static and dynamic aspects of motivational attitudes whose most
representative example is the logic of desires.

The first session of the tutorial will devoted to discuss the logic of desires in
opposition to the logics of knowledge and belief (epistemic logic and doxastic

logic).

The second session of the tutorial will be devoted to the problems of pref-
erence generation and intention formation: (i) how preferences of agents are
determined both by her desires and by her moral values, and (ii) how beliefs and
preferences determine choices and are responsible for the formation of new in-
tentions about present actions (present-directed intentions) and future actions
(future- directed intentions).

The third session will be devoted to the dynamic aspects of desires including
desire expansion and desire revision as well as the connection between desire
and belief change, on the one hand, and preference change on the other hand.

*Institut de Recherche en Informatique de Toulouse
fCentre National de la Recherche Scientifique
HLogic, Interaction, Language and Computation
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The apparently benign task of checking whether a finite structure mod-
els a given sentence from first order logic (FO) and how efficient it might be
to run this task on a computer reveals a vivid realm at the interface between
computer science and mathematics mixing numerous and diverse fields.

For example, the model checking of a primitive positive sentence (a
first-order sentence using only 3 and A) is better known as the Conjunctive
Query Containment in Database theory; it can be recast as the existence of
a homomorphism between two structures which is a well studied extension
of Graph Colouring in Combinatorics; it is nothing else than a Constraint
Satisfaction Problem popular in the Artificial Intelligence community. Per-
haps more surprisingly its complexity is governed by algebraic properties of
the model from Universal Algebra studied in Clone theory.

The dichotomy conjecture first proposed by Feder and Vardi in the
early nineties stipulates that according to the model this problem is ei-
ther tractable (solvable in Polynomial time) or intractable (NP-complete).
Around January 2017 three independent proofs have been proposed for this
conjecture.

We will give a personal view of this field by focusing on fragments of first
order logic where again algebra plays a prominent role in understanding and
studying the complexity of the model checking problem. These syntactic
fragments will be defined by selecting allowed symbols among the following:
V,3,A, v, = and #.

There are no specific prerequisites. The tutorial will be divided in three
sessions detailed hereafter.

*Laboratoire d’Informatique, de Modélisation et d’Optimisation des Systeémes
fCentre National de la Recherche Scientifique
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I. Constraint Satisfaction Problem and the dichotomy
conjecture

We will briefly recall the context from Complexity theory (P vs NP,
Ladners’s theorem) before introducing formally the dichotomy conjecture.
So, we focus in this session on the complexity of the model checking of
a given primitive positive sentence (fragment 3 A) when parameterised by
the model, a problem known as the constraint satisfaction problem (CSP).
We will in fact concentrate on the special case when the model has only
two elements, which amounts to a variant of propositional Satisfiability
(SAT) and sketch the proof of its dichotomy — this is a result know as
Schaefer’s dichotomy. Methodologically, the proof relies on a non trivial
case analysis that amounts to finding the border between tractable and in-
tractable cases on an underlying algebraic object known as [Post’s lattice.
We will explain in some details why this is the case. In particular, it will be
quite illuminating to see how preservation of the model under certain well
behaved Boolean functions will make complete certain well known incom-
plete algorithms.

If times allow, we will conclude this session with glimpses of the proofs
of more general partial results supporting the dichotomy conjecture.

II. What about other fragments of FO?

Bounded model checking from verification is often reduced to the satisfi-
ability problem of quantified Boolean sentences (QBF) that is propositional
sentences with variables that are either existential or universal. Many Sat
solvers go beyond instances in conjunctive normal form (CNF) and allow
some disjunction. This motivates us to investigate fragments of FO allowing
the universal quantifier or the disjunction as a connective. Another more
prosaic motivation is that studying a fragment of FO that is very expressive
will limit the number of cases to study and one might obtain a complex-
ity classification that is still rather elusive in the case of more restricted
fragments of FO.

We will briefly recall the complexity context when one throws universal
quantifiers to the mix (Alternating Turing machines, Pspace). We will show
that some fragments of FO such as primitive positive first order logic with
disequalities (fragment 3 A #) can be classified as corollaries of Schaefer’s
theorem.

With the exception of these and the fragment corresponding to CSP and
its universal extension the QCSP, all other fragments can be classified and
exhibit a strange behaviour : tractability is not explained by complicated
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algorithms but rather by very simple logical properties of the model, namely
that a type of quantifier can be relativised to a specific constant of the model.

We will discuss in particular the case of equality free positive first-order
logic (fragment 3 V A V) a fragment for which one obtains a tetrachotomy
governed by the surjective hyper endormorphisms of the model.

III. Quantified CSP, some progress for the last remaining
open case

If one assumes that one of the recent proof proposed for the dichotomy
conjecture is correct, there is a single fragment for which the complexity is
not classified, namely positive Horn (fragment 3 V A). The model check-
ing problem known as the QCSP is to the CSP what QBF (or QSAT) is
to SAT. Some partial results seem to suggest that for a given model the
QCSP is either as hard as the general problem (Pspace-complete) or of the
same complexity as a hard CSP (NP-complete) or tractable (polynomial
time solvable). That is QCSP would follow a trichotomy between Pspace
complete, NP-complete and P.

The drop in complexity from Pspace to NP seems to be explained also by
a slightly more advanced form of relativisation of the universal quantifiers,
best explained in terms of restricted games and interpolation of complete
Skolem functions from families of partial ones. One natural example known
as the collapsibility property enjoyed by some models amounts to the case
when it suffices to check the cases where all universal variables of the sen-
tence but a bounded number take a constant value known in advance.
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Charles Sanders Peirce is, as Alfred Tarski has rightly reminded us, the
father of the logic of relations. Although Augustus de Morgan pioneered
investigation into the logic of dyadic relations as an outgrowth of his mathe-
matical study of syllogistic, it was Peirce who first developed a general logic
of relations, that is, a logic for relations of any adicity (valency) whatsoever.
The corazon de corazon of this logic is Peirce’s so-called “Reduction Thesis”,
consisting of two controversial clauses. The first of these is a necessity clause
stating that, besides monadic relations (one-place predicates) and dyadic re-
lations, a relationally complete logic must also have genuine triadic relations,
that is, three-place relations which cannot be analyzed into combinations of
relations of lesser adicity. The second clause is a sufficiency clause, specif-
ically, the claim that genuine triadic relations, together with monadic and
dyadic relations, suffice for a relationally-complete logic. The means for
composing all other (n>3)-adic relations are two logical operations, namely,
the unary operation of auto-relative multiplication and the binary operation
of relative multiplication. Peirce’s Reduction Thesis has been all but uni-
versally rejected, often even by scholars sympathetic to Peirce and his work
in logic. This tutorial explicates his contentious thesis and subsequently
presents two topological models for his logic of relations. One is a variant
of topological graph theory, called Peircean Relational Graph Theory, and
the other uses surface theory, called Peircean Relational Surface Theory.
These two models provide justification for his remarkable contribution to a
universal logic of relations including proofs of his Reduction Thesis, one in
each model.

“We homely thinkers believe that, considering the immense amount
of disputation there has always been concerning the doctrine of
logic, and especially concerning those which would otherwise be
applicable to settle disputes concerning the accuracy of reasonings
in metaphysics, the safest way is to appeal for our logical principles
to the science of mathematics, where error can only long go unex-
ploded on condition of not being suspected.”

— C.S Peirce, The Regenerated Logic
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Synopses of Tutorial Sessions

I. Peirce’s Logic of Relations and Peircean Relational Graph
Theory

C.S. Peirce’s view that mathematics is the science of necessary reason-
ing about hypothetical possibilities by means diagrams will be introduced.
Further, his contention that logic requires topology will be briefly examined.
Peirce’s diagrammatic logic of relations will be explicated including his “Re-
duction Thesis,” specifically, the thesis, that a relationally complete logic
requires, but only requires monadic, dyadic, and triadic relations. The fun-
damentals of Peircean Relational Graph Theory (PRGT), a radical variant
of standard graph theory will be delineated. It will be shown that PRGT
is able to represent straightforwardly both relations of one, two, and three
adicities and the logical operations of auto-relative and relative multiplica-
tion.

II. Garnering the First Fruits of PRGT and Those of a Later
Gleaning

The representational scope and power of PRGT will be presented via
relevant combinatorial formulas as well as diagrams of relational networks.
Several key theorems will be demonstrated culminating in a proof of Peirce’s
Composability-of-Relations Theorem (The Reduction Thesis justified). A
taxonomy of general varieties of relational networks willed be tabulated. As
a preamble and a propaedeutic to the third session, surface diagrams which
are two-dimensional counterparts to the one-dimensional diagrams of PRGT
will be introduced. The gluing of surfaces with boundaries will be presented
as the means to represent auto-relative and relative multiplication.

III. Peircean Relational Surface Theory

Employing some insights of such pioneers in topology as A.F. Mdbius
and Max Dehn, three surface models for Peirce’s logic of relations will be
explored, specifically:

1) a cap/sleeve/pair of pants model,

2) a model of spheres with one, two, and three discs excised,

3) a disc/annulus/bi-annulus model. While a disc, an annulus, and a bi-
annulus are homotopically distinct from each other, the above three
models are homotopically equivalent. This will be diagrammatically dis-
played and algebraically demonstrated.
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A problem with using these surface models to represent Peirce’s logic of
relations will be discussed and then solved, involving the use of deformation
retractions of the disc, the annulus, and the bi-annulus as necessary aspects
of an adequate model Peirce’s logic of relations in two dimensions.
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Useful Links

Charles Peirce Society

Peirce.org

Centro de Sistematica Peirceana

Grupo de Estudios Peirceano

Institute for Studies in Pragmaticism

Helsinki Peirce Research Centre

Centro de Estudos de Pragmatismo, Sao Paulo, Brazil

Charles Sanders Peirce: Logic, Internet Encyclopedia of Philosophy
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Wittgenstein’s Logic

(GIOVANNI MION

DEPARTMENT OF HUMANITIES AND SOCIAL SCIENCES,
IsSTANBUL TECHNICAL UNIVERSITY, TURKEY
GMION22@QGMAIL.COM

ERIK THOMSEN
CTOf| AT BLENDER Loacic, CAMBRIDGE, Mass, USA
ETHOMSENQETWORKS.ORG

The tutorial will be focused on Wittgenstein’s logic in the Tractatus. It
is divided into three sections:

I. Quantification

In the first section, we will explore Wittgenstein’s account of quantifi-
cation. See in particular sections 5.3, 5.501 and 5.52 of the Tractatus.

I1. Decidability

In the second section, we will explore Wittgenstein’s philosophy of logic.
In particular, we will focus on Wittgenstein’s claim that “proof in logic is
merely a mechanical expedient to facilitate the recognition of tautologies in
complicated cases” (6.1262). See also section 6.1203.

III. The color exclusion problem

Finally, in the last section, we will discuss the color exclusion problem
and Wittgenstein’s later attempt to overcome the shortcomings of his logical
atomism. See in particular section 6.3751:

“For example, the simultaneous presence of two colours at the same
place in the visual field is impossible, in fact logically impossible,
since it is ruled out by the logical structure of colour. Let us think
how this contradiction appears in physics: more or less as follows
— a particle cannot have two velocities at the same time; that is
to say, it cannot be in two places at the same time; that is to say,
particles that are in different places at the same time cannot be
identical. (It is clear that the logical product of two elementary

*Chief Technology Officer
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propositions can neither be a tautology nor a contradiction. The
statement that a point in the visual field has two different colours
at the same time is a contradiction.)”
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Reasoning on data: the ontology-mediated
query answering problem

MARIE-LAURE MUGNIER
UNIVERSITY OF MONTPELLIER, FRANCE
MUGNIER@QLIRMM.FR

Knowledge representation and reasoning (KR) is the field of artificial in-
telligence that studies formalisms, mostly based on logics, to represent and
do reasoning with various kinds of human knowledge. Modern information
systems often comprise a knowledge base expressed in a KR language. At
the core of a knowledge base, there is a so-called ontology, which defines the
conceptual vocabulary of the knowledge base and describes general knowl-
edge about a domain of interest. Formally, an ontology is a logical theory in
a fragment of first-order logic, which may be more or less expressive. The
simplest ontologies define hierarchies of concepts and relations, while richer
ontologies are often expressed in description logics, a prominent family of
KR languages devoted to representing and reasoning with ontologies, or
rule-based languages. Another classical component of a knowledge base is
the fact base, which contains assertions about specific individuals.

In the last decade, the increasing amounts of available data, which may
be large, complex, heterogeneous and/or incomplete, have deeply impacted
the field. How to better access data by incorporating knowledge, typically
expressed in ontologies, has become a crucial issue, at the crossroad of KR
and data management. On the KR side, the challenge was to tackle a new
reasoning task, namely querying data (whereas classical KR problems such
as consistency checking or classification can be recast as very specific query
answering problems), which required to find new languages and algorithmic
techniques offering various tradeoffs between expressivity and tractability
of reasoning. On the data management side, the challenge was rather to ex-
tend query answering techniques to take into account knowledge. The issue
of querying data while taking into account inferences enabled by an ontol-
ogy has received several names, it will be called ontology-mediated query
answering in this talk. It can also be seen as querying a knowledge base,
composed of an ontology and a (possibly virtual) fact base linked to data
sources.

The aim of this tutorial is to give an overview of ongoing research in
KR on ontology-mediated query answering. The main KR formalisms in-
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vestigated in this context will be presented, and compared with respect to
expressivity, decidability and computational complexity, with a special fo-
cus on a recent family of formalisms, namely existential rules.

II.

I1II.

The tutorial will be divided in three parts:

I will first present the context and the main notions related to ontology-
mediated query answering: the logical view of queries and data; ontolo-
gies in computer science; knowledge bases; relevant knowledge repre-
sentation and reasoning formalisms; fundamental problems on knowl-
edge bases.

Then I will present in more detail the main formalisms studied in the
context of ontology-mediated query answering: Horn description log-
ics and existential rules. Description logics are decidable fragments
of first-order logic, and their Horn subset is roughly obtained by dis-
allowing any form of disjunction. Existential rules are also known
as the Datalog+ family, or tuple-generating dependencies in database
theory, and they generalize both Horn description logics and Datalog,
the querying language for deductive databases. The basic algorithmic
approaches to ontology-mediated query answering will be reviewed.
The last part will be devoted to decidability issues in the existential
rule framework. Logical entailment with general existential rules is
not decidable, however many subclasses for which it is decidable have
been defined. I will present the landscape of decidable classes of rules
and explain the ideas behind decidability properties.
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Logic and Computer Programming
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The aim of this tutorial is to acquaint attendees with the primary models
of program semantics; to present logics based on formal program models; to
study relationship between such logics; to discuss applicability of program
logics in program analysis and verification.

Computer Programming, as well as Software Engineering in general,
is a grateful area of logic application. Logics can be used at every stage
of software development cycle, in particular, during requirement analysis,
specification, design, verification, and testing.

To be successful, such logics should adequately represent essential fea-
tures of the development stages. Among various logics, oriented on software
development, the central place belongs to logics describing main properties
of computer programs. Such logics should be based on formal program
models.

The tutorial consists of three sessions:

I.  Review of program-oriented logics. Formal models of programs.

II. Program-oriented first-order logics of predicates and functions with
non-fixed arity. Their relationships with classical first-order logic.
Soundness and completeness of logics.

III. Program logics of Floyd-Hoare style of partial predicates and functions
over hierarchical data structures. New consequence relations, their
properties. Applicability of program logics.

The main questions to be discussed during the first session are a short
review of program-oriented logics and main methods of description of formal
semantics of programs:

e denotational semantics in style of Scott-Strachey;
e operational semantics in style of Gordon D. Plotkin;
e axiomatic semantics in style of Floyd-Hoare.

Then we describe various classes of mappings used to represent program
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semantics such as n-ary mappings, mappings with non-fixed arity (quasiary
mappings), and mappings over hierarchical data. We demonstrate that
these classes have different compositional properties that affect program
construction and investigation.

During the second session, we construct various first-order logics based
on the described classes of mappings. We demonstrate that each logic has
specific features which are not characteristic for classical logic based on n-
ary mappings. Soundness and completeness of such logics are discussed.

The last session is devoted to construction of various types of Floyd-
Hoare program logics.

We investigate classical Floyd-Hoare logic, logics with partial predicates
and functions, logics over hierarchical data. Such analysis demonstrates
that even in a case of simple programs we have to introduce new rather
complicated consequence relations and new rules of calculi.

In conclusion, we formulate the main challenging problems of program
logics construction and investigation and discuss approaches to their solu-
tion.
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Analogical Reasoning

HENRI PRADE
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Analogical reasoning has been known as a noticeable form of plausible
and creative reasoning since Antiquity. Still it has remained apart from
logic, since its conclusions do not offer the guarantees of syllogistic and
more generally deductive reasoning. Closely related to analogical reasoning
is the notion of analogical proportions. They are statements of the form “a
is to b as ¢ is to d”. For about two decades now, their formalization and
use have raised the interest of a number of researchers. Ten years ago, a
propositional logic modeling of these proportions has been proposed. This
logical view makes clear that analogy is as much a matter of dissimilarity
as a matter of similarity.

Moreover, an analogical proportion is a special type of logical pro-
portions, a family of quaternary operators built as a conjunction of two
equivalences linking similarity or dissimilarity indicators pertaining to pairs
(a,b) and (c,d). Homogeneous logical proportions (which include analogical
proportion) and heterogenous logical proportions are of particular interest.
These remarkable proportions play a key role in the solving of various in-
telligence quizzes. Moreover analogical proportion-based inference has been
experimentally shown to be quite good at classification tasks. Recent theo-
retical results suggest why.

The tutorial provides an introduction and a detailed discussion of the
above points and related issues. It is organized as follows:

I.  The first lecture singles out analogical proportion among logical pro-
portions. Logical proportions, a family of particular quaternary Boolean
operators built from similarity or dissimilarity indicators between pairs,
are first introduced. Then, different sub-families are identified accord-
ing to their definitional structure, or some characteristic properties.
Analogical proportion appears as one of the four symmetrical logi-
cal proportions that are code independent (which means that their
truth value does not change when 0 and 1 are exchanged). Analogical
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II.

I11.

proportion is uniquely characterized among these four proportions by
satisfying reflexivity (“a is to b as a is to b”) and the central permu-
tation property (if “a is to b as ¢ is to d” then “a is to ¢ as b is to
d”). Other noticeable properties of analogical proportion and relations
with other proportions are presented, as well as a discussion in terms
of structures of opposition.

The second lecture is devoted to analogical proportion-based inference.
Indeed analogical proportions are at the basis of an inference mecha-
nism (which can be related to the basic analogical reasoning pattern)
that enables us to complete or create a fourth item (described by means
of Boolean attributes) from three other items. The good results of this
inference in solving quizzes and in classification problems are then re-
ported. The fact that this inference can never be wrong in case the
classification function is an affine Boolean function is emphasized. We
also discuss the differences with case-based reasoning and case-based
decision.

The third lecture is devoted to extensions of analogical proportion
beyond the Boolean case on the one hand and to the use of other
logical proportions on the other hand. Multiple-valued logic extensions
enable us to handle items described with numerical attributes, while
the extension of analogical proportion to non distributive lattices make
possible to define and identify such a proportion between concepts in
a formal context, in the sense of formal concept analysis. Besides, the
four non symmetrical code independent logical proportions are also
worth of interest since they express that there is an intruder in a 4-
tuple that is not in some definite position in the tuple. Lastly we
explain how these proportions can be used as well in classification.
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MMT — Meta-Meta-Theory and/or Tool:
A Framework for Defining and Implementing
Logics

FLORIAN RABE
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MMT is a framework for designing formal languages and building knowl-
edge management applications for them. It systematically avoids a com-
mitment to a representational paradigm, a particular concrete or abstract
syntax, or a particular semantics and thus naturally subsumes type theo-
ries, logics, set theories, ontology languages, etc. Despite this high degree
of generality, MMT includes generic solutions to deep problems including
IDE, web browser, module system, and type checking. Therefore, design-
ing logics and applications inside MMT can yield very strong systems at
extremely low cost.

I. Overview and demo

Optionally bring your notebooks to install MMT

II. Language Design in MMT
I1I. Application Development in MMT
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Logic-based reasoning for information integration
and data linkage

MARIE-CHRISTINE ROUSSET

INSTITUT UNIVERSITAIRE DE FRANCE,
LABORATOIRE D’INFORMATIQUE DE GRENOBLE,
UNIVERSITE GRENOBLE ALPES, FRANCE
MARIE-CHRISTINE. ROUSSET@IMAG.FR

Biography: Marie-Christine Rousset is a Professor of Computer Science at
the University of Grenoble Alpes and senior member of Institut Universitaire
de France. Her areas of research are Knowledge Representation, Information
Integration, Pattern Mining and Semantic Web. She has published around
100 refereed international journal articles and conference papers, and par-
ticipated in several cooperative industry-university projects. She received
a best paper award from AAA in 1996, and has been nominated ECCAIF:I
fellow in 2005. She has served in many program committees of international
conferences and workshops and in editorial boards of several journals.

Information integration and data linkage raise many difficult challenges,
because data are becoming ubiquitous, multi-form, multi-source and musti-
scale. Data semantics is probably one of the keys for attacking those chal-
lenges in a principled way. A lot of effort has been done in the Semantic Web
community for describing the semantics of information through ontologies.

In this tutorial, I will show that description logics provide a good model
for specifying ontologies over Web data (described in RDF), but that re-
strictions are necessary in order to obtain scalable algorithms for checking
data consistency and answering conjunctive queries. I will explain that the
DL-Lite family has good properties for combining ontological reasoning and
data management at large scale.

Finally, I will describe a unifying rule-based logical framework for rea-
soning on RDF ontologies and databases. The underlying rule language
allows to capture in a uniform manner OWL constraints that are useful in
practice, such as property transitivity or symmetry, but also domain-specific
rules with practical relevance for users in many domains of interest.
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I will illustrate the expressivity of this framework for modeling Linked
Data applications and its genericity for developing inference algorithms. In
particular, I will show how it allows to model the problem of data linkage
in Linked Data as a reasoning problem on possibly decentralized data. I
will also explain how it makes possible to efficiently extract expressive mod-
ules from Semantic Web ontologies and databases with formal guarantees,
whilst effectively controlling their succinctness. Experiments conducted on
real-world datasets have demonstrated the feasibility of this approach and
its usefulness in practice for data integration and information extraction.

Everybody interested in description logics, databases and information
integration is welcome to join. There is no specific prerequisites. The tuto-
rial will be divided in the following three sessions:

I.  This part will be devoted to introduce the problems of information
integration and data linkage from heterogeneous data sources, in par-
ticular in the setting of the Web of data (also called Linked Data), and
the ontology-based approach to address these problems.

II.  This part will be devoted to description logics, their use for specifying
ontologies and the associated inference algorithms for reasoning on
data in presence of ontologies.

III. In this last part, we will present a unifying rule-based logical framework
for reasoning on RDF ontologies and databases, based on Datalog and
its extensions.

Bibliography
e S. Abiteboul, I. Manolescu, Ph. Rigaux, M.-Ch. Rousset & P. Senellart,
Web Data Management, Cambridge University Press, 2012.

Useful Link
e |Website of the book Web Data Management
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Louis Couturat (1868-1914): Early symbolic logic
and the dream of a characteristica universalis

OLIVER SCHLAUDT
DEPARTMENT OF PHILOSOPHY, UNIVERSITY OF HEIDELBERG, GERMANY
OLIVER.SCHLAUDTQURZ.UNI-HEIDELBERG.DE

It is known that Bertrand Russell turned to logic after having become
acquainted with the work of the Italian mathematician Giuseppe Peano. He
was personally introduced to the latter in 1900, at the First International
Congress of Philosophy in Paris, by a French colleague, responsible for the
Logic Section of the Congress: Louis Couturat.

Who was this French philosopher? History of logic almost completely ig-
nores him, because he didn’t contribute to the field. Nevertheless he played
an important role in the development of the discipline. He was among
the first who grasped the appeal of the new “algorithmic logic”, renewing
Leibniz’ dream of a characteristica universalis, and started very early to
integrate modern logic into the philosophy curriculum at the French uni-
versity. He wrote several introductory works on logic for the French public.
And he created a vast network of correspondents, extended from Argentina
to Russia, including among others Russell, Peano, Peirce, MacColl, Frege
and Schroeder. He devoted himself to mutually connect these scholars and
to make circulating their ideas through the scholarly world at a maximum
speed.

In this tutorial, we will try to grasp the work of Couturat in its entire
scope, ranging from his work on Leibniz to the philosophy of mathematics,
epistemology, and logic. Beyond his published work we will also consult
his correspondence and his unpublished manuscripts (e.g. on the history of
mathematical logic).

I. Louis Couturat

In the first session, I will provide an overview over the life and the
work of Louis Couturat. In particular, I will elaborate his philosophical
programme which eventually led him to study contemporary advances in
symbolic logic and to make considerable efforts for introducing symbolic
logic in France. I will also present and analyze his various activities as a
reviewer, editor, conference organizer, international “mail box”, partisan of
international auxiliary languages, and so on.
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I1. Philosophy of logic

In the second section, I will outline Couturat’s philosophy of logic, fo-
cussing on two major topics: firstly, the relation between logic and mathe-
matics and in particular the question of logicism, discussed by Couturat in
form of the alternative “algebra of logic or logic of algebra”; secondly, I will
show how Couturat’s criticisms of various systems of symbolic systems fits
into a larger semiotic approach, covering also mathematics, the algebras of
the natural sciences (e.g. chemical formulae) and even natural languages.

I11. History of logic

The third and last session will focus Couturat’s construction of a “His-
tory of mathematical logic” in his unpublished series of lectures at College
de France in 1904/05. We will especially analyze the relation between the
contemporary discussions in logic and the kind of questions Couturat tried
to answer in his historical account.
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e Selection of Couturat’s works:

1. De linfini mathématique, Félix Alcan, Paris, 1896, https://goo.gl/
kNzFec.

2. La Logique de Leibniz, Félix Alcan, Paris, 1901, https://goo.gl/
KQ23n4, English version: The Logic of Leibniz, translated by Donald
Rutherford, https://goo.gl/ TCNyXP.

3. with Ch. Ladd-Franklin: Symbolic Logic, in Dictionary of Philosophy
and Psychology, edited by J.M. Baldwin, 1902.

4. Les principes des mathématiques, avec un appendice sur la philoso-
phie mathématique de Kant, Félix Alcan, Paris, 1903, https://goo.gl/
WkgFEt.

5. L’algébre de la logique, 1905, English version: The Algebra of Logic,
translated by L.G. Robinson, The Open Court Publishing Company,
1914, https://goo.gl /is1iA1.

6. Traité de logique algorithmique, posthumous, 2010.

¢ On Couturat:

1. M. Fichant & S. Roux (editors), Louis Couturat (1868-1914). Ma-
thématiques, langage, philosophie, Classiques Garnier, Paris, 2017.

2. L’Buvre de Louis Couturat — de Leibniz a Russell, Actes du Col-
loque International, L’Ecole Normale Supérieure, Editions Rue
d’Ulm, 1977, https://goo.gl/2uoCsP.

88


https://archive.org/details/delinfinimathma00coutgoog
https://archive.org/details/delinfinimathma00coutgoog
http://gallica.bnf.fr/ark:/12148/bpt6k110843d/f1.item
http://gallica.bnf.fr/ark:/12148/bpt6k110843d/f1.item
http://philosophyfaculty.ucsd.edu/faculty/rutherford/Leibniz/couturatcontents.php
https://archive.org/details/lesprincipesdes02coutgoog
https://archive.org/details/lesprincipesdes02coutgoog
https://archive.org/details/algebraoflogic00coutiala
https://www.presses.ens.fr/hors-collection_5_oeuvre-de-louis-couturat-l-1868-1914_2-7288-0091-x.html

Tutorials

Logic and Religion
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FEDERAL UNIVERSITY OF CAMPINA GRANDE, BRAZIL
ACADEMIC VISITOR, FACULTY OF PHILOSOPHY,
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RICARDOSSQ@QUFCG.EDU.BR

From a historical point of view, logic has been a constant companion
of philosophical reflections about religion. Arguments for and against the
existence of God have been proposed and subjected to logical analysis in
different periods of the history of philosophy. In discussions on the concept
of God too logic has played a considerable role. With the rise of modern
logic, in the beginning of twentieth century, and the analytic philosophy of
religion, in the fifties, the connection between logic and religion has become
much more established. A result of this development was the series of events
World Congress of Logic and Religion, whose first and second editions took
place, respectively, in Joao Pessoa, Brazil, in 2015, and in Warsaw, Poland,
in 2017; the 3rd World Congress on Logic and Religion will take place in
Varanasi, India, in 2019. The purpose of this tutorial is to introduce the
field of Logic and Religion from the perspective of philosophical inquiry;
nonetheless, something will be said about the role played by logic in world
religious traditions.

I. General perspectives on Logic and Religion

In the first part of the tutorial I will speak about the role played by
logic in religion, both from the philosophical and religious perspective. I
will point out how logical notions appear in different religious traditions
and how a good deal of logical reasoning is needed to make sense of good
part of what they say. I will also speak about two of the most traditional
philosophical undertakings related to God and religion: the construction
and appraisal of arguments for and against the existence of God and the
logical analysis of the concept of God.

II. Arguments for and against the Existence of God

In the second part of the tutorial I will deepen the issue of the construc-
tion and appraisal of arguments for and against the existence of God. After
giving a short historical background, I will explain the varieties of argu-
ments found in both religious and philosophical traditions. After that I will
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concentrate on two instances of such arguments. On the side of theist ar-
guments, I will examine Anselm’s ontological argument found in the second
chapter of his Proslogion and some recent attempts to logically formalize
it. On the side of the atheist arguments, I will examine the role played by
logic in Hume’s exposition of the problem of evil and the response given by
Alvin Planting known as the free-will defense.

I1I. The Concept of God

In the last part of the tutorial I will move to the analysis of the concept
of God. I will first speak about the project inaugurated by Anselm nowa-
days called Perfect Being Theology (which consists in, from some definition
of God as a maximally perfect being, logically derive God’s properties or
perfections such as uniqueness, omniscience, omnipotence, moral perfection,
omnipresence, eternality, impassibility and simplicity). After that I will look
on how this project and the logico-philosophical inquiry about divine prop-
erties has been conducted in recent philosophy of religion.
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Tractarian Logic and Semantic Technologies
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From voice recognition and natural language processing, to semantic in-
teroperability and automated reasoning, semantic technologies are the latest
and quite possibly last frontier in information science. From banking to de-
fense, the modern world runs on semantic technologies. Semantic technolo-
gies find the best route, identify friends, make economic predictions, and
translate languages. Yet, they do not stand on their own. Rather they are
grounded in the more abstract world of logic which focuses on such issues
as propositional form, well formedness, substitution criteria, quantification,
logical grammars and certainty versus probability.

Early computer science pioneers were well versed in the logic models
inspired by Boole, Frege and Russell (and later by Carnap, Church, Tarski
and Quine to name but a few) — what became classical first order logic
‘FOL’. As a result, semantic technologies such as Relational Databases,
Natural Language Processing and OWIEI (the predominant model for se-
mantic/knowledge representations) were all grounded in FOL.

However, the intellectual lineage that became FOL was not without its
opponents, almost from the beginning. The Cambridge of pre-war England
was also home to Ludwig Wittgenstein whose Tractatus provided, in sig-
nificant respects, an alternative approach to logic from that espoused by
Russell.

The divide between Russell and Wittgenstein still lives today. And it
is of supreme relevance to both theoretical and applied logicians because
it points to unanswered foundational issues in logic AND practical conse-
quences stemming from foundational problems. Moreover, semantic tech-

*Chief Technology Officer
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nologies have been evolving, based on empirical feedback, in directions that
make them look less classical; rather more non-classical — specifically, Trac-
tarian.

So what was Wittgenstein’s Tractatus really about? And what makes

it relevant today? Though written in a dense and aphoristic style, the
Tractatus dealt squarely with many of the foundational issues that must be
addressed by any semantic technology including:

S TUk W

II.

III.

Boundaries between lexical and semantic processing

Boundaries between abstract typing systems and semantic types
The structure of knowledge

The interplay of formal and probabilistic reasoning

Meaning versus reference

Saying versus exemplifying/showing

The tutorial is thus divided into three sections:

In the first section, we describe how Wittgenstein’s logic in the Trac-
tatus (and his lectures from the early 1930s) differs from what became
absorbed into consensus first order logic FOL. Towards that end we
will revisit the Tractatus in the light of Wittgenstein’s lecture notes
from 1930 where he first rearticulated central points in the Tractatus
having had ten years to think about them. We will look in depth at
several passages in the Tractatus in this light including 2.0131, 3.314,
3.333, 3.342, 4.0312, 4.1272 and 5.

In the second section, we make the link to show where Wittgenstein’s
ideas about logic are relevant for the design of semantic technolo-
gies. We will focus on knowledge representation and natural lan-
guage processing. For example, we will show that for Wittgenstein,
all semantic technologies must be grounded in abstract typing sys-
tems. And logical operators link experiential (sense) propositions to
molecular/composite representations.

In the third section, we describe the limitations of current semantic
technologies especially in the areas of natural language and multi-
sensory (i.e., multi-modal) representation and how those limitations
can be traced to limitations in the consensus understanding of first
order logic FOL. Finally, we describe some current semantic engineer-
ing efforts in the fields of multi-domain semantic fusion and natural
language understanding that are explicitly based on Tractarian logic.
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Information fusion is one of the most successful theories developed since
about 20 years. However its meaning is still the subject of intense debate
[2]. Despite its interpretational problems, recently researchers started suc-
cessfully applying the apparatus of information synthesis to the economy,
finances, sensory fusion, databases integration etc. W.A. Sander in “Infor-
mation Fusion” [6] describes the domain as follows:

Information Fusion or Data Fusion is the process of acquisition, fil-
tering, correlation and integration of relevant information from var-
ious sources, like sensors, databases, knowledge bases and humans,
into one representational format that is appropriate for deriving de-
cisions regarding the interpretation of the information, system goals
(like recognition, tracking or situation assessment), sensor manage-
ment, or system control.

The aim of the tutorial is to give an overview of a few chosen models and
information synthesis formalisms. We introduce three models of the fusion
operator on theories/specifications. See e.g. [2] for other fusion models. No
previous knowledge of information fusion is assumed, but we will do assume
basic knowledge of propositional and first-order logic.

Everybody interested in logical modeling is welcome to join. The tutorial
will be divided in the following three sessions.

I. Fusion by Products

We start with a quick historical overview of the fusion problem and
we present the first fusion formalization under the generalized products of
relational structures. Fraissé-Hintika-Galvin Autonomous Systems are the
main tool for the decision synthesis of models of first-order theories under
products of models [4,7,8].

*Laboratoire d’Informatique, de Modélisation et d’Optimisation des Systeémes
fCentre National de la Recherche Scientifique
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II. Los Ultrasynthesis

This lecture will be devoted to the exposition of the theory synthesis
extracted from the analysis of the celebrated Los Ultraproduct Theorem
[7,8]. A special case of such an Ultrasynthesis Operator for theories of
initial segments of a standard model of arithmetics [1], formulated by M.
Mostowski, will be the principal subject of our investigations.

III. Sensory Minimization

We conclude by the Dasarathy’s [5] Sensory Fusion Minimization ques-
tion on the minimal number of sensors necessary for the recognition of any
object. Here the formalism of the sensory fusion is based on the multi-head
finite automata recognition. Under the sensing multi-head automata model
we prove the so called '3-sensory Theorem’ [3], saying that three sensors
only are sufficient.
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The question of the relation of mathematics and logic in ancient Greece
has puzzled many historians, who viewed no connection between Euclidean
geometrical demonstration and logical reasoning as conducted within Aris-
totle’s syllogistics and Stoic propositional logic.

The aim of this tutorial is to identify logical principles and modes of
reasoning as applied in mathematics and in philosophical thinking. Logical
thinking manifests itself in mathematical and philosophical reasoning over
such fundamental questions, as the problem of the finite and the infinite
and thereby of the finitary and infinitary methods of handling the infinite
and the modes of reasoning about it, the problem of classes of finite objects
and the status of their existence, and other relevant problems.

I. The finitary arithmetic of Euclid’s Elements

(1) The “domain” of Euclid’s “Elements”, Book VI. The Euclidean number
— arithmos — has the following formal structure: A = {aF}, where E des-
ignates the unit and a is the number of times (multitude) that E is repeated
to obtain the number A, denoted by a segment.

Euclid constructs his arithmetic for the numbers-arithmoi, that is for
the numbers designated as segments, while the arithmetic of multitudes
is taken for granted. Thus, arithmetic is constructed as formal theory of
numbers-arithmoi, while the concept of multitude or iteration number has
a specific meta-theoretical character.

(2) Equality. The concepts “equal”, “less”, “greater”, to which today are
ascribed a purely quantitative meaning, in Euclid seems to be also asso-
ciated with the geometric notion of relative position, but also applied to
multitudes when Euclid compares two sets of numbers-arithmoi.

(3) Generality. Euclid sometimes uses quantificational words applied to
numbers-arithmoi, although such expressions are very rare. The most com-

mon way by which Euclid expresses generality is to speak about arithmos
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without article. Thus, most enunciations in Euclid’s arithmetical Books
state some property about numbers, where arithmos is used without arti-
cle. However, when he proceeds to the ekthesis of a proposition, general
statements about numbers are interpreted as statements about an arbitrary
given (indicated) number. In virtue of the instantiation described above
the process of proof takes places actually with an arbitrary given number.
This “rule of specification” is considered inversible, although Euclid applies
explicitly the inverse rule very rarely in the arithmetical Books. The degree
of generality attained in this way is no higher than generality expressible
by free variables ranging over numbers.

(4) Fundamental concepts. The basic undefined concept of Euclidean arith-
metic is that of to measure (katametrein), which underlies most of the kinds
of numbers defined by Euclid. The concept “a number B measures a num-
ber A” can be interpreted as follows: B measures A = (B < A) & (A =nB),
that is A is obtained by n repetitions of B.

(5) Implicit assumptions concerning reasoning over infinite processes. In the
proofs of Proposition 1 and 2, exposing the process of anthyphairesis, Euclid
uses the following implicit assumptions:

i.  The least number principle: a set of multiples nB, such that nB > A
has a least element ng, such that ngB > A, yet (ng-1)B < A.

ii. The infinite descent principle: the process of anthyphairesis will termi-
nate in a finite number of steps, that is the chain A > B > B; > By >
...> By > ... is finite.

iii. If X measures A and B, then X measures A + B, that is if A = mX,
B=nX,then A+ B=(mz=n)X.

The first assumption is equivalent to the principle of mathematical in-
duction if the following axiom is added: every number (except the unit)
has a predecessor. The second assumption is equivalent to the principle of
mathematical induction and is used in Proposition 31. However, the use of
these principles has always finitary character in Euclid.

(6) Introduction of entities of higher complezity. In Propositions 20-22, Eu-
clid uses the “class” of all pairs that “have the same ratio”. Each such class
is uniquely associated with one pair of numbers, namely the least pair of
numbers that have the same ratio. Euclid gives an effective procedure for
finding such a least pair.
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(7) The finitary principle and the use of effective procedures. Euclidean
arithmetic is constructed from below, beginning from the unit. Further,
a number of arithmetical concepts are introduced in the Definitions of Book
VII. From these, the concepts of part, multiple, parts, proportionality, and
prime numbers are not defined effectively. However, they become effective
in virtue of Propositions 1, 2, and 3 that provide an effective procedure for
any numbers to find their common measure. In this way, the proofs of the
Propositions 4-19 should be considered as effective either. The introduc-
tion of more complex objects is realised through the comparison of these
objects and the establishment of an equality-type relation between them.
Euclid always provides an effective procedure for finding the least pair of
the objects found in equality-type relation.

Therefore all propositions that involve existence of numbers appear, in
Euclid’s arithmetic, associated with some effective procedure for finding the
required number. This kind of arithmetic is constructed without assump-
tions of axiomatic character. It lacks the concept of absolute number or any
elaborated concept of equality.

(8) Reductio ad absurdum. Nowhere Euclid makes use of the assumption
that all numbers form a fixed universe of discourse that is given beforehand.
Hence, he never postulates or proves existence of numbers having a certain
property, but always ‘constructs’ the required numbers by means of effective
procedures. Existence of numbers is never deduced by strong indirect ar-
guments. The use of reductio ad absurdum relies on a specific propositional
form of the law of excluded middle and applies to decidable arithmetical
predicates. Moreover, Fuclid seems to avoid the law of excluded middle
in the arithmetical proofs. All propositions of the form P(A) v -P(A) are
proved by consideration of each part of the disjunction separately.

(9) Underlying logic. The approach adopted by Euclid does not need any
special predicate logic. Euclid’s arithmetic can be characterised as a finitary
fragment of classical arithmetic; hence, it does not necessarily presuppose
the full force of first-order predicate logic.
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II. Arithmetic reasoning in the Neo-Pythagorean tradition

Pythagorean number theory in the form survived in the texts of later
authors has the following distinctive features:

(1) Arithmetical reasoning is conducted over a 3-dimensional “domain” that
extends indefinitely in the direction of increase.

(2) The monas, denoted by an alpha, is taken to be a designated object (yet,
not a number), over which a (potentially infinite) iterative procedure
of attaching an alpha is admitted. Numbers are defined as finite suites
(finite instances of the natural series). Various kinds of numbers can
be defined as suites constructed according to certain rules, following a
finitary form of inductive definition.

(3) Arithmetic is then developed by genetic constructions of various finite
(plane or spatial) schematic patterns. Therefore, Pythagorean arith-
metic represents a visual theory of counting over a distinctive combina-
torial “domain”.

(4) Arithmetical reasoning is conducted in the form of mental experiments
over concrete objects of combinatorial character. Any assertion about
numbers utters a law, which can be confirmed in each case by pure
combinatorial means.

(5) Arithmetic concerns affirmative sentences stating something ‘positive’
that can be confirmed by means of the construction of the corresponding
configuration (deizis). No kind of ‘negative’ sentence is found. It is a
‘positive’ finitary fragment of classical arithmetic.

ITI. Self-reference in Plato and Aristotle: the Third Man
Paradox

In Plato’s Parmenides (132a-133b), the widely known Third Man Para-
dozx is stated, which has special interest for the history of logical reasoning,
because of the self-reference involved. Many papers call attention to the vi-
olation of a metalogical principle — the type rules — because of the Third
Man Paradox. This view is encouraged by the linguistic difficulties which
Plato has faced in his attempt to formulate an ontology of abstract entities,
i.e. that in Greek language abstract and concrete terms are formally indistin-
guishable: to leukon (literally ‘the white’) may signify both ‘the white thing’
and ‘whiteness’. The root of this misconception stems from the fact that
in English literature the Platonic terms eidos and idea are usually rendered
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by the same word: Form or Idea. However, we find a clear distinction in
Plato’s texts, that corresponds to a fundamental logical distinction between
class-as-many, distributed to its elements by predication, and class-as-one,
standing as an individual in an extended sense and capable of being an
element of a further class-as-many (Russel), or between distributive and col-
lective class (Lesniewski), etc.

The Third Man paradox is obtained, speaking in modern terms, as fol-
lows: out of all the things of an initial domain of particulars to which the
property ‘.. .is large’ (idea) applies is formed an eidos (‘the large’). Further,
this eidos is added to the initial domain of particulars and the scope of the
universal quantifier ‘all’ is extended over it, taken for individual. The con-
struction results in an impredicative generation of a (potentially) infinite
sequence of new eide (infinite regress).

Plato puts the following solution into Parmenides’ mouth. The eidos is
defined as a paradigm, which expresses the form of instances of the eidos,
considered as a singular thing ‘found’ in nature. Further, participation in
an eidos is identified with instantiation of the eidos. Further, the eidos is
compared with a fixed instance of it and the following question is posed:
can we conclude that an eidos is similar to an instance of it on the basis
that the latter is an instantiation of the eidos?

Plato defines similarity in such a way that leads to a negative answer
to the above question: entities are similar to each other if and only if they
participate in one and the same eidos. In this way, what is today called
domain of the class (the domain of ‘participants’ of the eidos is taken into
consideration. This domain consists of homogeneous things (“similar” to
each other). Therefore, neither a thing is “similar” (homogeneous) to an
eidos, nor an eidos to another thing that participates in it; otherwise, if
an eidos is “made similar” to a thing, we obtain the Third Man Paradox.
In this way, Parmenides makes a clear demarcation between two kinds of
homogeneous entities: the level of particulars and the level of eidon, and
the confusion between them is ad hoc removed.

The Peripatetic commentaries of the Third Man Paradox focus primarily
on the statement of the argument and the premises on which it is grounded,
rather than on its solution by means of the predicate of similarity. The first
scholar of antiquity who explicitly ascribes a solution to Plato is Proclus.
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This tutorial reviews the main contemporary approaches to natural lan-
guage argument, explains the role these approaches assign to the fallacies,
and contrasts this with applications of probability theory (aka “p-logic”) to
select fallacies.

As John Woods [19, p. 15] put it: “Formal logic is a theory of logical
forms; and informal logic is all the rest”. Informal logicians [e.g. 11,1] as
well as proponents of the Pragma-dialectical school of argumentation [4,3]
tend to view “all the rest” as shouldering the real work in the analysis and
evaluation of natural language argumentation.

Indeed, many reject formal methods. In place of the proof techniques of
the truth-functional calculus, for instance, typical resources rather include
argument diagrams, schemes, and the fallacies. Similarly, rather than en-
dorsing soundness (premise truth and deductive inferential validity) as a
standard of good argument, informal logicians speak of cogency (premise
acceptability, relevance, and inferential sufficiency).

In the 1960s, this anti-formalist stance arose in reaction to the only
widely available formal apparatus being first-order deductive logic. The
breath of formal resources available today, however, makes a continued dis-
enchantment with them at least questionable. In fact, their neglect deprives
of useful resources in appraising defeasible reasoning and argument in ways
that let formal and informal realign resources.

The tutorial starts by reviewing the informal resources. We particu-
larly study the role of the fallacies [10] in Walton’s [16,17] dialogical ap-
proach, and reconstruct the rules for critical discussion in the Pragma-
dialectical model, whose consensualism particularly epistemologists have
criticized [15,13]. This critique demarcates an import difference, and en-
tails a distinct view on what the fallacies are (not) [20,21].

Against this background, we offer a brief technical introduction to prob-
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ability theory (p-logic), then apply it to give an analysis of argument co-
gency. This not only clarifies a core concept of informal logic. P-logic also
provides an important corrective to its usual applications. In application to
select (alleged) fallacies, indeed, formal and informal normative approaches
to natural language argumentation can align.

Building on groundwork by Oaksford and Hahn [14] and Korb [12],
among others, this contributes to a burgeoning area of research that suc-
cessfully applies probabilistic reasoning to natural language argumentation.
It also supplements recent work by Hahn and Hornikx [7], for instance, who
use p-logic to formalize argument schemes such as those proposed by Wal-
ton, Reed, and Macagno [18].

Please note: The three tutorial sessions build on each other. Rather than
pick one or two sessions, participants would do well to attend all three.
We provide learning materials in class as online resources; there is no prior
reading assignment. A background in formal logic or probability theory is
neither required nor harmful to profit from the tutorial. The main learning
outcome is the improved ability to orient oneself within the field of argu-
mentation studies, and correctly apply p-logic to such crucial notions as
argument cogency, fallacy, or argument strength, among others.
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1. J.A. Blair, “Relevance, Acceptability and Sufficiency Today”, in Ground-
work in the Theory of Argumentation, edited by C.W. Tindale, Springer,
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*International Centre for the Study of Argumentation
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Introduction to Unified Logic

XUNWEI ZHOU
BEJING UNION UNIVERSITY, CHINA
ZHOUXUNWEIQ263.NET

Unified logic, also called mutually-inversistic logic, is constructed by the
author. It unifies Aristotelian logic, classical logic, relevance logic, modal
logic, dialectical logic, ancient Chinese logic, Boolean algebra and lattice,
natural deduction, fuzzy logic, rough set, non-monotonic logic and para-
consistent logic. It is also a unification of extensional logic and intensional
logic, a unification of inductive logic and deductive logic and a unification
of two-valued logic and many-valued logic.

Session 1

— Material implication vs. mutually inverse implication

— Composition operators vs. connection operators

— Formations of terms and propositions

— Truth tables for composition operators

— Inductive compositions vs. decompositions

— Truth tables of connection operators

— Mutually inverse diagrams for connection operators

— The principle of meaningfulness and meaninglessness duality for distin-
guished propositions

Session 2
— First-level single quasi-predicate calculus
— Second-level single quasi-predicate calculus

Session 3

— Unified logics unify more than a dozen logics.
Bibliography
1. Xunwei Zhou, Mutually-Inversistic Logic, Mathematics, and Their Ap-

plications, Central Compilation & Translation Press, Beijing, China,
2013.
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9 — Poster Session for Students

During the school part of UNILOG’2018, in June 16-20, we are orga-
nizing a poster session for students and young researchers (Post-docs). A
good opportunity to interact. It is a way to:

e present what you are doing and/or what you want to do
e to receive feedback and counseling from advanced researchers
e to know what other people are doing

If your poster is selected for presentation at the Universal Logic School
you should register at the school, but we will waive for you the fee for the
congress. Moreover the three best posters will be selected for presentation
during the congress, in June 21-26.

If you are interested, send your poster before March 15 to vichy@uni-
log.org.

The size of the poster should be: 100 cm x 140 cm / 40 inches x 55
inches.

The Logic of Public Debates

ANTSA NASANDRATRA NIRINA AvVO

LRA, DOCTORAL SCHOOL OF MODELING AND COMPUTING,
UNIVERSITY OF FIANARANTSOA, MADAGASCAR
NIRHINA_AVOQYAHOO.FR!

SOLO RANDRIAMAHALEO
FacurLry OF SCIENCE, UNIVERSITY OF FIANARANTSOA, MADAGASCAR
SOLO.RANDRIAMAHALEO@QGMAIL.COM

JEAN SALLANTIN

CNRSf]| MicroroBoTic LaBORATORY, LIRMMf),
MONTPELLIER, FRANCE
JEAN.SALLANTIN@QLIRMM.FR

*Laboratoire de Recherche Appliqué et Multidisciplinaires
fCentre National de la Recherche Scientifique
Laboratoire d’Informatique, de Robotique et de Microélectronique de Montpellier
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Faithful Semantical Embedding
of Dyadic Deontic Logic E in HOL

CHRISTOPH BENZMULLER, ALI FARJAMI & XAVIER PARENT
UNIVERSITY OF LUXEMBOURG, LUXEMBOURG
C.BENZMUELLER@QGMAIL.COM, ALI.FARJAMIQUNI.LU,
XAVIER.PARENTQUNI.LU

Some logical and algebraic aspects of Coo—ring

JEAN CERQUEIRA BERNI & HUGO Luiz MARIANO
INSTITUTE OF MATHEMATICS AND STATISTICS,
UNIVERSITY OF SAO PAULO, BRAZIL
JCERQUEIRABERNIQUOL.COM.BR, HUGOMARQIME.USP.BR

The Possibility Implies the Necessity:
Godel’s Proof for the Existence of God

KYLE BRYANT

LouisiNA SCHOLAR’S COLLEGE,
NORTHWESTERN STATE UNIVERSITY, USA
BRYANTJK123@QYAHOO.COM

A paraconsistent approach to da Costa’s deontic
logic: beyond contradictions and triviality
GREGORY CARNEIRO

DEPARTMENT OF PHILOSOPHY, UNIVERSITY OF BRASTLIA, BRAZIL
GREGORYCARNEIROQOUTLOOK.COM

*Supported by Coordination of Improvement of Higher Level Personnel (CAPES), Brazil.
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Poster Session for Students

An Abstract Approach to Algebraizable Logics
with Quantifiers

CA10 DE ANDRADE MENDES & HUGO Luiz MARIANO
INSTITUTE OF MATHEMATICS AND STATISTICS,
UNIVERSITY OF SAO PAULO, BRAZIL
CAIODAM@IME.USP.BR, HUGOMARQIME.USP.BR

Efficient Protocols for Privacy and Integrity
in the Cloud

ANCA NITULESCU
ECOLE NORMALE SUPERIEURE, PARIS FRANCE
ANCA.NITULESCUQENS.FR

Multirings, Quadratic Forms and Functors:
Relationship between axiomatizations
on quadratic forms

KAIQUE MATIAS DE ANDRADE ROBERTO| & HUGO Luiz MARIANO
INSTITUTE OF MATHEMATICS AND STATISTICS,

UNIVERSITY OF SAO PAULO, BRAZIL

KAIQUEGALOISQGMAIL.COM, HUGOMARQIME.USP.BR
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10 — ;Why, what, when, where

and how to publish?

At the end of the school part of UNILOG’2018, June 20 at 18h-19h,

there will be a round table about publication, a central activity of research
it is worth to reflect on. The participants are:

Jean-Yves Beziau, Federal University of Rio de Janeiro, Brazil, founder
and Editor-in-Chief of the journals|Logica Universalis and South Amer-
ican Journal of Logic, the book series Studies in Universal Logic and
Logic PhDs, Editor of the Logic Area of the [Internet Encyclopedia of
Philosophy

Pierre Cartier, IHEYT] Bures-sur-Yvette, France, Bourbaki Member and
Editor (1955-1983)

Didier Dubois, IRITﬂ France, Editor of |Fuzzy Sets and Systems

Clemens Heine, Executive Editor of Mathematics and Applied Sciences
at Birkhauser/Springer, Basel, Switzerland

Rohit Parikh, City University of New York, USA, Former Editor of
International Journal of Foundations of Computer Science (1990-1995)
and |Journal of Philosophical Logic (2000-2003)

*“Institut des Hautes Etudes Scientifiques
'Institut National de Recherche en Informatique et en Automatique

111


https://www.springer.com/birkhauser/mathematics/journal/11787
http://www.sa-logic.org
http://www.sa-logic.org
https://www.springer.com/series/7391
http://www.collegepublications.co.uk/lphd
http://www.iep.utm.edu
http://www.iep.utm.edu
https://www.journals.elsevier.com/fuzzy-sets-and-systems
https://www.springer.com/birkhauser?SGWID=0-40290-0-0-0
https://www.worldscientific.com/worldscinet/ijfcs
https://www.springer.com/philosophy/logic+and+philosophy+of+language/journal/10992




Part 111

6th World Congress
on Universal Logic

113






11

— Opening Ceremony of the
6th World Congress
on Universal Logic

It will take place on June 21, 2018, 11-12h, at Vichy University Campus.

The following authorities and professors have already confirmed they

will come:

Charlotte Benoit, Elected of the Regional Council and Deputy Mayor
of the City of Vichy, France

Jean-Yves Beziau, Professor of Logic, University of Brazil, Rio de Janeiro,
co-chair of UNILOG’2018

Olivier Cavagna, Vice-Director of Vichy Community, France

Cécile Charasse, Associate Professor of Management Sciences, Head
of the Allier Institute of Technology, Université Clermont-Auvergne,
France

Vedat Kamer, Professor of Logics, University of Istanbul, Turkey, co-
chair of UNILOG’2015

Christophe Rey, Associate Professor of Computer Science, Université
Clermont-Auvergne, France, co-chair of UNILOG’2018

Farouk Toumani, Professor of Computer Science, Head of the LIMOS
laborator CN Rﬂﬂ & Université Clermont-Auvergne, France

*Laboratoire d’Informatique, de Modélisation et d’Optimisation des Systémes
fCentre National de la Recherche Scientifique
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12 — Secret Speaker

The secret speaker is a speaker whose identity is revealed only at the
time of her/its/his speech. The presence of the secret speaker gives a dra-
matic touch to the UNILOG event since the first edition in Montreux in
2005.

Previous secret speakers at UNILOG include Saul Kripke, Jaakko
Hintikka, Grigori Mints, Benedikt Lowe and exclude Brigitte Bardot, Kurt
Godel, Aristotle Schwarzenegger, Saharon Shelah. ..

The talk of the secret speaker will be at a secret time in a secret place.
Keep your eyes open!

Guess who she/it/he is and win a free banquet dinner!
Send your guess before June 15 midnight to unilog2018@yandex.com.

The happy winner will be the first to send the right answer. All partic-
ipants of UNILOG are welcome to play, except the secret speaker.

Hint: “What I tell you three times is true.” (The Hunting of the Snark,
Lewis Carroll)
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13 — Talks of Keynote Speakers

Argument-based logics

LEILA AMGOUDF]
INSTITUT DE RECHERCHE EN INFORMATIQUE DE TOULOUSE, FRANCE
AMGOUD@IRIT.FR

Argumentation is an alternative approach for handling inconsistency,
which justifies conclusions by arguments. Starting from a knowledge base
encoded in a particular logical language, an argumentation logic builds ar-
guments and attack relations between them using a consequence operator
associated with the language, then it evaluates the arguments using a se-
mantics. Finally, it draws conclusions that are supported by “strong” argu-
ments.

In this talk, I present two families of such logics: the family using exten-
sion semantics defined in [1] and the one using ranking semantics introduced
in [2]. T discuss the outcomes of both families and compare them. I also
compare the argumentation approach with other well-known paraconsistent
logics.

References

1. P. Dung, “On the Acceptability of Arguments and its Fundamental
Role in Non-Monotonic Reasoning, Logic Programming and n-Person
Games”, Artificial Intelligence, vol. 88, 1995, pp. 321-357.

2. L. Amgoud & J. Ben-Naim, “Axiomatic foundations of acceptability
semantics”, in Proceedings of the International Conference on Principles
of Knowledge Representation and Reasoning, 2016, pp. 2—11.

*Keynote speaker at the session “Argumentation” (page [466]).
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Material exclusion, contradictions
and other oppositions

JONAS R. BECKER ARENHART

DEPARTMENT OF PHILOSOPHY

FEDERAL UNIVERSITY OF SANTA CATARINA, FLORIANOPOLIS, BRAZIL
JONAS.BECKER2@QGMAIL.COM

It is notoriously difficult to argue against the dialetheist: one cannot
easily lead her to revise her beliefs by pointing to a contradiction, given
that dialetheists do accept some contradictions as being true. As a result, it
seems that there is very little for the dialetheist to fear. Recently, Francesco
Berto (for instance, in [1]) has argued that there is a sense of contradiction
that even a dialetheist should concede is unacceptable: a sense involving
material exclusion. Roughly, if one sentence represents a state of affairs A
that materially excludes a state B, then, A and B cannot both be the case.
This would be non-question begging, given that it does not involve seman-
tical notions such as truth and falsity, the core notions that are in question
for the dialetheist. However, we shall argue that in most cases the notion
of material incompatibility gives us only a weaker kind of opposition, the
one known from the square of opposition as contrariety. As a result, that is
not the kind of contradiction that the dialetheist has in mind. However, the
dialetheist is not on better grounds. In claiming that some contradictions
are true, the negation employed represents a weaker kind of opposition,
also known from the square of opposition: subcontrariety. In fact, both
approaches fail to grant the target notion of contradiction, the one present
in the square. That concept of contradiction, we shall argue, allows for no
exception. We shall provide for evidence that what has been conflated in
these and related discussions is the notion of contradiction present in the
square of oppositions and a version of the law of non-contradiction (LNC),
=(a A =), which is valid for negations representing contrariety and vio-
lated by negations representing subcontrariety. Validating the LNC is not
enough to grant a contradiction in the target sense; violating LNC is enough
to grant that we are no longer having a contradiction in the target sense.

Reference

1. F. Berto “How to rule out things with words: strong paraconsistency
and the algebra of exclusion”, in New waves in philosophical logic, edited
by G. Restall & G.K. Russell, Palgrave Macmillan, pp. 169-189, 2012.

*Keynote speaker at the workshop “Reflections on Paraconsistency” (page [296).
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Analogies in Civil Law

MATTHIAS ARMGARDTF]
KonsTANZ UNIVERSITY, GERMANY
MATTHIAS.ARMGARDT@QUNI-KONSTANZ.DE

Whereas in Common Law legal reasoning is based on analogical reason-
ing, in Civil Law analogies are only exceptions. We will discuss the existing
logical approaches for analogies in Civil Law and try to develop a new one.

Analogies are based on similarities. The talk will deal with two issues
concerning similarity. Firstly, it will be discussed whether the legal prereq-
uisites or the interests behind the rule are the adequate point of reference
for the similarity. Secondly, we will deal with the question of the adequate
degree of similarity. We will define a necessary (but not sufficient) minimum
standard for the overweighing of interests. Based on the minimum standard
we will develop a more adequate model.

Exploring the internal language of toposes

INGO BLECHSCHMIDTI
INSTITUTE FOR MATHEMATICS, UNIVERSITY OF AUGSBURG, GERMANY
INGO.BLECHSCHMIDT@MATH.UNI-AUGSBURG.DE

Since the work of the early pioneers in the 1970s, it’s known that any
topos supports an internal language, which allows to speak and reason about
its objects and morphisms in a naive element-based language: From the
internal perspective, objects of the topos look like sets, morphisms look like
maps between sets, epimorphisms look like surjective maps, group objects
look like plain groups and so on; and any theorem which has an intuitionistic
proof also holds in the internal universe of a topos.

With recent discoveries of new applications of the internal language in
algebra, geometry, homotopy theory, mathematical physics and measure
theory, the study of the internal language of toposes is currently experienc-
ing a resurgence. Our goal is give an introduction to this topic and illustrate
the usefulness of the internal language with two specific examples.

Firstly, the internal language of the “little Zariski topos” allows us to
assume without loss of generality that any reduced ring is Noetherian and in

*Keynote speaker at the workshop “Logic, Law and Legal Reasoning” (page .
JfKeynote speaker at the workshop “Categories and Logic” (page .
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fact a field, as long as we restrict to intuitionistic reasoning. This technique
yields for instance a simple one-paragraph proof of Grothendieck’s generic
freeness lemma, because it is trivial for fields. We thereby improve on the
substantially longer and somewhat convoluted previously known proofs.

Secondly, the internal language of the “big Zariski topos” can be used to
develop a synthetic account of algebraic geometry, in which schemes appear
as plain sets and morphisms of schemes appear as maps between these sets.
Fundamental to this account is the notion of “synthetic quasicoherence”,
which doesn’t have a counterpart in synthetic differential geometry and
which endows the internal universe with a distinctive algebraic flavor.

Somewhat surprisingly, the work on synthetic algebraic geometry is re-
lated to an age-old question in the study of classifying toposes. The talk
closes with an invitation to the many open problems of the field.

Peircean logic as semiotic and biosemiotics
as transdisciplinary framework

SOREN BRIER]
COPENHAGEN BUSINESS SCHOOL, DENMARK
SBR.MSC@CBS.DK

Peircean pragmaticism is close to Poppers critical rationalism in its fal-
libilism and evolutionary thinking. Peirce’s synechistic continuity thinking
includes a biosemiotics that has been develop over the last 30 years [2] rep-
resents a form of postmodern semiotic realism attempting to encompass
qualitative and quantitative methods. Herby it represents a unity of science
that the logical positivist could not produce and offers an alternative to con-
structivist postmodernism’s many incommensurable small stories. So what
is the ontology that makes such a common framework for quantitative and
qualitative sciences possible? Peirce produces a transdisciplinary process
philosophy through his triadic pragmaticist semiotic realism [1]. For Bar-
bieri — and many other well-established researchers in the natural sciences
— to be scientific is to be able to give mechanistic model explanations
and eventually extend them with dualist theories of codes and informa-
tion. In [3] I have argued that this foundation is not enough. It does not
even embrace a systems and cybernetic foundation making self-organization
possible. Peirce is inspired by German idealism, Especially Shelling and ex-
changes Hegel spirit and dialectics with his triadic semiotic logic. It is based

*Keynote speaker at the workshop “The Logic of Social Practices” (page .
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on his three phaneroscopic (phenomenological) categories and views logic as
semiotic and as a normative science for right thinking. He integrates this
with empirical quantitative science, since he was educated as a chemist and
did empirical work in physics [4]. This integration of a phenomenological
and hermeneutical aspect at the foundation of his semiotic view of logic
and empirical science is possible because of a changed view on reality and
science [5]. The talk explains this construction.

References

1. K.-O. Apel, Charles Peirce: From Pragmatism to Pragmaticism,
Prometheus Books, New York, 1995.

2. S. Brier, Cybersemiotics: why information is not enough, Toronto
University Press, 2008/13.

3. S. Brier, “Can Biosemiotics be a “Science” if its Purpose is to be a
Bridge between the Natural, Social and Human Sciences?”, Progress in
Biophysics and Molecular Biology, vol. 119(3), 2015, pp. 576-587.

4. S. Brier, “How to Produce a Transdisciplinary Information Concept for
a Universal Theory of Information?”, in Information Studies and the
Quest for Transdisciplinarity: Unity through Diversity, vol. 9, edited
by M. Burgin & W. Hofkirchner, World Scientific Series in Informa-
tion Studies, World Scientific Publishing, Singapore, 2017, pp. 11-58,
doi:10.1142/9789813109001_0002.

5. V. Romanini & E. Fernandez (editors), Peirce and Biosemiotics:
A Guess at the Riddle of Life, Biosemiotics series, vol. 1, Springer,
2014.

A categorical presentation of probabilistic logic

PIERRE_CARTIERE]
UNIVERSITY OF PARIS-SACLAY
CARTIERQIHES.FR

Since the invention of categories by Eilenberg and MacLane (a logician
by training), in 1948, most of the mathematical theories have been reformu-
lated using the new paradigm. It is a common opinion that measure theory
and probability theory don’t fit in this paradigm. Going back to Boole and
Tarski, I plan to sketch a development of measure theory (and probability)
putting categories in the heart of the matter.

*Keynote speaker at the workshop “Categories and Logic” (page .
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Quantum Theory for Kids

BoB COECKH]
DEPARTMENT OF COMPUTER SCIENCE, UNIVERSITY OF OXFORD, UK
COECKEQCS.0X.AC.UK

In [1] we present an entirely diagrammatic presentation of quantum the-
ory with applications in quantum foundations and quantum information.
This was the result of many years of work by many, and started of as a
category-theoretic axiomatisation motivated by computer science as well as
axiomatic physics. However, I have always felt that the diagrammatic pre-
sentation is of great use in its own right, be it to bridge disciplines, make
quantum theory more easy to grasp, or, for educational purposes, in [2] we
made the bolt claim that using diagrams high-school kids could even out-
perform their teachers, or university students. Now, we will put this claim
to the test. To do so, we have written two tutorials [3,4], covering exactly
the same material, but one only using diagrams, while the other contains
the standard Hilbert space presentation. There are corresponding sets of
examples too. We will present the pictorial tutorial, as well as provide the
logical underpinning of this material.

References

1. B. Coecke & A. Kissinger, Picturing Quantum Processes: A First Course
i Quantum Theory and Diagrammatic Reasoning, Cambridge Univer-
sity Press, 2017.

2. B. Coecke, “Quantum picturalism”, Contemporary Physics, vol. 51(1),

2010, pp. 59-83.
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A unified view of some formalisms handling
incomplete and inconsistent information

DipIER DuBOIS]
IRITff], CNR@, UNIVERSITY OF TOULOUSE, FRANCE
DUBOIS@IRIT.FR

Sets of formulas in classical logic are often called knowledge or belief
bases, as containing explicit information held by an agent. This framework
does not allow for reasoning about ignorance. The issue of reasoning about
incomplete information or ignorance has been addressed independently in
three communities:

e in uncertainty management, scholars have for a long time used addi-
tive set-functions to represent belief often using numerical measure-
ment methods like in subjective probability theory, and more recently
using non-additive monotonic set functions like possibility and necessity
measures, Shafer’s belief and plausibility functions, Walley’s upper and
lower previsions.

e in logic there has been two main trends. Very early in the XXth century,
some logicians have tried to handle the notion of ignorance by means
of an additional truth-value, like Kleene and Lukasiewicz for instance.
More recently, the full power of modal logic has been exploited to de-
velop epistemic or doxastic logics, especially using extensions of system
KD45.

This paper proposes a formal framework in the form of a two-tiered
propositional logic, which can capture the three approaches in the setting
of possibility theory. We recall a simplified version of epistemic logic that
can be extended to graded beliefs and can capture three-valued logics of in-
complete information. The graded version of this minimal epistemic logic is
an expressive generalization of possibilistic logic. Then we propose a general
framework where any set function representing uncertainty can be accom-
modated. It can account for multiple conflicting sources of information, and
in particular, Belnap logic can be encoded in this formalism.

*Keynote speaker at the session “Non-Classical Logics” (page [444).
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Importance of distinction of levels in a logical
discourse: an investigation from the perspective
of a theory of graded consequence

SomMA DuTTAF

DEPARTMENT OF COMPUTER ENGINEERING,
VISTULA UNIVERSITY, WARSAW, POLAND
SOMADUTTA9@QGMAIL.COM

In order to follow the objective of the title, let us list some quotations by
Alonzo Church. These quotations are well enough to give a good account
of the ideas we shall be venturing in. Our attempt in this presentation
would be to bring to the fore the usual practice of the logical systems,
where some of the following requirements are lacking. The theory of graded
consequence (GCT) [2], in contrast, would be presented as a formal set-up
where the following prescriptions are preserved.

In order to set up a formalized language we must of course make
use of a language already known to us... Whenever we employ a
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language to in order to talk about some language. . . we shall call the
latter language the object language, and we shall call the former the
meta-language.

— [3], p. 47

In defining a logistic system. .., we employ as meta-language the
restricted portion of English. ..
T [3]7 p. 50

After setting up the logistic system as described, we still do not
have a formalized language until an interpretation is provided. This
will require a more extensive meta-language than the restricted por-
tion of English. .. However, it will proceed not by translations of the
well-formed formulas into English phrases but rather by semantical
rules. ..

— [3], p. 54

The semantical rule must in the first instance be stated in a pre-
supposed and therefore unformalized meta-language. . . Subsequently,
for their more exact study, we may formalize the meta-language
(using a presupposed meta-meta-language and following the method
already described for formalizing the objet language). .. As a condi-
tion of rigor, we require that the proof of a theorem (of the object
language) shall make no reference to or use of any interpretation. . .
— [3], p. 55

The study of the purely formal part of a formalized language in
abstraction from the interpretation, i.e., of the logistic system, is
called .. .logical syntax. The meta-language used in order to study
the logistic system in this way is called the syntax language.

— [3], p. 58

... the reader must always understand that syntactical discussions
are carried out in a syntaxr language whose formalization is ulti-
mately contemplated, and distinctions based upon such formaliza-
tion may be relevant to the discussion. .. In such informal develop-
ment of syntax, we shall think of the syntax language as being a
different language from the object language.

— [3], p- 59

Following. . . Quine, we may distinguish between use and mention of
a word or symbol. .. As a precaution against univocation, we shall
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hereafter avoid the practice. .. of borrowing formulas of the object
language for use in the syntax language (or other meta-language)
with the same meaning that they have in the object language.

— [3], pp. 61-63

These issues are also addressed in some other works [1,4,5,6,7]. Our aim
is to briefly touch on others’ perspectives, keeping the focus on the treat-
ment offered by GCT.
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Kripke and Lukasiewicz: A Synthesis

HARTRY FIELD
DEPARTMENT OF PHILOSOPHY, NEW YORK UNIVERSITY, USA
HF18@NYU.EDU

In classical logic the naive theory of truth and satisfaction is inconsistent.
Kripke provided a well-known partial solution to the paradoxes in a non-
classical logic. But it has a big limitation: it doesn’t work for logics with
serious conditionals, or restricted universal quantification.

Another partial non-classical solution is given by Lukasiewicz continuum-
valued logic. It allows naive truth for sentences containing a rather natural
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conditional. But it has a different limitation: it doesn’t work for sentences
containing even unrestricted quantifiers. (Kripke’s partial solution handled
those.)

So neither result handles restricted quantifiers. It would be nice to syn-
thesis the two: to have an account which handled both unrestricted quanti-
fiers and a Lukasiewicz-like conditional. (And to do so in “essentially” the
way that Lukasiewicz and Kripke did.) It will thereby also handle restricted
universal quantification, which is interdefinable with the conditional given
unrestricted quantification.

I'll show how to do so in this talk. The synthesized approach improves
on my previous work on conditionals and restricted quantifiers, in essen-
tially preserving the attractive features of the Lukasiewicz resolution of the
quantifier-free semantic paradoxes, including the easy calculation of solu-
tions.

Logic construction and computability on algebraic
abstract structures

SERGEY GONCHAROV]

SOBOLEV INSTITUTE OF MATHEMATICS,
NOVOSIBIRSK STATE UNIVERSITY, RUSSIA
S.S.GONCHAROV@QMATH.NSC.RU

The construction of Computability on abstract structures was founded
in the theory of semantic programming in [1-6]. We will discuss some prob-
lems in this approach connected with computability and definability. The
main idea of this constructions was created on the base of restricted quan-
tifiers. In [1-4], a construction of a programming language of logical type
was proposed for creating the programming systems that provide control
of complex systems in which control under different conditions depends on
the type of the input data represented by formalisms of logical type on the
basis of logical structures. For constructing an enrichment of the language
with restricted quantifiers, we extend the construction of conditional terms.
We show that the so-obtained extension of the language of formulas with
restricted quantifiers over structures with hereditary finite lists is a conserva-
tive enrichment. For constructing some computability theory over abstract
structures, in [6,7], Yu.L. Ershov considered a superstructure of hereditarily
finite sets. From the problems in Computer Science the superstructure of
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hereditarily finite lists was constructed in [3], and the computability the-
ory was developed in terms of X-definability in this superstructure. From
the standpoint of constructing a programming language, such an approach
seems more natural for accompanying logical programs since for a specific
implementation of a language of logical type on sets, we must externally
define the sequence of an efficient exhaustion of their elements. In choosing
a list of elements, the order is already contained in the model, and we have
a definition in the model of operations that explicitly defines the work with
the list items. However, from the viewpoint of the construction of programs,
taking into account the complexity of their implementation, it is preferable
to consider their constructions based on the Ag-construction while retaining
sufficiently broad logical means of definitions, and on the other hand, ensur-
ing more imperative constructions in the required estimates of performance
complexity.

In this talk, we consider the questions of definability on the basis of
the Ag-formulas whose verification of truth has bounded complexity with
respect to the basic terms and relations in the basic model, as well as the
implementation of the list operations in the superstructure. From the stand-
point of specific applications of this logical programming system, the two
types of problems we solve can be distinguished: (1) the local problems
of constructing specific computations with data from the domain under in-
vestigation and searching for fast ways of computing these characteristics
from making operative decisions in real time; (2) the strategic multipurpose
problems that use large data for solving them and require search and defi-
nition already in a language allowing unrestricted existence quantifiers. To
solve problems of the first type, we propose to extend the class of terms
of our language by conditional terms which can be determined using only
Ag-formulas and by recursive terms which can be determined using only
A-formulas.
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‘La question est précisément de 1’age’ [Rousseau,
Emile]: Natural logic and the pre-history of modern

psychology

CHRISTOPHER._GOODEYT]
CENTRE FOR MEDICAL HUMANITIES, UNIVERSITY OF LEICESTER, UK
CFGOODEY@YAHOO.CO.UK

The history of logic is inextricably linked to the history of the human
sciences. Approaches derived from sociology and anthropology can help us
to stand outside logic as an objective system, not by relativising or decon-
structing it but by way of historical reconstruction. What about psychol-
ogy, though? Even assuming it to be a ‘human’ rather than a ‘hard’ science,
we can hardly speak about ‘approaches’ to logic derived from psychology.
Rather than an approach, we must speak about a relationship, and an in-
cestuous one. The idea of ‘natural logic’, as a capability embedded in the
human mind, was a precursor to modern psychological concepts of intelli-
gence and cognitive ability, along precise historical pathways many of which
have not yet been traced in detail.

In my book A History of Intelligence and ‘Intellectual Disability’: The
Shaping of Psychology in Early Modern Europe, I argued that the idea of
a ‘subjective’ logic is rooted in the beginnings of Christianity and Empire.
Only a hindsighted misreading of Aristotle can turn him into the source of
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this essentially modern picture of the human being as a natural logician.
Such a misreading supports psychology’s hard-science claims by implying
the universality of that picture across historical eras, thus promoting too
the modern ethical acceptance of cognitive ability (at the expense of all else)
as the essence of what it is to be human.

My paper reprises some of the argument in that book, and ends with a
critique of today’s absolute presupposition that psychological ‘development’
is a natural kind. Developmentalism in its broadest form sees the human
being as an essentially cognitive interiority, structured by linear time and
tending towards the goal of perfection (‘normality’). From its roots among
the early Christian fathers, this idea has blossomed in abundance in today’s
psychological disciplines.

From the early modern period there is the notion of 'ordre in Pascal,
Malebranche and Rousseau and its echoes in Piaget. This has had a major
impact on modern reconceptualisations of childhood and on the invention of
the category known as ‘developmental disability’ in adults. In short, I ask:
how did the sense of order in natural logic stop being spatial and become
temporal?

The Indispensability of Logic

OLE THOMASSEN HJORTLANDF]
PaiLosoOPHY DEPARTMENT, UNIVERSITY OF BERGEN, NORWAY
OLE.HJORTLANDQUIB.NO

The Putnam-Quine indispensability argument is a well-known attempt
at establishing the existence of mathematical objects. Very roughly, the line
of argument is that since mathematical claims play an indispensable role in
our best scientific theories, the mathematical claims receive indirect confir-
mation. This in turn gives us a reason to believe that objects quantified
over in mathematical claims exist. In this paper I formulate a number of
corresponding indispensability arguments for logical laws. The thought is
that if a logical law plays an indispensable role in our best scientific theo-
ries, then it receives indirect confirmation. I compare and assess a variety
of indispensability arguments, and I argue that none of the arguments tell
conclusively in favour of the laws of classical logic.
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Category theory and its foundations: the role of
diagrams and other “intuitive” material

RALF KROMERF]

WORKING GROUP OF DIDACTICS AND HISTORY OF MATHEMATICS,
UNIVERSITY OF WUPPERTAL, GERMANY
RKROEMERQUNI-WUPPERTAL.DE

When analyzing, in Tool and object [1], the historical development of cat-
egory theory and the early debate on its foundations, I was led to discuss
some general philosophical aspects of the formation of new mathematical
concepts (in learners and in a community as a whole) and of mathematical
research programmes; motivating examples were discussed under the head-
ings of “intended models” and “technical common sense”. It turned out to
be crucial to focus on the respective background of the people involved in
these processes, in particular, the attitude of “people without expertise in
a certain area” was shown to play a role.

This observation lends itself to discussion within the perspective of the
workshop (which speaks about such groups of people as “children in a wider
sense of the term”); therefore, the talk will review this issue to some extent.
A special focus will be laid on the role of diagrams in the debates on category
theory. On the one hand, I intend to compare the role of diagrams played
in proofs of category theory with the role of diagrams played in proofs of
classical Euclidean geometry (as analyzed by Manders [2], among others).
In both cases, one should focus on the ways in which a diagram is used to
prove a proposition, on the one hand, or to display a proposition, on the
other. And there is a tension playing an eminent role, in my opinion, in
the foundational debate, namely the tension between diagrams as display-
ing propositions about finite sets of objects of a category on the one hand
and the consideration of a category as an infinite diagram (or graph) on the
other.
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CERES: automated deduction in proof theory

ALEXANDER LEITSCH

INSTITUTE OF LOGIC AND COMPUTATION,
VIENNA UNIVERSITY OF TECHNOLOGY, AUSTRIA
LEITSCHQLOGIC.AT

CERES (cut-elimination by resolution) (see [1]) is a method of cut-
elimination which strongly differs from cut-elimination a la Gentzen. In-
stead of reducing a proof ¢ stepwise (and thereby simplifying the cuts)
CERES computes a formula CL(¢) represented as so-called characteristic
clause set. CL(y) encodes the structure of the derivations of cuts in ¢
and is always unsatisfiable. In classical logic any resolution refutation p of
CL(yp) can be taken as a skeleton of a CERES normal form ¢* of ¢ (in
" all cuts are atomic). CERES was mainly designed as a computational
tool for proof analysis and for performing cut-elimination in long and com-
plex proofs; an implementation of the method was successfully applied to
Fiirstenberg’s proof of the infinitude of primes [2].

There is, however, also an interesting theoretical aspect of the CERES
method: reductive cut-elimination based on the rules of Gentzen can be
shown to be “redundant” with respect to CERES in the following sense: if
¢ reduces to ¢’ then CL(p) subsumes CL(¢") (subsumption is a principle of
redundancy-elimination in automated deduction). This redundancy prop-
erty can be used to prove that reductive methods (of a specific type) can
never outperform CERES. Moreover, subsumption also plays a major role in
proving the completeness of intuitionistic CERES (CERES-i) [3]. CERES-i
is based on the concept of proof resolution, a generalization of clausal res-
olution to resolution of cut-free proofs. The completeness of CERES-i can
then be proven via a subsumption property for cut-free proofs and a sub-
sumption property for proof projections under reductive cut-elimination.
The results demonstrate that principles invented in the area of automated
deduction can be fruitfully applied to proof theory.
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Alternating truth in argumentative
dispute resolution

ELENA LISANYUK[]

DEPARTMENT OF LOGIC, INSTITUTE OF PHILOSOPHY,
SAINT PETERSBURG STATE UNIVERSITY, RUSSIA
E.LISANUK@SPBU.RU

In my talk I propose a three-component arguments evaluation procedure
as an essential part of an algorithm for the argumentative dispute resolu-
tion. The core idea of the resolution algorithm is to provide a coherent
reply to the question whether a certain dispute contains a nonempty set of
defensible arguments. The algorithm will be based on the Dung-style ab-
stract argumentation approach [1] and on its further developments towards
creating formalisms with structured arguments, as outlined by H. Prakken
and G. Vreeswijk [2], including their practical application to modelling argu-
mentation [3]. Impleme