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SUMMARY

Today, effective implementations of Digital Image Correlation (DIC) are based on iterative algorithms
with constant linear operators. A relevant idea of the classic Finite Element (or more generally global)
DIC (FE-DIC) solver consists in replacing the gradient of the deformed state image with that of
the reference image, so as to obtain a constant operator. Different arguments (small strains, small
deformations, equality of the two gradients close to the solution...) have been given in the literature
to justify this approximation, but none of them are fully accurate. Indeed, the convergence of the
optimization algorithm has to be investigated from its ability to produce descent directions. Through
such a study, this paper attempts to explain why this approximation works and what is its domain of
validity. Then an Inverse Compositional Gauss-Newton (ICGN) implementation of FE-DIC is proposed
as a cost effective and mathematically sound alternative to this approximation.

key words: global DIC ; inverse compositional Gauss-Newton, forward compositional Gauss-

Newton

1. INTRODUCTION

Experimental mechanics has been experiencing a veritable revolution for the past twenty
years, thanks to numerous electromagnetic (visible, IR, UV, RX, terahertz, etc.) and electronic
imaging modalities and derived techniques (stereo, volume, confocal, hyperspectral imaging,
etc.). Imaging offers the possibility to measure mechanical fields that could redefine standard
mechanical characterization procedures used daily in the industry and significantly reduce
design time of structures. As the diversity and the definition of sensors are increasing, the
volume of data generated during a mechanical test is growing, which implies developing more
and more efficient image analysis algorithms.

In experimental mechanics, Digital Image Correlation (DIC) has become one of the most
commonly used full-field measurement methods, because of its simplicity of implementation
and its modularity (no intrinsic physical scale). The first work is attributed to Lucas and
Kanade [22] and the first application in experimental mechanics is due to Sutton [42]. These
pioneering works propose to split the image into subsets and to look for the two components of

∗Correspondence to: passieux@insa-toulouse.fr

Received
Revised



2 J.C. PASSIEUX AND R. BOUCLIER

the rigid displacement for each sub-image. The maximization of the cross-correlation is done
effectively in the Fourier domain. To be able to consider a deformation of the subset, iterative
algorithms are used. Most of the time, a descent algorithm is used: Steepest Descent [9],
Newton-Raphson [6], Gauss-Newton[4], Levenberg-Marquardt [8]. In experimental mechanics,
measured kinematic fields are useful for the validation—or the identification of the parameters
of—finite element models [12, 21]. The use of a finite element interpolation of the displacement
in the DIC algorithm (FE-DIC, [17, 41]) thus appears as a natural choice in this field [3]. To
solve the non-linear least-squares problem encountered in FE-DIC, a descent algorithm is used
as well.

Most of the descent methods mentioned above lead to the resolution of a succession of linear
systems which provide the search direction at each iteration. The most numerically efficient
algorithms are those that lead to a constant linear operator (iteration independent), so that
it can be assembled and factorized only once in a pre-processing step.

From this point of view, the most mature method in subset-DIC is certainly the Inverse
Compositional Gauss-Newton (ICGN) [1, 2, 28, 29, 43, 40]. The elegant idea behind is to
perform a specific linearization of the minimization problem in such a way that the use of
a Gauss-Newton naturally leads to a constant operator. For global approaches, and thus for
FE-DIC, the linear operator is made constant thanks to the following trick: at iteration k, the
gradient ∇g ◦ φk (that is of the deformed image g advected by the current approximation
of the mapping φk) is replaced by the gradient ∇f (i.e. of the reference image f). The
mathematical foundations of this approximation are not clearly established. Several arguments
are proposed in the literature to justify this approximation (small strains or small deformations,
equality of the two gradients close to the solution, etc) but none of them are strictly accurate
or, at least, some of them are too restrictive. From here on, it seems important to clarify
the terminology used for the standard continuum mechanics assumptions mentioned in this
paper. The case of small deformations means that displacements, rotations and strains are
small while only the strains are assumed to be small in the small strain or large deformation
context. In the same idea, we will use the naming large strains when large strains (and so,
including large deformations) are expected. In the article by Neggers et al. [24], a first analysis
provides interesting results. The authors showed that some of the arguments put forward
in the literature are not totally correct. Based on several examples, it was shown that this
approximation may reduce the efficiency of the method and sometimes even prevent it from
converging. The outcome of this paper was that the only algorithms that always converge
effectively are those which require updating of the linear operator.

In this article, a mathematical understanding of the standard FE-DIC algorithm is proposed.
The validity domain of the underlying approximation is being studied. A condition on FE-DIC
operators is proposed. We try to interpret it as a condition on the nature of the measured
displacement field. In a second step, we propose an alternative based on the ICGN algorithm
which (1) comes with a constant linear operator; (2) converges even in cases where classical
FE-DIC fails and (3) leads to a minimal computing overhead compared to conventional FE-
DIC.

The document is organized as follows. In Section 2, the DIC problem is first formulated
in an algebraic setting. Then some basics regarding gradient based optimization algorithms
are recalled (classical algorithms and related theoretical results). In section 3, we propose an
analysis of the classic algorithm used in FE-DIC and an alternative based on ICGN is presented.
Finally, in Section 4, we present some examples from synthetic images to numerically confirm
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(INVERSE COMPOSITIONAL) GAUSS-NEWTON IN GLOBAL DIC 3

the above theoretical results.

2. FE-DIC: RESOLUTION OF A NON-LINEAR LEAST-SQUARES PROBLEM

In this section, FE-DIC is introduced from an optimization point of view. After writing the
FE-DIC problem algebraically to exhibit its non-linear least-squares nature in Rm (m being
the number of data), the standard descent algorithms that are usually considered to solve
such an unconstrained optimization problem are built. This provides a global framework for
the resolution and enables in particular to better appreciate, from a mathematical point of
view, the foundations of the usual solver performed in FE-DIC.

2.1. FE-DIC

2.1.1. Continuous formulation. The principle of Digital Image Correlation (DIC) is to
experimentally measure a kinematic transformation φ(x, u) of any point x of the region Ω
at the surface of a specimen by the comparative analysis of graylevel digital images taken
before f(x) and after g(x) the transformation, see Figure 1. Given f(x) and g(x), DIC thus

Figure 1. Graylevel conservation problem: Find transformation φ (or displacement u) that registers
the two graylevel digital images f(x) and g(x).

consists in computing the transformation φ(x, u) as the solution of the graylevel conservation
equation [15]:

r(x, u) = f(x)− g ◦ φ(x, u) = 0, ∀x ∈ Ω, (1)

where a digital image f maps any sampling point x ∈ Ω to a quantized graylevel value f(x),
and ◦ refers to the composition operator between two functions. The residual map r(x, u),
quantifying the non-compliance with the graylevel conservation, can be used to validate or
improve the kinematic model [36, 25]. The unknown transformation φ(x, u) is of the form:

φ(x, u) = x+ u(x), (2)

where u(x) is the unknown displacement field. The latter is usually sought in an approximation
subspace Uh spanned by a set of chosen basis functions (Ni)i∈{1,...,n}:

u(x) =

n∑
i=1

Ni(x) ui, (3)

in which the (ui)i∈{1,...,n} are the unknown coefficients of the linear combination, the so-called

degrees of freedom (DOF). Depending on the choice made for Ni, the DIC methods are divided
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4 J.C. PASSIEUX AND R. BOUCLIER

into two main families: subset methods using mostly low-order piecewise polynomials that are
discontinuous across the subsets [42] whereas global methods mostly use finite elements that
are also low-order piecewise polynomials, but continuous across elements [17].

Remark : Written like this, the problem consists in finding the transformation that brings the
deformed state image back to the reference image. The associated displacement u(x) is then
expressed in the Lagrangian specification. However, it is possible to formulate this problem
reciprocally (f ◦ φ(x, ũ) − g(x) = 0), namely to seek transformation φ(x, ũ) which transports
the reference image to the distorted image [44, 20, 16]. In this case, the displacement ũ is in
the Eulerian specification. To move from one formulation to the other, it just has to be noticed
that φ(x, ũ) = φ(x, u)−1.

Problem (1) being ill-posed, it is classically written as a non-linear least-squares problem
over domain Ω:

u? = arg min
u∈Uh

1

2

m∑
p=1

ωp

(
f(xp)− g ◦ φ(xp, u)

)2
, (4)

where the (xp)p∈{1,...,m} are the m integration points and (ωp)p∈{1,...,m} the corresponding

quadrature weights.

Remark : One may notice that a more general FE-DIC formulation relies on camera models
p:

u? = arg min
u∈Uh

1

2

m∑
p=1

ωp

(
f ◦ p(Xp)− g ◦ p ◦ φ(Xp, u)

)2
. (5)

A camera model p(X) maps any point X in the 3D space ΩFE to its corresponding point
x = p(X) in the image frame Ω. This formulation is required in stereo FE-DIC (FE-SDIC)
[33, 39] but may improve also 2D FE-DIC [34]. This is the method implemented in the Python
code used here for the numerical experiments (see section 4). In the following, for the sake of
clarity, the camera models are omitted. Their presence does not add any particular difficulty.
Only the number, the location and the weight ωp (including quadrature weight and determinant
of the jacobian of the transformation) of the integration points would be different. In the
following, we will also consider that the quadrature is performed in the image frame using
pixels centers as integration points. Like this, the weights are all equal to ωp = 1 (rectangle-
type rule) which further improves readability without altering generality.

2.1.2. Algebraic reformulation. We now reformulate the FE-DIC problem (4) algebraically
so as to be closer to the standard writing encountered in an optimization framework. For the
sake of clarity, we consider a one-dimensional problem for the presentation in the following.
The displacement u (see Eq. (3)) thus constitutes an unidirectional field and xp refers to a
one-dimensional coordinate that locates pixel p. We emphasize that such a choice is adopted
only to ease the reading and does not alter generality, the implementation being, however,
achieved in 2D (see section 4). To begin with, let us introduce vectors u and x that collects,
respectively, the n parameters of our model (i.e., the DOF of u) and the m positions of our
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data (i.e., the pixels):

u =

 u1
...
un

 and x =

 x1
...
xm

 . (6)

Regarding notations, we use capital letters in boldface type for matrices, lowercase in boldface
type for vectors and letters in normal type for scalar. Let us also define the images as vectors
which gather the graylevel values associated to the different pixels:

f : x −→ f(x) =

 f(x1)
...

f(xm)

 and g : x −→ g(x) =

 g(x1)
...

g(xm)

 . (7)

The kinematic transformation φ between reference image f and deformed image g then reads:

φ : (x,u) −→ φ(x,u) = x + N(x)u, (8)

where N is a m× n matrix that collects the value of the basis functions at the pixels:

N =

 N1(x1) . . . Nn(x1)
...

. . .
...

N1(xm) . . . Nn(xm)

 . (9)

With above notations, problem (4) consists of solving, for a given x, the following non-linear
least-squares problem:

u? = arg min
u∈Rn

j(u), (10)

where functional j reads:

j(u) =
1

2
‖r(x,u)‖22 =

1

2
r(x,u)T r(x,u), (11)

the residual map r(x,u) being defined as:

r : (x,u) −→ r(x,u) = f(x)− g ◦ φ(x,u). (12)

2.2. Descent algorithms

2.2.1. Basics. Problem (10) formally consists in an unconstrained optimization problem over
Rn, which is, provided the functional is at least differentiable, classically solved using a descent
algorithm. The principle is as follows: starting from an initial guess u(0), a descent algorithm
iterates to generate a series

(
u(k)

)
k∈N such that:

u(k+1) = u(k) + s(k)d(k). (13)

d(k) is called the descent direction. To ensure that it is a descent direction (i.e., that we are
able to minimize the functional along this direction), d(k) must satisfy:

∇j
(
u(k)

)T
d(k) < 0, (14)
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6 J.C. PASSIEUX AND R. BOUCLIER

where ∇j denotes the gradient of j with respect to u, namely:

∇j =


∂j
∂u1

...
∂j
∂un

 . (15)

s(k) > 0 is the step. The procedure consisting of determining it is called the line search
procedure. Depending on the choice of the descent direction, several algorithms can be
constructed. The most standard ones are written in the following for the FE-DIC functional,
i.e., for j (see Eq. (11)). In particular, the developments hereafter will enable to better
understand the foundations of the usual FE-DIC solver which merely consists of a modified
Gauss-Newton (see section 3.1).

2.2.2. Gradient method. As its name suggests, the gradient algorithm relies on the use of the
gradient of the functional to define the descent direction. More precisely, d(k) = −∇j

(
u(k)

)
is chosen, so that relation (14) is automatically satisfied. x being fixed, we drop it in the
following. As a result, we notice that when a differential operator of the residual map r(x,u)
is computed, this is the derivation with respect to u that is implicitly performed. Let us start
by computing the gradient of functional j. Given its least-squares structure, we obtain:

∇j(u) = Jr(u)T r(u), (16)

where Jr is the Jacobian matrix of r, that is, the m× n matrix such that:

Jr =


∂r1
∂u1

. . . ∂r1
∂un

...
. . .

...
∂rm
∂u1

. . . ∂rm
∂un

 . (17)

Reminding that r is a composed application, we can then write the following relation for Jr :

Jr(u) = −Jg

(
φ(u)

)
Jφ(u), (18)

which yields:
Jr(u) = −∇G(u)N, (19)

where ∇G(u) is a m×m diagonal matrix that collects the values of ∇g ◦φ(xp, u), that is, the
value of ∇g evaluated at the deformed coordinate φ(xp, u) of pixel p (see Eqs. (2) and (3)).
We end up with:

∇j(u) = −NT∇G(u)r(u), (20)

and therefore the gradient method series is built as follows:

u(k+1) = u(k) + s(k)NT∇G
(
u(k)

)
r
(
u(k)

)
. (21)

Although this method may appear interesting since no linear system resolution at each
iteration is required, this procedure is rarely used in DIC (see [9] for instance) because it
is known to converge very slowly (only the information regarding the first derivative of the
functional is used), even with a suitable line search strategy. Regarding the latter, one may
wish to perform the optimal line search strategy, that is, find sk solution to:

sk = arg min
s>0

j
(
u(k) + s d(k)

)
(22)
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at each iteration. In practice, given the complexity and the cost of problem (22), this is rarely
performed. The step is usually chosen more pragmatically so that it is not too small to limit
the number of iterations of the algorithm and it is not too large to ensure its convergence.
However, the gradient algorithm has the interest to be robust since it intrinsically verifies
condition (14) and provided the step is adequately picked, it converges towards a critical point
of j (i.e., such that ∇j(u) = 0).

2.2.3. Newton method. To define the descent direction in the Newton method, it is required
to additionally compute the Hessian matrix of j, that is, the symmetric matrix such that:

Hj =


∂2j
∂u2

1
. . . ∂2j

∂u1∂un

...
. . .

...

sym . . . ∂2j
∂u2

n

 . (23)

From here on, it may be noticed that the second derivatives (i.e., the curvature of the
functional) are used for the minimization. As a result, the method will exhibit a higher rate of
convergence as compared to that of the gradient method. Exploiting again the least-squares
structure of functional j, one can write:

Hj(u) = Jr(u)TJr(u) +

m∑
p=1

Hrp(u)rp(u), (24)

where Hrp refers to the Hessian matrix of component p of r, i.e., of rp = r(xp, u) =
f(xp) − g ◦ φ(xp, u) (see Eq. (1)). Making use of Eq. (19), the first term above is easily
estimable. However, the computation of Hrp(u) may require further developments. In order
to do so, one may first compute ∇rp(u), and then, the Jacobian matrix associated to this
gradient: Hrp(u) = J∇rp(u). Once again, it has to be underlined that both of these operations
require the derivation of a composed application. Making these precautions, we finally get:

Hj(u) = NT∇G(u)∇G(u)N−NTHg(u)R(u)N, (25)

where Hg(u) and R(u) are m ×m diagonal matrices that collect, respectively, Hg ◦ φ(xp, u)
and r(xp, u). With the Hessian matrix at hand, the descent direction of the Newton method
is obtained through the following linear system resolution:

H
(k)
j d(k) = −∇j

(
u(k)

)
. (26)

d(k) above does constitute a descent direction (see Eq. (14)) when H
(k)
j (i.e. Hj(u

(k))) is
positive definite. Indeed, we can write in this case:

−∇j
(
u(k)

)T
d(k) = −∇j

(
u(k)

)T [
H

(k)
j

]−1
∇j
(
u(k)

)
< 0. (27)

With such a descent direction, it can also be shown that a good choice for the step is, for all
iteration, s(k) = 1. We thus end up with the following procedure to build the Newton method
series:

u(k+1) = u(k) −
[
H

(k)
j

]−1
∇j
(
u(k)

)
, (28)
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8 J.C. PASSIEUX AND R. BOUCLIER

where the Hessian and the gradient operators read as in Eqs. (25) and (20), respectively.
The interest of the Newton method is that it converges quadratically. However, only a local

convergence can be proven. In addition, the process requires the assembling and the resolution
of a linear system at each iteration of the algorithm, which may not be desirable from a
computational cost point of view. Finally, note that the presence of the second derivatives of
the image may increase the sensitivity to noise.

2.2.4. Gauss-Newton method. The Gauss-Newton method is especially built to address the
minimization of a non-linear least-squares functional, which is the case in FE-DIC. The process
is particularly appealing in this case since it somehow combines the interests of the gradient
method (robustness) and of the Newton strategy (convergence speed). The derivation of the
algorithm can be performed in two different ways. The first one, which is almost never carried
out in the field of FE-DIC, consists of simplifying the Newton method. Indeed, it may be
noticed that once the correlation residual r(u) (and so R(u)) is small, that is, when we get close
to the intended solution, the second term in the Hessian matrix (25) becomes insignificant. The
Gauss-Newton method simply consists of neglecting this term. Using a step-size of 1 (s(k)=1),
the following iterative procedure is thus obtained:

H̃
(k)
j d(k) = b

(k)
G with u(k+1) = u(k) + d(k), (29)

and  H̃
(k)
j = Jr(u

(k))TJr(u
(k)) = NT∇G

(
u(k)

)
∇G

(
u(k)

)
N,

b
(k)
G = −∇j

(
u(k)

)
= NT∇G

(
u(k)

)
r(u(k)),

(30)

where H̃
(k)
j approximates the Hessian matrix H

(k)
j of j with only first derivatives. The right

hand side remains the same as for Newton method (26). As H̃
(k)
j still depends on u(k), the

computational cost of the standard Gauss-Newton algorithm may still appear potentially
important since one assembling and one factorization need to be performed at each iteration.

Remark: The Gauss-Newton algorithm can also be constructed by replacing, at each
iteration, the non-linear least-squares problem to be solved by an approximate, linear least-
squares problem. This second approach for obtaining the solver is the one that is almost
always carried out in the DIC community. It is built as follows: given the current solution u(k),
problem (10) is replaced in the neighborhood of u(k) by:

v? = arg min
v∈Rn

(
1

2

∣∣∣∣∣∣r(u(k)
)

+ Jr

(
u(k)

)
d
∣∣∣∣∣∣2
2

)
, (31)

i.e., where r has been linearized around u(k). Problem (31) being a linear least-squares problem:
its solution u(k+1) satisfies the associated normal equations, namely:

Jr

(
u(k)

)T
Jr

(
u(k)

)(
u(k+1) − u(k)

)
= −Jr

(
u(k)

)T
r
(
u(k)

)
, (32)

which is equivalent to (29).
Applying the same reasoning as the one conducted for the Newton algorithm (see Eq. (27)),

it can be shown that we do have a descent direction for the Gauss-Newton algorithm when

H̃
(k)
j is definite (it is positive by nature). In practice, provided the images possess a regular

texture (i.e., the gradient may vanish exclusively over a null measure subset), the condition is
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(INVERSE COMPOSITIONAL) GAUSS-NEWTON IN GLOBAL DIC 9

satisfied in FE-DIC [10]. For higher performance, a line search strategy can also be performed
to ensure the convergence of the algorithm. Therefore, this algorithm provides a good trade-
off between robustness (we always have a descent direction), simplicity (no need to compute
the second derivatives) and convergence speed (close to a quadratic convergence when r(u)
becomes small). Nevertheless, as stated above, we still need to solve a linear system (that is
different) at each iteration, that is why the usual FE-DIC solver is not exactly a Gauss-Newton
algorithm, as will be shown in the forthcoming section.

3. SOLVERS USED IN DIC

In this section, we present the algorithm conventionally used in FE-DIC. Based on the
theoretical results recalled in the previous section, we try to understand how and why it
works. A new algorithm based on the compositional family of solvers is also proposed. It will
be shown that it converges efficiently when the conventional one diverges.

3.1. Classic solver: a modified Gauss-Newton

In the context of FE-DIC, starting from the Gauss-Newton algorithm (29), a common (and
quite smart) practice is to replace term ∇G

(
u(k)

)
by ∇F (i.e. the diagonal matrix collecting

∇f(xp)) in the construction of the operators of the linear system to be solved [14, 19]. The
resulting algorithm is no longer a Gauss-Newton. It will be referred to as modified Gauss-
Newton (mod.-GN) herein:

˜̃Hj d
(k) = b

(k)
F with u(k+1) = u(k) + d(k), (33)

and 
˜̃Hj = NT∇F ∇F N,

b
(k)
F = NT∇F r(u(k)).

(34)

The interest of making such a modification is obvious since the linear operator ˜̃Hj can be
assembled and factorized once before entering the Gauss-Newton iterations. However, as we
leave the strict framework of Gauss-Newton, there is no proof that the method is convergent.

This approximation is sometimes justified in the literature (including in some articles
published by the authors) by the fact that, by virtue of the graylevel conservation principle,
these two quantities would be equal in the neighborhood of the solution [35, 18, 31, 37, 45,
32, 47, 24, 7, 26]. There is actually no reason why these quantities should be equal in general.
The relationship between these two gradients can only be written at convergence. Denoting
the converged solution by u(∞), the derivative with respect to x of the graylevel conservation
gives [24]:

∇F = ∇
(
g ◦ φ(x,u(∞))

)
(35)

= ∇φ(x,u(∞)) ∇g ◦ φ
(
x,u(∞)

)
(36)

=
(
I + ∇U(∞)

)
∇G

(
u(∞)

)
(37)

= F (∞)T ∇G
(
u(∞)

)
, (38)
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10 J.C. PASSIEUX AND R. BOUCLIER

where ∇U and F (∞) are m ×m diagonal matrices that collects the value of the gradient of
the displacement and the gradient of the transformation at integration point xp, respectively.
I is the identity matrix of size m.

Even under these conditions, it has to be said that relation (38) is only an approximation
because, in addition to the experimental disturbances (noise, light variation...), the spatial
sampling and quantization of numerical images do not make it possible to have a strict
equality. If the algorithm is well initialized (sufficiently close to the optimum), then this relation
explains why sometimes the small deformation assumption (∇U � I) is used to justify this
approximation [11, 24, 30]. But as will be shown below, the framework of small deformations is
a sufficient condition (although very restrictive), but it is certainly not a necessary condition.

To know if the algorithm can converge in spite of this important modification, the search
direction it provides must satisfy condition (14), that is for the present situation:

−
(
b
(k)
G

)T ˜̃H−1j b
(k)
F < 0. (39)

It may be noticed, by the way, that it would not be excessively expensive (scalar product only)
to test this condition, for example, at the first iteration of the modified Gauss-Newton. This
convergence condition on the search direction can be interpreted as the following condition on
the unknown displacement field u(∞):

−rT ∇G N ˜̃H−1j NT
(
I + ∇U(∞)

)
∇G r < 0, (40)

where the dependence on u(k) of r and ∇G has been omitted for clarity. The transformation
gradient F (∞) = (I + ∇U(∞))T being diagonal, its positivity is a necessary and sufficient
condition, in 1D at least, to fulfill condition (40). As a result, the non-compliance of
relation (40) can be interpreted mechanically as the following condition on u:

εx =
∂u

∂x
< −1, (41)

which is an unlikely event in continuum mechanics (overlap of matter). In any case, it is much
less restrictive than the simple framework of small deformations. We conjecture that in the
general case (2D), the positivity of the transformation gradient F (∞) is closely related to
the convergence of the modified GN algorithm. As will be illustrated in the examples (see
section 4), in 2D, very large rotations can make this operator negative, thus preventing the
algorithm from converging. However, there is no reason to proscribe general large deformations
(or even large strains) with regard to condition (40).

Remark. Based on this consideration, a very simple way to build up an unconditionally
descendant algorithm consists in replacing ∇G

(
u(k)

)
by ∇F for the construction of the

approximate hessian only and to keep the exact expression of the right hand side:˜̃Hj d
(k) = b

(k)
G (42)

As a quasi Gauss-Newton, this method is supposed to provide always a descent direction (14).
From the numerical experiments we have done, this method worked well and in any case. We

did not further study this solution since its computation cost involving ∇G
(
u(k)

)
for b

(k)
G

(with our implementation) is not sufficiently reduced as compared to that of the a standard
Gauss-Newton method. Still, it may be a interesting alternative since it is safe and very easy
to implement.
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3.2. Inverse Compositional Gauss-Newton

The family of Compositionnal Gauss-Newton algorithms was first introduced in image
processing by Baker and Matthews [1]. Many variants (inverse, forward, compositionnal,
additive...) were then developed [2, 44] and applied to subset-DIC [44, 28, 43, 40] and subset-
DVC [29].

The aim is still to develop a fast and robust solver with a constant operator. Let us recall
that the classical algorithm in FE-DIC is a modified Gauss-Newton which, at each iteration,
seeks a correction d(k) that best solve the following correlation problem, i.e. such as:

f(x) ≈ g ◦ φ(x,u(k) + d(k)). (43)

The underlying idea of Inverse Compositional Gauss-Newton (ICGN) is rather to modify
the linearization of the correlation problem at each iteration. More precisely, displacement u(k)

being known, it consists in computing a correction −d̃(k) that transports image f to image
g(x + u(k)):

f ◦ φ(x,−d̃(k)) ≈ g ◦ φ(x,u(k)). (44)

The resolution of this non-linear least-squares problem with a standard Gauss-Newton leads
exactly to the same linear system (33) as with the modified GN method of the standard
FE-DIC problem. It thus has the double advantage of leading to a constant operator while
remaining within the strict framework of a Gauss-Newton (condition (14) systematically true).
The link between these two algorithms can be established by composing equation (44) by the

inverse of φ(x,−d̃(k)):

f(x) ≈ g ◦ φ(x,u(k)) ◦ φ−1(x,−d̃(k)). (45)

As stated above, the linear system is strictly the same, only the update of the running
approximation u(k) changes. Comparing Eq. (43) with Eq. (44), we notice that, while the
new displacement approximation was simply a sum u(k+1) ← u(k) + d(k) with the modified
GN algorithm, it consists now of the solution of the following problem:

Find u(k+1), such that φ(x,u(k+1)) = φ(x,u(k)) ◦ φ−1(x,−d̃(k)). (46)

In the literature, the ICGN algorithm was mainly applied to subset DIC methods associated
with affine transformations (rigid body translations, linear warps or homographies). In this
case, the transformation admitted a writing as a linear operator (at least in homogeneous
coordinates). In this context, the inversion and the composition was trivial, which certainly
explains why this algorithm was implemented for a relatively long time in subset-DIC [1, 2].

The implementation of these two operations (inversion and composition) requires to estimate
the value of the displacement field u(k) outside the points of definition (pixels or quadrature
points) and often even outside its domain of definition (subset or FE mesh). The algebraic
writing of a linear warp in subset based DIC implicitly extrapolate this warp outside the
subset. To implement this method in the FE-DIC framework, we propose here to perform the
inversion and the composition using a linearization of the transformation φ with respect to x:

φ(x + δ,u(k)) ≈ φ(x,u(k)) + F (k)δ, ∀δ ∈ Rm small enough. (47)

In the remainder of the article, the two following compositional variants will be considered:
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12 J.C. PASSIEUX AND R. BOUCLIER

• Inverse Compositional Gauss-Newton (ICGN): inversion is performed using the

linearization of the displacement according to Eq. (47). The inversion of φ(x,−d̃(k))
thus becomes simple (resolution of a linear system), the associated computing cost is
low. The composition is also performed considering the linearization of the displacement
(47).

• Forward Compositional Gauss-Newton (FCGN): to further simplify the implementation,

it is possible to consider the first order approximation of the inversion: φ−1(x,−d̃(k)) ≈
φ(x, d̃(k)). The resulting family of solvers is generally called forward as opposed to inverse
[1]. The composition remain computed thanks to the linearization of the displacement
(47). For example, with this approach, the update step simply reads:

φ(x,u(k)) ◦ φ−1(x,−d̃(k)) ≈ φ(x,u(k)) ◦ φ(x, d̃(k)) (48)

≈ φ(x + N d̃(k),u(k)) (49)

≈ x + Nu(k) + F (k)N d̃(k), (50)

≈ x + Nu(k) + N d̃(k) +
(
∇U(k)

)T
N d̃(k)︸ ︷︷ ︸

N u(k+1)

. (51)

This modification of the modified GN scheme is similar to the one proposed in [13]. For

the computation of u(k), we need to map last term
(
∇U(k)

)T
Nd̃(k) from the pixels (Rm)

to a vector of nodal values (Rn). This can be simply done by means of a least-squares
projection. Finally the displacement is updated as:

u(k+1) ← u(k) + d̃(k)︸ ︷︷ ︸
classic update

+
(
NTN

)−1
NT∇U(k)N d̃(k)︸ ︷︷ ︸

new corrective term

(52)

Most of the operators of this last correction term can be computed in a pre-processing
phase and, as shown in the example section, the computational overhead with respect to
the classic FE-DIC algorithm is almost insignificant.

Compared to the modified GN method, the only difference lies in the addition of a second
correction term (obtained from two n

2 ×
n
2 vector-matrix products in 2D) to u(k) at the end

of each iteration.

3.3. Stopping criteria

Since all the methods presented above are iterative, it is necessary to define a stopping criterion.
We generally consider two ways to stop the algorithm: i) a criterion based on the stagnation
of the objective function or ii) a criterion based on the stagnation of the design variable (here
the displacement field). In general in DIC, the algorithm is stopped when the criterion of
stagnation on the displacement is lower than a certain value ε:

‖s(k)d(s)‖
‖u(k)‖

< ε. (53)

This is what is also performed in the present work. It must be mentioned that, with such
a stopping criteria, the accuracy of the solution may depend on the convergence rate of the
algorithm.
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4. EXAMPLES

4.1. Example 1: Rotation

This section investigates the rotation testcase proposed by Neggers et al. [24]. Let us consider
a set of synthetic images (8bits, 512 × 512px2) representing rigid body rotations around the
center of the image ranging between 0 and 180◦. The displacement field is searched for
in a finite element approximation subspace. The mesh simply consists of a single square
four-noded bilinear element of 300px side as depicted in Figure 2. The reference speckle is
synthesized from a Perlin noise [27]. The images are rotated using bicubic spline interpolation.
Each image is analyzed in comparison to the reference image, see Figure 2 (left). Each time,

Figure 2. Images and mesh used for the rotation example illustrated with different angles θ; from left
to right: θ = 0◦, θ = 4.5◦, θ = 36◦, θ = 72◦

the DIC algorithm is initialized with nodal displacements computed using the rotation angle
θexact−1.8◦, such that the initial solution is sufficiently close to the solution to make gradient-
based solvers converge to the intended solution, but sufficiently far to compare the efficiency
of the considered solvers.

4.1.1. Gauss-Newton and modified Gauss-Newton algorithms. The image series is analyzed
using standard (exact) Gauss-Newton (29) and the classic FE-DIC solver referred to as
modified Gauss-Newton (mod.-GN) (33) as in previous section. Figure 3 presents the number
of iterations required for each algorithm to reach a stagnation error of ε = 10−4 as a function
of the prescribed rotation angle. From a numerical point of view, the same trends as those
obtained by Neggers et al. [24] are observed. Indeed, the standard Gauss-Newton algorithm
converges whatever the angle with a number of iterations almost constant (about 10 iterations).
The modified GN presents the same efficiency as the standard Gauss-Newton, at least for
moderate angles, namely θ ≤ 20◦. For larger angles, 20◦ ≤ θ ≤ 45◦, the modified GN still
converges, but the number of iteration increases significantly. In this zone, the efficiency of the
modified GN algorithm is reduced. Finally, as described in [24], for angles greater than 45◦,
the modified GN algorithm seems to no longer converge.

In order to consider this example from a theoretical standpoint, the evolution of the descent
criterion for the modified GN method (39) is now plotted against the rotation angle in Figure
4. For this rotation test-case, it appears that property (14) is verified by the modified GN
algorithm up to an angle of 90◦. Although it is difficult to interpret this descent criterion by a
condition on the displacement field u(x) in the general case, it seems here to correspond to the
loss of positivity of F (∞) = (I+∇U(∞))T . Indeed, the symmetric part of F (∞) has as double
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14 J.C. PASSIEUX AND R. BOUCLIER

Figure 3. Number of GN iterations required to reach the convergence criterion as a function of the
rotation angle θ for the four considered Gauss-Newton variants.

Figure 4. In black, sign of ∇jTd as a function of the rotation angle. Negative values mean that
the search direction d provided by modified GN is a descent direction. In red, the eigenvalue of the

symmetric part of F (∞) = (I + ∇U(∞))T , negative for angles larger than 90◦.
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eigenvalue equal to cos(θ) which is negative for θ > 90◦. This test case seems to empirically
confirm the relevance of the condition of positivity of the transformation gradient F (∞) as a
condition to make the modified GN algorithm converge, as shown in 1D, see (41).

To sum up, from a theoretical point of view, the modified GN algorithm is supposed to
converge for any angle less than 90◦, whereas numerically, the basic algorithm does not seem
to be able to reach convergence beyond a 45◦ angle. More precisely, the algorithm seems to fail
to reach convergence with a step size of s(k) = 1 along the descent direction d(k). Indeed, as
explained in section 2.2.4, for a Gauss-Newton type algorithm a step size of 1 is not necessarily
a good choice. In practice, a line search strategy may allow the modified GN algorithm to
converge well beyond 45◦. As long as the solution to linear system (33) is a descent direction,
that is, if it complies with property (14), there is always a small enough step size that allows the
modified GN algorithm to converge. To illustrate our purpose, we now consider the example of
an angle of 81◦ (chosen significantly beyond 45◦). The displacement is initialized by the nodal
displacements computed from the exact rotation angle. On Figure 5, the evolutions of the
normalized residual (left) and the stagnation criterion (right) are plotted as a function of the
GN iterations for the modified GN method with steps size of 1 (mod.-GN) and with a suitable
step-size (Relaxed mod.-GN). On the one hand, the figure confirms that the algorithm with

Figure 5. Convergence of the DIC solver for the rotation problem with θ = 81◦, as a function of
the number of GN iterations, for the five considered Gauss-Newton variants: (left) evolution of the
standard deviation of the gray level residual map normalized by the reference image dynamic (in

%) ; (right) evolution of the norm of the displacement increment d(k) normalized by the running

approximation of u(k).

step size of 1 does not converge. On the other hand, we can see that, without changing the
algorithm and its operators, it is possible to make the classical algorithm converge for angles
larger than 45◦. Obviously, this was made possible at the expense of a relatively large number
of iterations (roughly speaking, the descent nature of the modified GN search direction being
less and less pronounced).

We can also notice that, even in this situation, the standard Gauss-Newton algorithm
converges effectively. Note, however, that the computational cost of a GN iteration is much

greater than that of an iteration of modified GN, since at each iteration, the operator H̃
(k)
j

must be assembled and factorized. As shown later (see Fig. 6), one iteration of the modified GN
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is nearly 4.5 times cheaper than that of GN. The user faces a dilemma: the choice between an
inexpensive but potentially unstable algorithm and a robust but more expensive algorithm. We
will see in the following paragraph that the developed ICGN and FCGN algorithms represent
alternatives, as cheap as modified GN and as efficient as GN.

4.1.2. Forward and inverse compositional Gauss-Newton. The images are now analyzed using
the proposed forward and inverse compositional Gauss-Newton variants to FE-DIC. According
to Figure 3 and 5, both algorithms behave in the same way as the Gauss-Newton. Indeed, the
number of iterations required to converge is stable (again no more than 10 iterations), whatever
the angle of rotation, even up to extreme rotations angles such as θ = 180◦. Efficiency and
robustness are effective, despite the fact that the composition is locally approximated by
linearizing the displacement.

Once again, it is worth saying that nothing changes as compared to the modified GN
algorithm (same constant operator, same right-hand side). Only the summation step u(k+1) ←
u(k) +d(k) is replaced by a composition step φ(x,u(k+1)) = φ(x,u(k)) ◦ φ(x,d) (with possibly
the inversion φ(x,u(k+1)) = φ(x,u(k)) ◦ φ(x,−d)−1 for ICGN). This very slight modification
implies a minor implementation effort.

The extra computing cost is also very modest since there are only two matrix-vector products
of size n/2 to be carried out at each iteration. Only the two aforementioned linear operators
(see section 3.2) must be computed before the first GN iteration. Figure 6 attempts to quantify
this extra cost as a function of the number of iterations. It can be seen that in this case, the

Figure 6. Evolution of the computational time taken by 4 different solvers: modified Gauss-Newton,
Gauss-Newton, Forward and Inverse Compositional Gauss-Newton. The time is normalized by the

time taken by one iteration of the Gauss-Newton.

modified GN calculation cost is divided by more than 4 compared to GN. The difference
between modified GN, IGCN and FCGN is much smaller. Obviously, this result may depend
on the test case (on mesh and image sizes for instance) and on the implementation, but it
gives an idea of the possible savings. To plot this curve, a mesh of 6240 dofs was used with
nearly 2.5 million integration points.
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4.2. Example 2: large strains

We have shown from a theoretical point of view, in Section 3.1, that the modified GN method
may converge even outside the framework of small deformations to which it is sometimes
restricted in the literature. We are therefore interested in this part in the case of large
deformations to illustrate numerically that the convergence domain of the modified GN method
is quite large. To put more emphasis on that point, we even consider large strains (that,
of course, include large deformations following the terminology given in the introduction).
We investigate two cases: a case of normal strain and a case of shear strain, both being
homogeneous:

εnormal =

[
1.8 0
0 −0.4

]
and εshear =

[
0.7 −1.1
−1.1 0.7

]
,

which corresponds to a biaxial strain state of 180% in one direction and -40% in the other.
The corresponding images are given in Figure 7. These images are analyzed with the 4

Figure 7. Images and mesh used for the large strain example: (left) reference image and initial mesh
; (middle) deformed state image of the tension case ; (right) deformed state image of the shear case.

discussed algorithms (modified GN, GN, FCGN and ICGN). A structured FE mesh made
of 4-nodes bilinear elements of 32 pixels side is used. The displacement vector is initialized by
the value of the displacement at the nodes of the mesh calculated for a strain level reduced
by 5% than the one used to generate the images. Figures 8 and 9 show convergence, in
terms of normalized correlation residual and of stagnation criterion during GN iterations. As
theoretically predicted, each algorithm manages to reach convergence, including the modified
GN algorithm. The number of iterations can vary from one method to another, but it is
difficult to conclude on the superiority of one algorithm over the others. And the conclusion
is probably, again, problem dependent. Also here, the chosen step size is always set to 1. The
use of a line-search strategy could certainly reverse the observable trend. What is important
to conclude is that the modified GN algorithm that is widely used in FE-DIC, remains quite
efficient, even outside the framework of small deformations and/or strains. Examples with
heterogeneous (large) strain fields were also considered and the same results were observed.
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Figure 8. Convergence of the DIC solver for the large strain problem under tension, as a function of
the number of GN iterations, for the five considered Gauss-Newton variants: (left) evolution of the
standard deviation of the gray level residual map normalized by the reference image dynamic ; (right)

evolution of the norm of the displacement increment d(k) normalized by the running approximation
of u(k).

Figure 9. Convergence of the DIC solver for the large strain problem under shear, as a function of
the number of GN iterations, for the five considered Gauss-Newton variants: (left) evolution of the
standard deviation of the gray level residual map normalized by the reference image dynamic ; (right)

evolution of the norm of the displacement increment d(k) normalized by the running approximation
of u(k).

5. CONCLUSION

An analysis of the most commonly used algorithm in FE-DIC was proposed in this paper. We
have shown that it simply consists of a modified Gauss-Newton and that it does not always
provide a descent direction. Several examples have been presented to show that depending
on the case, the convergence speed can be (strongly) slowed down or the algorithm may
even no longer converge at all. A condition on the DIC operators has been established to
ensure to provide a descent direction. This condition is also interpreted as a condition on
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the displacement field. Contrary to what is sometimes stated in the literature, this condition
(positivity of the gradient of the transformation I+∇U(∞)) is much broader than the case of
small deformations (or small rotations). It was shown that, thanks to an appropriate choice of
the step-size, the standard FE-DIC algorithm can converge up to angles of 90◦ and for very
large strain levels (180% in the last examples).

When the unknown displacement field is such that the classic algorithm can no longer provide
a descent direction, it should be stressed that even if the algorithm is initialized very close
to the solution (even with the exact solution if it exists) it will diverge. In such a situation,
updating the correlation operator at each iteration (like in the exact Gauss-Newton) is not the
only way to reach convergence. Several alternatives were proposed in this paper. A first one
was based on quasi Gauss-Newton, where the image gradients in the left and right-hand sides
were different. Two other alternatives based on the family of Compositional Gauss-Newton
algorithms were also proposed. At very little extra cost and using the same operators (and the
same image gradients), it was possible to obtain fast algorithms with guaranteed convergence.
This tends to confirm the approximation on images gradients in FE-DIC is not the problem.

The proposed new algorithms for Global(or FE)-DIC may prove useful in particular (a) for
evolution problems, where one operator is assembled and factorized once for all GN iterations
and for each time-step and (b) for stereo DIC where projector gradients may evolve during
iterations. To go even further in algorithmic efficiency, these solvers could be coupled with
HPC tools [23, 32, 38, 5, 46].
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