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Abstract

We are concerned with the PI control/regulation design for a cascaded network of multi systems governed by hyperbolic
partial differential equations. The PI controllers have both control inputs and measured outputs situated on the junctions.
The stability analysis of closed-loop network is carried out in the L2 topology by using the Lyapunov direct method. Then the
output regulation is proven based on the stability of closed-loop systems. We finally work out detailed PI controller design for a
practical cascaded network of n hydraulic Saint-Venant models as well as numerical simulations to validate theoretical results.

Key words: Hyperbolic PDE systems, Lyapunov functional, exponential stability, PI controllers, Saint-Venant equations,
cascaded network, output regulation.

1 Introduction

In this paper, we consider a cascaded network of n sys-
tems described by the following two hyperbolic partial
differential equations (PDE){

∂tψi1(x, t) + λi1 ∂xψi1(x, t) = 0

∂tψi2(x, t)− λi2 ∂xψi2(x, t) = 0
(1)

where x is in[0, L], t in [0,∞), i = 1, n, ψi1, ψi2 : [0, L]×
[0,∞] → R are two states and λi1, λi2 are two positive
constants.

Each systems (1) is a 2 × 2 linear hyperbolic system.
This type of dynamics may be used to describe various
physical phenomena. Indeed, a large number of models
can be transformed into the form (1) by some change of
coordinates as shown for example in [4,2,8,16,19].

We consider in this work a network of systems (1) since
each systems are connected to some other via bound-
ary conditions. The network topology considered in this
work is the case of a line (also named the cascaded net-
works). Networks of hyperbolic systems have already
been studied in the literature. The case of a line has been
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studied in [12,3]. The case of a tree-shaped ones can be
found in [11,14,19].

One of the main research directions for the control of hy-
perbolic systems is the boundary stabilization control.
In this case, control laws are designed from boundary
conditions to ensure asymptotic stability of an equilib-
rium point. Regarding various studies in the literature,
we distinguish two types of control input: one is static
control law (see [13,10,5,6]) and the other is dynamic
control law that is more complex to design but more ro-
bust (for instance faced to constant disturbances), see
[17,19,24,4,21] to cite but a few.

In this work, our goal is to design a dynamic control law
under the proportional- integral (PI) form in order to
guarantee the stability of closed-loop hyperbolic systems
and meanwhile to regulate output measurements to a
desired set-point.

In industrial applications, the PI controller is considered
as one of the most effective approaches to remove steady
state errors and oscillations of the controlled system,
see in [1]. The idea of designing PI control for hyper-
bolic systems has been inspired from the seminal work
in [18]. Following the seminal work, many results have
been developed by using operator and semi-group meth-
ods (see [23,15,24]) or frequency domain methods com-
bined with Laplace transformation (see [4,7]). More re-
cently the Lyapunov direct method has been exploited
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to prove the stability of closed-loop systems controlled
by PI controllers, see [8,7,21,22]. The Lyapunov method
has the advantage of giving direct analysis to stability.
Moreover, by the Lyapunov direct method it is possi-
ble to deal with stabilisation of nonlinear systems as
shown in [5]. Nevertheless it seems challenging to apply
Lyapunov techniques for cascaded networks of hyper-
bolic systems because finding a Lyapunov functional for
the global network of closed-loop systems controlled by
PI controllers is complex. The main contribution of the
present paper is therefore threefold: (i) proposing a sys-
tematic design of PI controllers at junctions for the cas-
caded network of n hyperbolic systems; (ii) constructing
a new strict Lyapunov functional to prove the exponen-
tial stability of the cascaded network of closed-loop sys-
tems controlled by PI controllers; (iii) applying PI con-
troller design for a practical cascaded network of n fluid
flow Saint-Venant models. Meanwhile numerical simu-
lations are carried out to confirm the robustness perfor-
mance of PI controllers against constant disturbances.

The paper is organized as follows. Section 2 is devoted to
presenting the PI controller structure used throughout
the paper and stating our main control design result. In
Section 3, by using the Lyapunov direct method we give
a proof of the main result. Then we explain step by step
in Section 4 how to apply our general PI controller de-
sign for a cascaded network of n fluid flow Saint-Venant
models. Meanwhile numerical simulations of closed-loop
network are presented to show effectiveness of our de-
signed PI controllers. Finally conclusions are given in
Section 5.

2 Statement of the problem and main result

2.1 Statement of the problem and PI controller struc-
ture

We consider n PDE hyperbolic systems (1) ( see Fig-
ure 1) under the initial conditions: ψi1(x, 0) = ψ0

i1(x),
ψi2(x, 0) = ψ0

i2(x). In addition, we suppose that the
boundary conditions define a cascaded network. More
precisely, we consider the following boundary conditions
defined at the junctions

• For the first junction,

ψ11(0, t) = R11ψ12(0, t) (2)

• For n-1 intermediate junctions for i = 1, n− 1

ψi2(L, t) = Ri2ψi1(L, t) + ui(t) (3)

ψ(i+1)1(0, t) = R(i+1)1ψ(i+1)2(0, t) + αiψi1(L, t)+
δiψi2(L, t)

• For the last junction,

ψn2(L, t) = Rn2ψn1(L, t) + un(t) (4)

Fig. 1. Cascaded network of n systems

where ui are control inputs located at x = L of each
junction; Ri1, Ri2, αi and δi are real constants, with
i = 1, n.

The measured outputs that need to be regulated are
located at the junctions and disturbed by some unknown
output perturbations, i.e

yi(t) = aiψi1(L, t) + biψi2(L, t) + wio (5)

where ai, bi are unknown constants dependant on cho-
sen outputs and wio ∈ R are unknown constant pertur-
bations. Our purpose in the paper is to propose n dy-
namic feedback control laws ui(t) with structure of PI
controllers such that the cascaded network of closed-loop
systems is exponentially stable and the n disturbed out-
put measurements yi(t) are regulated to the desired ref-
erences yir. To be more detail, we must design n PI con-
trollers located at the junctions with real gain parame-
tersKiP ,KiI , and corrupted by some unknown constant
control disturbances wic, i.e

ui(t) = KiP (yi(t)− yir) +KiI

∫ t

0

(yi(s)− yir)ds+ wic

(6)
in order to ensure the exponential stability of the net-
work of closed-loop systems (1)-(6) and guarantee the
regulation of measured outputs yi(t) to the desired val-
ues yir.

2.2 Main result

Denoting the new state variables zi(t) where ∂tzi =
yi(t)−yir, the network of closed-loop systems (1)-(6) be-
comes a PDE-ODE system and is governed by (i = 1, n
and j = 2, n):

∂tψi1(x, t) = −λi1∂xψi1,
∂tψi2(x, t) = λi2∂xψi2,

∂tzi = yi(t)− yir,
ψ11(0, t) = R11ψ12(0, t),

ψi2(L, t) = Ri2ψi1(L, t) +KiP (yi(t)− yir)
+KiIzi(t) + wic,

ψj1(0, t) = Rj1ψj2(0, t) + αjψ(j−1)1(L, t)

+δjψ(j−1)2(L, t),

yi(t) = aiψi1(L, t) + biψi2(L, t) + wio.

(7)
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The closed-loop system (7) is completed by an initial

condition in
(
(L2(0, L))2 × R

)n
,which satisfy theC0 and

C1 compatibility conditions in (7).

Let E =
(
(L2(0, L))2 × R

)n
be the state space of the

closed-loop system (7) equipped with the following
norm:

||Y ||2E =

n∑
i=1

(
||Y3i−2||2L2(0,L) + ||Y3i−1||2L2(0,L) + Y 2

3i

)
where Y = (Y1, Y2, · · · , Y3n) ∈ E.

For each smooth initial condition (ψ0
11(x), ψ0

12(x), z01 , . . . ,
ψ0
n1(x), ψ0

n2(x), z0n) in E satisfying C0 and C1 compat-
ibility conditions, then there exits a unique smooth
solution of (7) in E for all t (see in [2,22,20]). We study
therefore the exponential stability of the closed-loop
system (7) in E and the output regulation to the desired
references.

Let us define iteratively equilibrium points ψi1∞, ψi2∞
and zi∞ as follows

ψi2∞ =
yir − wio + aiDi

bi + aiRi1
, ψi1∞ = Ri1ψi2∞ −Di,

zi∞ =
ψi2∞ −Ri2ψi1∞ − wic

KiI
. (8)

where D1 = 0, Dj = αjψ(j−1)1∞ + δjψ(j−1)2∞, ∀ j =

2, n. We suppose the following hypothesises for the out-
put measures:

H1: ai 6= 0 ∀i = 1, n.
H2: ai + biRi2 6= 0 ∀i = 1, n.
H3: bi + aiRi1 6= 0 ∀i = 1, n.

Then the main result of our paper is given in the follow-
ing theorem.

Theorem 1 Assume that the three hypotheses H1, H2
and H3 are satisfied. Then, there exists µ∗ > 0 such that
for each initial condition in E satisfying the C0 and C1

compatibility conditions, each µ ∈ (0, µ∗) and each PI
controller with the following proportional gain KiP and
the integral gain KiI for all i = 1, n:

KiP =
−Ri2
ai

,KiI = −µ (bi + aiRi1e
µL)(ai + biRi2)

ai
,

(9)
the following two properties hold true:

• The equilibrium state defined in (8) of network of
closed-loop systems (7) is exponentially stable in the
state space E.

• For smooth initial condition in
(
(H1(0, L))2 × R

)n
satisfying the C0 and C1 compatibility conditions, the
n measured outputs yi(t) are regulated to the desired
set-points yir, i.e lim

t→∞
|yi(t)− yir| = 0 ,∀i = 1, n.

Remark : As shown in the following proof, the de-
sign parameter µ has to be selected sufficiently small.
As a consequence, the integral term KiI is small and the
convergence rate obtained following this approach may
be small. This is one of the drawback of this Lyapunov
method.

We need to impose Hypothesis H1 for our PI controller
to exist. On the contrary, if H2 is not satisfied, then
our PI controller can still be implemented. However the
integral term Ki disappears and consequently the PI
control law becomes only a proportional control law. In
that case, even so stability of the closed loop system may
still be obtained, the integral effect of our PI controllers
that leads to the output regulation is lost. Up to now,
removing these conditions is an open question.

In addition, hypothesis H3 is a necessary condition for
the existence of an equilibrium point of the closed-loop
system (7) for all values of disturbances wio and wic.
Without this assumption, the procedure introduced in
(8) is no longer valid. Hence, H3 is a necessary condition
for the output regulation by integral action. J

3 Proof of the main result

To prove Theorem 1, the following coordinate transfor-
mation is considered

φi`(x, t) = ψi`(x, t)− ψi`∞, ` = {1, 2}, (10)

ξi(t) = zi(t)− zi∞ (11)

where ψi1∞, ψi2∞ and zi∞ are defined in (8). With the
new coordinates defined in (10) and applying the PI con-
troller design (9) in Theorem 1, then we obtains the fol-
lowing network of closed-loop systems without pertur-
bations

∂tφi1(x, t) = −λi1∂xφi1,

∂tφi2(x, t) = λi2∂xφi2,

∂tξi = aiφi1(L, t) + biφi2(L, t)

φi2(L, t) = −kiξi(t),

φi1(0, t) = Ri1φi2(0, t) + αiφ(i−1)1(L, t) + βiξi−1(t).

yi(t)− yir = aiφi1(L, t) + biφi2(L, t).

(12)
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completed by the initial conditions in E:

φi1(x, 0) = φ0i1(x) , φi2(x, 0) = φ0i2(x) , ξi(0) = ξ0i ,

where

ki = µ(bi + aiRi1e
µL) (13)

and α1 = 0, β1 = 0, βj = −kj−1δj for j = 2, n.

In the new coordinates, yi(t) − yir = aiφi1(L, t) +
biφi2(L, t), the output regulation is obtained if

lim
t→∞

|aiφi1(L, t) + biφi2(L, t)| = 0 ,∀i = 1, n.

Hence, to prove the asymptotic stability and the output
regulation for the disturbed network systems in (7) with
the PI control design in (6), we must naturally prove the
stability of equivalent system (12) to the origin.

In the following, the Lyapunov function candidate is
given in Section 3.1 and then the proof of the Theorem
1 by using direct Lyapunov method is presented in Sec-
tion 3.2.

Remark : In this paper, we have considered cascaded
systems of conservation laws without the presence of
source terms and dissipative terms. Our approach fol-
lows a Lyapunov design. It would be very difficult to ex-
tend our result to systems of balance laws with source
terms. In that case, we should probably restrict our-
selves to some very particular class of systems and lose
our level of generality. For instance, authors in [3] have
constructed Lyapunov function for a special class of cas-
caded network of hyperbolic systems of balance laws, but
only with the static control laws, i.e without the integral
terms. There are other methods, for instance operator
and semi-group [24] or predictive control in [17], study-
ing the hyperbolic systems with source terms. However,
these techniques are very difficult to extend to nonlin-
ear case compared to the Lyapunov method used in our
approach. J

3.1 Lyapunov candidate functional

In the paper, we construct the following Lyapunov can-
didate functional:

V(φ11, φ12, ξ1, · · · , φn1, φn2, ξn) =

n∑
i=1

piVi (14)

where Vi is defined by

Vi(φi1, φi2, ξi) =

∫ L

0

FTi PiFi dx

with Fi =


φi1e

−µx2

φi2e
µx
2

ξi

 and Pi =


1 0 qi3

0 qi1 qi4

qi3 qi4 qi2

.

Here pi and qi1, · · · , qi4 are positive real number that be
designed later on.

To begin with, consider the set X = (L2(0, L))2 × R.
The following lemma for the constructing of each sub-
function Vi can be obtained.

Lemma 1 Let ki be defined in (13) and qi1, qi2, qi3, qi4
be defined as follows:

qi1 >
3λi1R

2
i1

λi2
, qi2 = µeµLλi2qi1,

qi3 = µe
3µL
2

aiλi2qi1
λi1

, qi4 = µe
3µL
2 aiRi1qi1.

(15)

Then there exists µ∗ > 0 such that for every µ ∈ (0, µ∗),
we have

(1) There exists Mi > 0 such that ∀ (φi1, φi2, ξi) in X:

1

Mi
Vi(φi1, φi2, ξi)

6 ||φi1(., t)||2L2(0,L) + ||φi2(., t)||2L2(0,L) + ξ2i (t)

6MiVi(φi1, φi2, ξi) (16)

(2) There exists γi > 0 such that along smooth solutions
of (12), for all t such that the solution is well defined

V̇i(t) 6 −γiVi(t)−
1

4
ξ2i (t)k2i λi2qi1e

µL

−φ2i1(L, t)
λi1e

−µL

2
+φ2(i−1)1(L, t)Ai+ξ

2
i−1(t)Bi,

(17)

where Ai = λi1α
2
i

(
3 +

4λ2i1q
2
i3e
−µL

k2i λi2qi1

)
, Bi =

λi1β
2
i

(
3 +

4λ2i1q
2
i3e
−µL

k2i λi2qi1

)
and where we have used

the slight abuse of notation Vi(t) = Vi(φi1(·, t), φi2(·, t), ξi(t)).

The proof of Lemma 1 is given in the Appendix.

Now, by employing Lemma (1), the following lemma for
the design of Lypunov candidate function V is given,

Lemma 2 Let ki and qi1, qi2, · · · , qi4 be defined in
Lemma 1 and pi be defined as follows

p1 > 0 , pi+1 = εpi . (18)

Then there exists ε > 0 and µ∗ > 0 such that for every
µ ∈ (0, µ∗), we have :
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(1) There exists M > 0 such that for all Z = (φ11,φ12,
ξ1, · · · , φn1, φn2, ξn) in E:

1

M
V(Z) 6 ||Z||2E 6MV(Z). (19)

(2) There exists γ > 0 such that along smooth solutions
of (7), for all t at which the solution is well defined

V̇(t) 6 −γV(t) − δ
n∑
i=1

(
ξ2i (t) + φ2i1(L, t)

)
, (20)

we have used the notationV(t) = V(φ11(·, t),φ12(·, t),
ξ1(t), · · · , φn1(·, t), φn2(·, t), ξn(t)).

Proof : To begin with, applying the property (16) of
Lemma 1, with µ small enough, one easily finds that

n∑
i=1

pi
Mi

Vi

6 ||(φ11, φ12, ξ1, · · · , φn1, φn2, ξn)||2E

6
n∑
i=1

piMiVi. (21)

This leads to the existence ofM > 0 such that (19) holds.

To prove (20), we analyze the time derivative of V along
the solution of the network of closed-loop systems in
(12),

V̇(t) =

n∑
i=1

piV̇i(t)

To simplify the writing in the following, we denote pn+1,
An+1 and Bn+1 such that pn+1 = An+1 = Bn+1 = 0.
Now, by employing the property (17) of Lemma 1, one
finds that

V̇(t) 6 −
n∑
i=1

piγiVi(t)

−
n∑
i=1

ξ2i (t)

(
pi
k2i λi2qi1e

µL

4
− pi+1Bi+1

)
−

n∑
i=1

φ2i1(L, t)

(
pi
λi1e

−µL

2
− pi+1Ai+1

)
. (22)

Since pi+1 = εpi, by taking ε small enough, it is clearly
to see that

pi
k2i λi2qi1e

µL

4
− pi+1Bi+1 > 0

pi
λi1e

−µL

2
− pi+1Ai+1 > 0

(23)

From (22) and (23), there exits γ > 0 and δ > 0 such
that

V̇(t) 6 −γ
n∑
i=1

piVi(t) − δ
n∑
i=1

(
ξ2i (t) + φ2i1(L, t)

)
This inequality implies that (20) holds. 2

Remark : In our Lyapunov functional (14), compared
to the one in [3], dynamic feedbacks are added with n
new states ξi(t). Some Lyapunov functional for dynamic
feedback states have been studied for single hyperbolic
systems in literature [8,7], but it should be pointed out
that our Lyapunov function is different since it contains
coupling terms of the states φi and feedback states ξi.
These coupling terms allows to avoid the damping term
in PI controller as in [7]. It allows also to consider a larger
class of hyperbolic PDE systems than the one considered
in [8].

Note that in [21], a Lyapunov functional with the dy-
namic feedback terms and the coupled terms is consid-
ered only for the single hyperbolic system, but cannot
be extended for a cascaded network. J

3.2 Proof of the theorem 1

In this section, by using the result of Lemma 2, we
present the proof of Theorem 1.

First of all, we prove the exponential stability of
the closed-loop system (7) to the equilibrium state
(ψ11∞, ψ12∞, z1∞, · · · , ψn1∞, ψn2∞, zn∞). From Lemma
2, there exists γ > 0 such that along smooth solutions

V(t) 6 V(0)e−γt . (24)

With (19), it implies that there exists S > 0 such that for
all smooth initial conditions in E and satisfying C0, C1

compatibility conditions, the solution of (12) is defined
for all positive time and satisfies that for all t > 0

||(φ11(·, t), φ12(·, t), ξ1(t), · · · , φn1(·, t), φn2(·, t), ξn(t))||2E
6 Se−γt||(φ011, φ012, ξ01 , · · · , φ0n1, φ0n2, ξ0n)||2E. (25)

Inequality (25) implies that the origin of the closed-loop
system (12) is exponentially stable in E. This leads to
the proof of the first property in Theorem 1.

Secondly, we prove the output regulation property of
Theorem 1. Let denote vi1 = −λi1∂xφi1, vi2 = λi2∂xφi2,
and si(t) such that ∂tsi = aivi1(L, t)+ bivi2(L, t). It can
be easily found that the dynamics of vi1, vi2 and si are

5



the same as the ones of φi1, φi2 and ξi in (12):

∂tvi1(x, t) = −λi1∂xvi1,

∂tvi2(x, t) = λi2∂xvi2,

∂tsi = aivi1(L, t) + bivi2(L, t)

vi2(L, t) = −kisi(t),

vi1(0, t) = Ri1vi2(0, t) + αiv(i−1)1(L, t) + βisi−1(t).

(26)
From the hypothesis in theorem, we deduce that (26)
has also smooth initial condition (v0i1(), v0i2(), s0i ) in E
(∀i = 1, n) and satisfying the C0 and C1 compatibility
conditions. Employing similar analysis, one finds that
the origin of (26) is also exponentially stable in E. This
allows us to prove that:

lim
t→∞

||φi1(·, t)||H1(0,L) = 0 , lim
t→∞

||φi2(·, t)||H1(0,L) = 0.

By the Sobolev embedding theorem, one gives that

lim
t→∞

φi1(x, t) = 0, lim
t→∞

φi2(x, t) = 0 ∀x ∈ [0, L].

Therefore, the output regulation is obtained, i.e
lim
t→∞

|yi(t)− yir| = 0 ,∀i = 1, n.

This completes the proof of the Theorem 1.

4 Application for the cascaded network of n
open channels

4.1 Modelling of network

In this section, we consider a cascaded network of n hor-
izontal channels which are described by Saint Venant
equations with the neglected friction slope, see in Figure
2, studied for example in [21,8,16] for a single channel
and [17] for network of n channels with x in [0, L] and
t ∈ [0,∞), i = 1, n,

Bi∂tHi(x, t) + ∂xQi(x, t) = 0

∂tQi(x, t) + ∂x

(
Q2
i (x, t)

BiHi(x, t)
+

1

2
gBiH

2
i (x, t)

)
= 0

yi(t) = Hi(L, t) + wio
(27)

where Hi(x, t) denote water level, Qi(x, t) water dis-
charge at the position x and time t respectively, Bi the
channel width, g the gravitational constant, yi(t) the
measured output, and wio unknown output disturbance
for channel i. The network is controlled by n underflow

Fig. 2. Cascaded network of n fluid flow channels

gates at the end of each channel:

Q2
i (L, t) = 2gF 2

i U
2
i (t)

(
Hu
gi −Hd

gi

)
, i = 1, n (28)

where Fi is the coefficient of gates, Ui(t) the opening of
the gate considering as control inputs, Hu

gi and Hd
gi the

water levels at upstream and downstream of gate i (see
in [17]).
Moreover, n channels are interconnected by n − 1 fol-
lowing discharge conservation constrains

Qi(L, t) = Qi+1(0, t) , i = 1, n− 1 (29)

The last boundary condition comes from the control of
the inflow discharge by an appropriate constant value
Q0, i.e

Q1(0, t) = Q0. (30)

Remark : In the present paper, the disturbances wio
and upperstream inputQ0 are supposed constant. In the
case that they are not constant, the regulation problem
becomes much more difficult. It should be mentioned in
[24] a special case where the disturbances are quadrat-
ically close to constant, the output regulation is still
guaranteed for the following sense:

lim
t→∞

∫ ∞
t

|yi(t)− yr|2 = 0.

J

4.2 Linearized model

Let us first consider the set-points H∗i for each channels
satisfying the subcritical conditions gB2

i (H∗i )3−Q2
0 > 0

∀i = 1, n. One can easily see that (H∗i , Q0) is also steady
state for each channel of the network (27)-(30).

Now considering the linearization of system (27) around
a steady state (H∗i , Q0) with i = 1, n with the notation
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hi = Hi −H∗i and qi = Qi −Q0 as following:

∂

∂t

(
hi

qi

)
+


0

1

Bi

−Q2
0

Bi(H∗i )2
+ gBiH

∗
i

2Q0

BiH∗i

 ∂

∂x

(
hi

qi

)
= 0

yi(t) = hi(L, t) +H∗i + wio
(31)

Then by using the following change of coordinates

hi = ψi1 +ψi2, qi = (Bi
√
gH∗i +

Q0

H∗i
)ψi1− (Bi

√
gH∗i

− Q0

H∗i
)ψi2

One obtains the characteristic form
∂tψi1(x, t) + λi1 ∂xψi1(x, t) = 0

∂tψi2(x, t)− λi2 ∂xψi2(x, t) = 0

yi(t) = ψi1(L, t) + ψi2(L, t) +H∗i + wio ,

(32)

where λi1 =
√
gH∗i +

Q0

BiH∗i
> 0 , λi2 =

√
gH∗i −

Q0

BiH∗i
> 0.

By using the gates in (28) in an appropriate way, let us
rewrite all boundary conditions in (28)-(30) in the new
coordinates

ψi2(L, t) = Ri2ψi1(L, t) + ui(t)

ψi1(0, t) = Ri1ψi2(0, t) + αiψ(i−1)1(L, t) + δiψ(i−1)2(L, t) ,

(33)
where

Ri1 =
λi2
λi1

, Ri2 = 0 ,∀i = 1, n

α1 = δ1 = 0 , αk =
λ(k−1)1

λk1
, δk = −

λ(k−1)2

λk1
,∀k = 2, n

and n new control inputs ui(t) deduced from the opening
gates Ui(t) by

Ui(t) =
Q∗i +Biλi1(yi −H∗i )

Fi

√
2g
(
Hu
gi −Hd

gi

) +
Bi(λi1 + λi2)

Fi

√
2g
(
Hu
gi −Hd

gi

)ui(t)
(34)

4.3 PI control design

Inspired by the result in Theorem 1, we design n feed-
back control laws ui(t) at junctions by the form of PI

controllers with unknown control disturbance wic as fol-
lows

ui(t) = KiP (yi(t)−H∗i ) +KiI

∫ t

0

(yi(s)−H∗i )ds+ wic

where KiP and KiI are computed by

KiP = 0

KiI = −2µ(1 + eµL

√
gH∗i −

Q0

BiH∗i√
gH∗i +

Q0

BiH∗i

)

, ∀i = 1, n

(35)
Here, the tuning parameter µ is chosen small enough.
Then n PI controllers in (35) stabilize the linearized
model (31) of channel network, and n measured outputs
are regulated to the desired references.

Remark : To control this network of n cascaded mod-
els, we only need n control inputs represented by n un-
derflow gates at junctions. Moreover, to implement con-
trollers, only water levels at the end of each channel are
required for the output measurements. This is an ad-
vantage because in practical engineering, water level is
much simpler to measure than water discharge.
In addition, in paper [9] the authors give a nice work
in experimenting of PI controllers on an open channel.
Thus the present Section could be also seen as the pos-
sibility to use PI controllers for a more complex network
of reaches in experimental aspect. J

4.4 Numerical simulations

In this Section, in order to validate theoretical results
we make numerical simulations for a cascade network of
three channels with the following data:

• Length of channels is L = 500m, with the same width
B = 4 m.

• Level set-points H∗1 = 10 m, H∗2 = 8 m, H∗3 = 6.5 m,
and constant discharge Q0 = 7 m3/s.

• Output disturbances w1o = 0.1, w2o = 0.2, w3o =
0.15; and control disturbancesw1c = 0.02,w2c = 0.03,
w3c = 0.01.

Obviously, subcritical conditions are satisfied with above
data. Tuning parameter µ is chosen by 0.001. The simu-
lations are based on Preissmann schema with the weight-
ing coefficient θ = 0.6 and space discretization ∆x =
1 m.

Figure 3- Figure 8 verify the stability of linearized closed-
loop network and show the evolutions states of the water
level and water discharge for each channel controlled by

7



Fig. 3. H1(x, t)

Fig. 4. Q1(x, t)

three PI controllers at junctions.
In Figure 9, we see that three output measurements
yi(t) = Hi(L, t) are regulated to the desired references
H∗i in spite of output disturbances wio and control dis-
turbances wic (i = 1, 3).
Finally, note that with the big value of tuning parame-
ter µ (bigger than 0.002) in simulations, the controlled
network becomes unstable.

5 Conclusions

In the paper, we have addressed the PI controller regu-
lation problem for a class of cascaded network of linear
2×2 hyperbolic PDE systems. The PI controllers are de-
signed at junctions and are applied for each subsystem
of the network. The exponential stability for the closed-
loop systems and the output regulation are proven by
using the Lyapunov direct method. The PI controller de-
sign can find applications for many networks of processes
with the same steps as presented in Section 4. Although
the stability analysis in the paper is taken in theL2 norm
for a network of linear systems, it would be an interesting

Fig. 5. H2(x, t)

Fig. 6. Q2(x, t)

work to generalize the PI controller design to the non-
linear case by following the works in [22] and [5]. In the
future, the objective is to study the PI controller design
for other types of networks of PDE hyperbolic systems,
such as tree-shaped networks. We believe that the per-
formance of the nonlinear closed-loop systems achieved
by the PI controllers deserve more studies.

6 Appendix

6.1 Proof of Lemma 1

Proof of the first property 16

To begin with, we prove that the matrix Pi is positive
definite. Making use of the Sylvester criterion, matrix Pi
is positive definite if and only if:

qi1 > 0, qi2 > q2i3 +
q2i4
qi1
.
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Fig. 7. H3(x, t)

Fig. 8. Q3(x, t)

Fig. 9. Output measurements yi(t)

Employing (15), one can find that:

qi1 > 0 , qi2 − q2i3 −
q2i4
qi1

=

µeµLqi1

(
λi2 − µe2µL

a2iλ
2
i2qi1
λ2i1

− µe2µLa2iR2
i1

)
.

It is clearly that if µ is small enough, qi2−q2i3−
q2i4
qi1

> 0. It

therefore yields that the matrix Pi is symmetric positive
definite. Hence, there exits σi1, σi2 > 0 such that

σi1

∫ L

0


φi1e

−µx2

φi2e
µx
2

ξi


T 

φi1e
−µx2

φi2e
µx
2

ξi

 dx 6 Vi(φi1, φi2, ξi)

6 σi2

∫ L

0


φi1e

−µx2

φi2e
µx
2

ξi


T 

φi1e
−µx2

φi2e
µx
2

ξi

 dx.

As a result, there exists Mi > 0 such that (16) holds.

Proof of the second property 17

The time derivative of V along the solution of the system
(12) has the following form:

V̇i(t) =

−
∫ L

0


φi1(x, t)e−

µx
2

φi2(x, t)e
µx
2

ξi(t)

φi1(L, t)


T

Qi


φi1(x, t)e−

µx
2

φi2(x, t)e
µx
2

ξi(t)

φi1(L, t)

 dx−F (t)

where

F (t) = φ2i1(L, t)
λi1e

−µL

2
+ φ2i2(0, t)λi2qi1

+
3

4
ξ2i (t)k2i λi2qi1e

µL

− λi1
(
Ri1φi2(0, t) + αiφ(i−1)1(L, t) + βiξi−1(t)

)2
− 2ξi(t)qi3λi1

(
αiφ(i−1)1(L, t) + βiξi−1(t)

)
, (36)

and,

Qi =



µλi1 0 Tφi1,ξi Tφi1,φi1L

0 µqi1λi2 Tφi2,ξi Tφi2,φi1L

Tφi1,ξi Tφi2,ξi Tξi 0

Tφi1,φi1L Tφi2,φi1L 0
λi1e

−µL

2L
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with

Tξi = µ2 c
2λi2qi1e

µL

4L
, Tφi1,φi1L = −µe

3µL
2
a2iλi2qi1
λi1

,

Tφi2,φi1L = −µe
3µL
2 a2iRi1qi1,

Tφi1,ξi = µ2e
3µL
2

aiλi2qi1(2bic+ λi1)

2λi1

Tφi2,ξi = µ2e
3µL
2 aiRi1qi1

2bic+ λi2
2λi2

,

and c = bi + aiRi1e
µL.

At first, we consider the boundary terms F (t) in (36).
Applying the Cauchy-Schwarz inequality, one can find
that(

Ri1φi2(0, t) + αiφ(i−1)1(L, t) + βiξi−1(t)
)2

6

3
(
R2
i1φ

2
i2(0, t) + α2

iφ
2
(i−1)1(L, t) + β2

i ξ
2
i−1(t)

)
(37)

2ξi(t)qi3λi1
(
αiφ(i−1)1(L, t) + βiξi−1(t)

)
6

1

2
ξ2i (t) k2i λi2qi1e

µL

+
4λ2i1q

2
i3e
−µL

k2i λi2qi1

(
α2
iφ

2
(i−1)1(L, t) + β2

i ξ
2
i−1(t)

)
(38)

From (36), (37), (38) and with the choice of qi1 in (15)
it can be deduced that

F (t) > φ2i1(L, t)
λi1e

−µL

2
+

1

4
ξ2i (t) k2i λi2qi1e

µL

− φ2(i−1)1(L, t)Ai − ξ2i−1(t)Bi , (39)

where Ai = λi1α
2
i

(
3 +

4λ2i1q
2
i3e
−µL

k2i λi2qi1

)
, and Bi =

λi1β
2
i

(
3 +

4λ2i1q
2
i3e
−µL

k2i λi2qi1

)
.

In the following, we prove that by picking µ small
enough, matrix Q is symmetric positive definite. From
the Sylvester criterion, Q is symmetric positive definite
if and only if

D1 = det


µλi1 0 Tφi1,ξi

0 µqi1λi2 Tφi2,ξi

Tφi1,ξi Tφi2,ξi Tξi

 > 0,

D2 = det(Qi) > 0.

By the direct computing, we have that

D1 = µ4f1(µ) , D2 = µ4f2(µ) ,

with lim
µ→0

f1(µ) = 1
Lλi1λ

2
i2q

2
i1c

2eµL > 0 and lim
µ→0

f2(µ) =

1
2Lλ

2
i1λ

2
i2q

2
i1c

2 > 0.

Taking µ small enough, it yields that the two terms D1,
D2 are both positive. Consequently, the matrix Qi is
symmetric positive definite.

Therefore, with the adaptive choice of µ, there exists a
positive real number Ki > 0 such that for all t at which
the solution is well defined we have:

V̇i(t) 6 −Ki||(φi1, φi2, ξi)||2X −
1

4
ξ2i (t)k2i λi2qi1e

µL

− φ2i1(L, t)
λi1e

−µL

2
+ φ2(i−1)1(L, t)Ai + ξ2i−1(t)Bi.

With (16) the former inequality implies that we can find
γi > 0 such that (17) holds. This completes the proof of
Lemma 1.
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