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Simulating multiple stars in preparation for Gaia
F. Arenou
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Abstract. The scientific preparation of the Gaia mission encompasses both the data reduction
algorithms and the generation of simulated data which have to be as realistic as possible. In this
respect, binaries and multiple stars are a mandatory component in the simulation of the Milky Way
as they impact on the performance tests of the on-ground data processing. The ingredients for the
simulation of multiple stars are described and the predictions are compared to observed data or
outcomes from stellar multiplicity studies.
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INTRODUCTION

The Gaia mission, planned to be launched in 2012 by ESA, will provide the most
accurate and precise astrometric (but not only astrometric) Catalogue to come for about
one billion objects.

The Data Processing and Analysis Consortium [DPAC, 1], about 400 scientists and
engineers from the European member states in charge of the future data reduction of
the data from the satellite, is organised since 2006 in eight currently active Coordination
Units, one of these being in charge of the data simulations. The reason for the presence
of a dedicated simulation unit is the complexity both of the observed objects and of the
astrometric, photometric, spectroscopic on-board instruments and their interrelations.

Accordingly, the Simulation Unit contains a “Universe Model” and an “Instrument
Model”, and the former intends to generate the parameters (position, motion, photome-
try, spectra) of all (or most of the) objects which would be seen by the Gaia satellite at
any time of the mission. Correct simulations are mandatory: it can be easily understood
that the density of stars has an impact on the instantaneous processing capabilities on-
board, that the integrated number of stars during several hours influences the on-board
storage needs or the telemetry rate, or that the kind of objects impacts on the require-
ments for the on-ground data processing.

The objects to be simulated are the solar system objects (planets and asteroids), the
extragalactic objects (resolved or unresolved galaxies, quasars, etc), but of course the
vast majority of the objects brighter than G = 20m in the Gaia broad band are stars.
Most of them are not single. Optical doubles may occur, as typically there is one chance
on 700 that more than one star can fit in a 6× 12 pixels window on the average on the
sky, up to one chance in 6 in the worst case (the ≈ 3 millions G < 20 stars per square
degree in the Baade window), and even possibly due to the superposition of the two
fields of view of the satellite in the common focal plane. However, most of non-single
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stars will be actual binaries or multiple systems, about 48% of systems not being single,
although this does not mean at all that they may be detected by any of the instruments
(for a description of the algorithms for the detection and data reduction of the multiple
systems, see [2], now superseding [3]).

Thanks to the Besançon Galaxy Model (BGM) [4], an accurate simulation of the
Galaxy is used as the foundation of the Gaia simulator, but concerning single stars only.
Gaia will however notice or suffer from the effect of physical double and multiple stars
in astrometry, photometry and spectroscopy, and it is desirable not only to simulate their
orbital motion but also to complement the BGM as exactly as possible with the various
population properties of what is currently known about multiple stars.

For this reason, simulations of binaries have been introduced in the Gaia simulator
for long [5]. In a first step, solar-type stars-like binaries were introduced only, using the
classical results from Duquennoy and Mayor [6]. Yet, the simulations were not satis-
factory enough for several reasons: the single star fraction was severely underestimated
towards low mass stars, multiple stars were not handled, and the resulting luminosity
function was not consistent with the mass distribution. Accordingly, the generation of
the secondaries (or more) components has been improved to achieve a more realistic
simulation of the Galaxy.

The recipe

The BGM generates single stars only and when a new star is drawn, it can then be
changed with some probability into a system, the BGM allowing to draw a companion
of a given mass on the HR diagram, coeval of the primary. The single stars and primaries
are obviously chosen such that they follow the luminosity function of primaries in the
solar neighborhood, not the one of unresolved binaries.

Using the primary mass, the mass of the companion is then obtained through a given
statistical relation q = M2/M1 = f (M1), a “primary-constrained pairing” process [8].
Beyond the preparation steps of this recipe, helped by [9], what matters really is the
nature and quantities of the ingredients, all this being described below.

MULTIPLICITY FRACTION

The main observational effect of binaries come from their fraction relative to the total
population. While a single number is often quoted (“more than half of stars are in binary
systems”), many studies have been done since Duquennoy and Mayor [6]. Thanks to
the recently available statistics for what concerns multiplicity, all binaries cannot be
considered to be just like the solar-type ones, and this has led Lada [10] to provocatively
argue that most stars of the Galaxy are single, due to the low binary frequency of the
most frequent star type.
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Binary frequency

In what follows, binary stars, or 2+, often designate the systems having at least two
components, and more generally, following Tokovinin [11], ak denotes the fraction of
systems containing at least k components.

The binary fraction is discussed below as a function of the primary star. While, obser-
vationally, the primary of a system is conventionally the brightest, the other convention
is used for operational (orbital) purposes, i.e. the primary will always be the one with the
largest mass, and consequently the generated mass ratio is constrained to be 0≤ q≤ 1,
and components of a system may have to be swapped to respect this principle.

Main sequence stars

Concerning Main Sequence (MS) solar type stars, the results from [6] have slowly
been improved by studies using different range of periods. The statistics for the F7-K
from Eggenberger et al. [12] is 55.6% for log(Pdays) < 6.31 and we adopt this value as
the total fraction over the whole period/separation range.

Towards the Very Low Mass stars (VLM) side, the binary fraction is decreasing, to
about 28% for the M stars [13], 15% for the low mass M [14], 12.5% from a complete
sample in distance of the ultracool L-dwarf population [15], and 9% for T brown dwarfs
[16], probably underestimated (but not too much, see Figs. 3a and 4) as this T dwarfs
statistics concerns separations a & 1 AU and mass ratio q & 0.4.

While the current scientific interest is often directed towards solar type stars down
to VLM, finding unbiased results about the binarity properties of high-mass stars is
still uneasy. For example, a 91± 12% binary fraction for 7 M� stars may be found
in Sterzik and Durisen [17]; however, this value is actually extrapolated, assuming a
constant distribution in loga (commonly known as Öpik’s law), from the 0.20± 0.04
companion star fraction (mean number of companion per star) per decade of separation
found by Shatsky and Tokovinin [18] for B-type stars over a 0.3"-6.4" separation range
in Sco OB2.

Still in Sco OB2, Kouwenhoven et al. [19] find a detected binary fraction ≈ 80%
for B0-B3 stars, ≈ 50% for B4-B9 stars, ≈ 40% for A-type stars. They demonstrate
however that the decrease may be due to observational biases not taken into account.
Later, correcting the results from incompleteness, Kouwenhoven et al. [20] estimate that
a 85-100% binary fraction for stars of spectral type B and 80-85% for those of spectral
type A would better fit their data. Using the lower limit, we assume 85% for earliest B
stars (20 M�) and 80% for earliest A stars (3 M�). A similar result (a binary fraction
from 0.8 to 1) is obtained in Cygnus OB2 by Kobulnicky and Fryer [21].

The reason why we use the lower limit is that Mason et al. [22] comparing the binarity
in cluster/association, field or runaway O-type stars, suggests that almost all O-stars in
clusters and associations have companions but that the binarity is much lower for field
stars and still lower for the runaways. In the solar-type mass range, Halbwachs et al. [23]
comparing field and cluster stars show that the binary fraction for the latter is slightly
larger though not significantly. Beside, the completeness is probably better in clusters.
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All in all, we consider not useful to adopt various proportions whether a star is in a
cluster or not and the adopted fraction is actually a (not completely satisfactory, and still
not well known however) compromise.

We thus adopt the binary probability function

f (M1) = 0.8388tanh(0.688M1 +0.079) (1)

which fits rather well the binary fraction on the whole primary mass range (Fig. 1). The
shape of this function has not been chosen randomly but as roughly compatible with
the several classes of dynamical decay models from Sterzik and Durisen [17] or random
pairing from Thies and Kroupa [24]. However, the increase with primary mass over
the short period solar type range which is assumed here deviates from the conclusion
of Halbwachs et al. [23] (finding no obvious proportion difference from F7 to late K)
though perhaps not significantly.
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Binary fraction vs primary mass

FIGURE 1. Binary fraction: the observed estimated fractions for different primary masses found in the
literature (dots) and the fit proposed. From left to right, the points from the literature were obtained from
Burgasser et al. [16], Reid et al. [15], Close et al. [14], Delfosse et al. [13], Eggenberger et al. [12], and
Kouwenhoven et al. [20] for A and B type stars.

A large discrepancy on the high mass side still remains between the large adopted
fraction here and the one indicated in Eggleton and Tokovinin [25] (ET2008). There are
several reasons to believe that this illustrates selection effects mentioned in the latter,
which uses complete samples, but in magnitude, not distance, and, unfortunately, most
observation methods act against the binarity detection in early-type stars. Typically, the
broad lines in O and B stars prevents a good detection of the radial velocity changes due
to binarity; on the astrometric binary side, this is not better, as the systems are generally
too distant for an efficient astrometric orbital detection; and, on the visual side, couples
with intermediate orbital periods and somewhat large magnitude difference may also be
too close to be detected. Still, as discussed above, most of other studies indicate that the
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bias-corrected multiplicity fraction of early-type stars should be more on the 100% than
on the 50% side [e.g. 26, 22, 18, 19, 20, 21].

White dwarfs

Main sequence stars, although in larger numbers, are not the only ones which produce
specific observational effects with Gaia. Obtaining a good representation of the white
dwarfs (WD) in the binary model has been triggered by the need of simulating light
curves that will be obtained with Gaia due to cataclysmic variables.

As white dwarfs in simulated binary systems occur either because a) the primary is a
WD and a secondary has subsequently been chosen, or because b) the secondary happens
to be a WD with some probability (cf. p. 6), obtaining a correct number of (realistic!)
systems at the end is complicated.

In the case (a), the probability of having a secondary has to be fixed, although
the binary WD fraction cannot be a single number as it also depends on period and
companion type. We actually adopted the binary rate that the WD progenitor had while
being on the main sequence, as described Eq. 1, the progenitor mass being given as a
function of the WD mass [obtained in 34].

Concerning case b), the probability for the companion of being a WD has been based
on the frequency of white dwarfs in the BGM. In practice, it has been used from the ratio
of the WD fraction over the star fraction (A. Robin, private communication) which in
turns depends on the age populations used in the model. Care should be taken however
that the progenitor of the WD should have evolved faster than the primary (which was
formerly the secondary), based on an estimation of its mass.

To judge whether WD systems were correctly handled there are fortunately some tests
based on the fraction of systems with one WD obtained with ROSAT [30] or Barstow
et al. [31], on the fraction of double degenerates (WD+WD) among systems with WD
or on Sirius-like binaries (A0-K7+WD) from Holberg et al. [32], and the density of
possible cataclysmic variables (CV) per parsec cube [33] where a CV is defined here for
operational purposes as a WD in a system with period < 0.6 day.

Giants

The knowledge of the multiplicity fraction for giants has recently been improved,
thanks to better statistical studies based on distance estimate from Hipparcos and
CORAVEL radial velocity survey. Following the results initially given by Famaey et al.
[27], Mermilliod et al. [28] studied the K giants and Frankowski et al. [29] the M giants.
For the latter, an upper bound for the binarity fraction is 0.111 ((confirmed ) + 0.027
(suspected), apparently corresponding to a 0.43 fraction of the former, which gives an
upper bound (32%) for the binarity of the K giant, still quite uncertain as it varies from
either 13.7% [27] or 22% [28] in the field, or 30.8% in open clusters.

However, the fractions quoted above have been obtained for Spectroscopic Binaries
(SB), i.e. short periods only and the completeness in period not really being indicated.
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Extrapolating these results for the whole period range based on some model (described
p. 7) would add a considerable uncertainty on the adopted numbers.

Consequently, we proceeded as for the WD, adopting the Eq. 1 fraction, noting that
the period distribution further decreases the fraction by rejecting unphysical systems.

Higher multiplicity fraction

Concerning now the simulation of higher levels of multiplicity, the adopted fractions
have been mostly based on the extensive work by Tokovinin, and in particular from
Eggleton and Tokovinin [25] (ET2008). First, it can be noted that the ak curves for
the various k are rather similar (Table 6 in ET2008) as a function of spectral type or
M1. Consequently, the fractions of 3+ may be obtained using the a2(M1) curve, i.e.
generating the binaries and then adding a tertiary component.

The frequency of ternary systems among binaries is however strongly related to
period, as can be seen in Tokovinin et al. [35], p. 129: among solar type SBs with
periods less than 30 days, a3/a2 = 86% of the systems with period below 5 days harbour
a tertiary component versus 49% for those with a larger (5 < P < 30 days) inner period.
To get the 3+ fraction for the rest of inner periods, it has been assumed that the total
fraction of triples a3 for solar type stars is 8.4%, [6], and using the assumed distribution
of periods (p. 7), a3/a2 = 11% was assumed for P > 30 days.

For the 4+ systems, the relation between the multiplicity fractions mentioned above
is shown Fig. 2. Although this ratio ak/a2 is obtained in ET2008 for a large V < 6
magnitude-limited sample, we adopted an exp−1.087(N−2) fit to their probably more
complete V < 4 sub-sample to generate the 4+, samples from the 3+ one, and the same
fraction to get the 5+ from the 4+ number.
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FIGURE 2. Observed probability to get systems with N+ component given that there are at least 2
components, from the ET2008 catalogue of multiplicity limited to magnitude 4 or 6. The fit on the former
has been adopted to estimate the 4+ and 5+ fractions.
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MASSES AND ORBITAL PARAMETERS

Mass-ratio

Once it is known that the star is actually a system, this star becomes the primary, and
the secondary is generated through the choice of a mass-ratio, which, as indicated above,
is constrained to be smaller than 1. The secondary mass being given, it can be chosen
with some probability as a MS, giant or WD, depending on the age of the primary.

The adopted mass ratio has been estimated by rejection simulation using a probability
density function linear by segment, and this, depending on the stellar type of the primary,
and on the binary period, as illustrated Fig. 3. These simulations have been based on the
works from (by increasing mass) [36] for VLM, from [13, Fig. 4] for the M stars with
period smaller or larger than 50 days, by [23, Fig. 7] for the F7-K stars with period
smaller or larger than 50 days, and by [18, Fig. 9] for OB stars. The peak at q = 1
which historically has always been a matter of debate (as it may be produced e.g. by a
photometric selection bias of twins) seems to be present at small periods, and it may even
decrease with mass [37]. Concerning this point, but also more generally, the simulated
models should absolutely not be taken at face value as there is a considerable statistical
uncertainty in the published results. Still, the simulated mass-ratios are better than a
uniform distribution which would be adopted otherwise!

FIGURE 3. Simulated mass-ratio q = M2/M1 for (top to bottom): (a) very-low mass stars, (b) M stars
with period P < 50 days or (c) P > 50 days, (d) solar type stars with P < 50 days, (e) solar type with
P > 50 days, and (f) OB stars. See text for bibliographical references.

The mass ratio for the systems with a WD primary has also to be fixed. As it is
unknown, the mass ratio from the progenitor has been used instead, as described above.
If this gives birth to a companion more massive than what became a WD, the system is
rejected as it is already accounted for by the WD secondaries, except when the mass of
the secondary was such that it had become a WD too.
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While the secondary is chosen based on the mass-ratio and with the same age, it is
however checked that the pairing is realistic (e.g. a pre main sequence star will be bound
to another one).

Concerning multiple (3+) systems, the q3 mass-ratio may observationally be larger
than 1, on the average 5% [38], but 18% for systems with a spectroscopic inner couple
[35], which then creates A-BC systems.

Semi-major axis

Beside their masses, the effect of binaries on astrometry, spectroscopy or photometry
is mostly related to their period, or alternatively through the Kepler third law, to their
separations.

For the distribution of semi-major axis a (A.U.), the classical Gaussian(loga;1.5,1.5)
distribution for solar type stars [6] looks still realistic and has been used here. However,
M stars not only have a smaller binary frequency, but the separations are also smaller
on the average. Separations are even smaller for ultracool binaries, Bouy et al. [39]
showing that most binaries have separations smaller to 20 A.U. We thus assume a
Gaussian(loga;0.5,0.5) from Close et al. [14]. In between, it is estimated visually from
Fig. 2 of Sterzik and Durisen [17] that a Gaussian(loga;1,1) can be applied to the M
stars (Fig. 4). On the other side of the H-R diagram, and lacking other statistics, we still
assume the solar type separation properties for more massive stars.
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FIGURE 4. Distribution of the separations (log(UA)) as they are simulated. The broader curve on the
right is the classical Duquesnoy & Mayor distribution, very low mass stars on the left [39] and M stars
interpolated in between.

The Gaussian shape implies that very large separations are very rarely generated, but
the small separations have also to be taken care of (see close binary systems, p. 9). Once
the separation is randomly generated that way, it is combined with the masses to obtain
the orbital period.
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Most multiple systems are hierarchical, due to dynamical stability constraints, with a
clear limit on the period ratios, 5 < Pout/Pin < 104, [see 40, 38], and the Pout is thus
generated from a Gaussian(logP;6,1.5) until it is within the limit above, and the semi-
major axis follows from that.

All multiple systems are however not hierarchical: although a lot of known trapezium
systems1 actually appear like that only in projection or are optical systems [41], about
0.1% of the IDS Catalogue could still be Trapezia, all with primary type earlier than B3,
but much less than originally predicted by Allen et al. [42]. Using Table 5 of this paper
and the above result, it has been assumed that less than 10% of systems more massive
than 7 M� and with large separations could be trapezium systems.

Eccentricity

The orbital eccentricity is known from long to depend on period, at least because tidal
effects lead to a circularisation of the orbit at small separations, cf. e.g. Abt [43] and Abt
[44]. From Abt [44], the average eccentricity can be written:

E[e] = a(b− exp(−c logP))

with the a,b,c coefficients given by Abt for B0-B9.5, A0-A5, A6-F0, F0-F9, G0-G9,
K0-M5 and giants. Then, the eccentricity is simulated uniformly within the interval
[0,2E[e]], possibly redrawing when larger than 1.

Remaining orbital parameters

The other orbital parameters are then drawn randomly. Random does not mean uni-
form, though. While the periastron date T is indeed chosen uniformly between 0 and the
period P, the argument of the periastron ω2 uniformly in [0,2π], the position angle of
the node Ω uniformly in [0,2π], the inclination has to be random in cos i, not in i.

CLOSE BINARY SYSTEMS

When a random separation is generated, a cutoff is obviously needed for small separa-
tions, as a function of the star types. More generally, a Roche model is needed to avoid
generating physically unrealistic systems, e.g. an eccentric orbit with an overcontact
system, or a fill factor too small to provide a consistent Roche model, etc.

A Gaia DPAC development unit is in charge of the Gaia Eclipsing Binaries (EB)
data reduction [see 2]. This represents a very large human involvement to obtain a
fully automated process of a complicated task [45] within the DPAC development

1 defined as 3+ systems where at least 3 separations ρi are of the same order of magnitude, for example
1/3 < ρi/ρ j < 3
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organisation. The code, named GESSS, is inspired by, and tested against, the Wilson-
Devinney and Nightfall codes, and, in order to solve an EB system, the code has a
simulation first step which takes care of the realism of the generated system.

As it was out of question to implement again this (many man-years) program, we
made use of this simulation step for the management of eclipses, and we use GESSS
not only for eclipsing systems, but also to check the likelihood of any generated small
separation system. When unphysical, the generation of this multiple system is rejected.

VALIDATION TESTS

The simulations described above have been implemented in Java as are all the algorithms
in the Gaia DPAC environment. Although this document does not describe how the
simulations are implemented in practice, this section underlines that, beyond the basic
unitary tests which are intended to check the correctness of all individual methods,
integration tests have also been implemented for validation purposes. These tests are
thus used as non-regression tests when any part of the model is changed, even possibly
outside of the part implementing the simulation of multiple stars alone.

Although not mandatory, the usefulness of these tests can be understood by a) the
complexity of output data generated thanks to a collaborative software development
model by several independent developers, b) the statistical nature of the simulated
output, c) the nature of the observed data being only projections into the observational
domain, thus suffering some selection biases.

Table 1 shows the various tests which have been implemented. Sample of stars in
all directions are randomly generated, the possible selection functions of the available
data published are then applied, and the statistics on the simulated data are compared to
the observed statistics, then accepted or rejected (within 3σ ). As the selection functions
may depend on the spectral class of the star, on its mass, on the period (or separation), or
on the mass-ratio (or magnitude difference), most of the features of the simulation have
then been meaningfully tested.

The errors bars on the simulation data originates from the sample size, which has to
be large enough to get useful statistical error bars, but also limited by the computational
resources. To this statistical error should be added the uncertainty for the comparison
values, also indicated Table 1.

A (rather unexpected) indication that the simulations are quite realistic does not come
directly from the statistics about main sequence stars (as the observed binary fractions
were directly based on various recent studies), but rather from white dwarfs. As indicated
above, WD in systems come either as primary or as secondary, and in the latter case
their existence depends on the adopted mass-ratio and on the period distribution (with
possible rejection). However, the statistics on the simulated data look consistent with the
observed statistics, simply adopting the properties of the progenitor while on the main
sequence, that is taking into account a normal evolution otherwise not accounted for,
the only marginal ad-hoc part being the mass level for the secondaries to evolve also
towards the WD step.

Beside, the statistics about giants, although marginally consistent to the upper level
of observed properties [29] by chance only, probably indicate the presence of selection
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TABLE 1. Statistics computed on the generated samples, in order to check whether the simulation
results (column 4) can recover the observational statistics (column 2) found in the bibliographical refer-
ences indicated column 3. Quoted (binomial) error bars represent the random part only, the systematic
ones, while obviously present, being mostly unknown. The indicated ratios show the original number of
stars in the reference studies.

Statistics computed on the simulated data Reference
value

Biblio.
ref.

Value from
simulation

Fractions of MS B/A, F-K, M+, M-, L or T binaries cf. Fig. 1 idem idem
Fraction of single stars within 10pc 171/249±0.03 [49] 71.6±0.5%
Fraction of binary systems within 10pc 58/249±0.03 [49] 24.4±0.4%
Fraction of ternary systems within 10pc 14/249±0.01 [49] 2.5±0.2%
Fraction of 4+ systems within 10pc 6/249±0.02 [49] 1.4±0.1%
Visual multiples, 0.3” < ρ < 1.”,mA < 10.5,mB < 11 1.39±0.02% [48] 1.49±0.15%
F7-K Spectro. Bin., d < 100pc, P < 10yr, q > 0.04 13.5+1.8

−1.6% [23] 12.9±2%
F7-K multiples, q > 0.6, 3.56 < log(P) < 6.31 ≈ 53/570±0.01 [12] 9.5±1.4%
Total F7-K multiple frequency, log(P) < 6.31 55.6±2% [12] 60.6±0.2%
Short period binary frequency of K giants ≈ 32.1±2% [29] 39±1%
Short period binary frequency of M giants 35/254±0.02 [29] 27+10

−8 %
Fraction of white dwarf being binaries ≈ 40/175±0.03 [30] 28.9±0.9%
Fraction of WD+WD among WD 7/122+0.03

−0.02 [32] 5.4±0.6%
Fraction of Sirius-like among WD 8/122+0.03

−0.02 [32] 5.3±0.6%
Density of possible CVs per 1000 pc3 0.011+0.023

−0.007 [33] 0.005±0.009

biases, as the statistics for both MS and WD are consistent with the observations.

CONCLUSION

The implemented multiplicity model generates the binary proportion as a function of the
type and mass of the primary, and an initially single star given as input can give birth
to a system. This system has the given star as primary, and a secondary which mass
ratio is chosen at random, depending in a not-so-simple manner, as it has been taken for
the available statistics, from the spectral type of the primary and the binary period. As
indicated above, the mass and age of secondary allow it to obtain physical parameters
computed using the Hess diagram distribution in the Besançon model, so with some
probability this secondary can also be a white dwarf. Depending on the primary mass,
the separation between components is chosen, and the period follows from Kepler third
law, unrealistic small separations being avoided by the use of the GESSS code. Drawing
the random eccentricity depends on the primary type and period of the system, the other
orbital parameters being chosen at random. Finally, ternary systems or more are also
present, in accordance with latest fractions known from available observations. In this
respect, the model of the Galaxy implemented for Gaia should now have achieved a
large degree of realism. Some improvements are still to be done, e.g. to ensure that
the variability due to close binaries is compatible with the observations. Indeed, the
generation of a large sample of simulated stars compared to various published data
represents a meaningful validation of the simulation recipe described above.
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To illustrate the predictions of the simulations, a few graphs are shown below, noting
that the graph appearances obviously depend both on the multiple star model described
above, and on the BGM properties. First, the temperature and luminosity classes of the
components is shown Fig. 5, and the period-eccentricity diagram for all the generated
pairs compared to giants is shown Fig. 6, noting that these are the underlying distribu-
tions, not those which will be detected.
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FIGURE 5. Proportion of pairs for the temperature classes (left) and luminosity classes (right): sec-
ondary versus primary component for all systems brighter than G = 20 (binarity detected or not).
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FIGURE 6. The period-eccentricity diagram in a G < 20 magnitude-limited sample, noting that most
pairs may go undetected by the data reduction algorithms, all stars (left), giants only (right, with statistical
fluctuations).

Using an update of a formula from Söderhjelm [50], we assume some effective
separation capability above which components can be detected (ρ > ρmin depending
on magnitude difference and random error based on magnitude plus systematic errors).
The mass-ratio distribution shown Fig. 7 indicates how the q = 1 peak may appear in the
detected systems, while it is less present in a volume-limited sample.

Still about visually detected binaries (stressing that millions of other kind of binaries
will also be detected through their astrometric, spectroscopic or “photometric” motion),
it should be remembered that optical doubles will add to actual visual binaries in
high density regions. When a G < 20 companion is “visually” detected, it is then of
interest to estimate the probability of the system to be an optical double or an visual
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FIGURE 7. Mass ratio versus dex of primary mass for a distance limited sample (< 50pc) or a G < 20
magnitude limited sample assuming that all components could be detected by astrometry, photometry
or spectroscopy (far from true!), and a G < 18 sample where the two components could be “visually”
resolved.

binary or multiple system. We assume the detection capability indicated above, and
consider as visual double a companion detected within the window of the primary
(ρmin < ρ < 1.06”). The ratio of visual detections is shown Fig. 8. Typically, whatever
the magnitude, visual binaries will be more numerous outside of the galactic plane, but
overwhelmed at the fainter end by optical doubles in the galactic plane (average density
≈ 150000 G < 20 stars per square degree) and towards the galactic center.
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FIGURE 8. Ratio of the number of detected optical doubles over visual binaries, as a function of the
primary magnitude and stellar density at magnitude 20.

Finally, only the “static” part of the multiple star simulations has been described here.
Beyond the Galactic properties of multiple stars, the astrometric (position, proper mo-
tion), spectroscopic (radial velocity) and photometric (eclipses) effects of these objects
on the transit observations have to be taken into account: in the course of the simulations
of Gaia observations, the orbits are thus computed, the positions/velocities/photometry
of both components are modified accordingly.

Both the static and dynamic part of the multiple stars simulation thus allow to estimate
as precisely as possible the output of the mission with the current knowledge of the
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binary properties. When the actual output data is produced, it can also be used to infer
the actual properties of the stellar multiplicity.
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