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ABSTRACT

Previous XMM-Newton observations of the thermally emitting isolated neutron star RX J1605.3+3249 provided a candidate for a
shallow periodic signal and evidence of a fast spin down, which suggested a high dipolar magnetic field and an evolution from
a magnetar. We obtained a large programme with XMM-Newton to confirm its candidate timing solution, understand the energy-
dependent amplitude of the modulation, and investigate the spectral features of the source. We performed extensive high-resolution
and broadband periodicity searches in the new observations, using the combined photons of the three EPIC cameras and allowing
for moderate changes of pulsed fraction and the optimal energy range for detection. We also investigated the EPIC and RGS spectra
of the source with unprecedented statistics and detail. A deep 40~ upper limit of 1.33(6)% for modulations in the relevant frequency
range conservatively rules out the candidate period previously reported. Blind searches revealed no other periodic signal above the
1.5% level (30 P > 0.15s; 0.3-1.35keV) in any of the four new observations. While theoretical models fall short at physically
describing the complex energy distribution of the source, best-fit X-ray spectral parameters are obtained for a fully or partially ionized
neutron star hydrogen atmosphere model with B = 10'* G, modified by a broad Gaussian absorption line at energy € = 385 + 10eV.
A double-temperature blackbody model, although a good fit to the source spectrum, is disfavoured as it would require a particularly
improbable viewing geometry to explain the lack of X-ray pulsations associated with small hotspots on the surface of the neutron star.
We identified a low significance (10) temporal trend on the parameters of the source in the analysis of RGS data dating back to 2002,
which may be explained by unaccounted calibration issues and spectral model uncertainties. The new dataset also shows no evidence
of the previously reported narrow absorption feature at € ~ 570 eV, whose possible transient nature disfavours an atmospheric origin.

Key words. stars: neutron — pulsars: general — X-rays: individuals: RX J1605.3+3249

1. Introduction

In the usual scenario of magnetic dipole braking in vacuum, the
observed secular lengthening of a pulsar spin period, typically
by 3's every 10® yr, is the consequence of the torque exerted by
the magnetic field on the rotating neutron star. Despite its sim-
plicity, the model provides useful estimates of the evolutionary
state of a pulsar, namely its available rotational power, character-
istic age, and surface dipolar magnetic field strength (Ostriker &
Gunn 1969). For the isolated neutron stars (INSs) in our Galaxy,
dipolar field estimates span across five orders of magnitude
(Manchester et al. 2005). Among the sources with the highest
values are those known as magnetars (see Turolla et al. 2015;
Kaspi & Beloborodov 2017; Coti Zelati et al. 2018; Esposito
et al. 2018, for recent reviews).

Magnetars are usually observed through their violent bursts
of high energy; they slow down at a much faster rate than normal
pulsars (up to 1 s every 60 years for the extreme case of the soft-
gamma repeater SGR 1806-20). According to the most favoured
interpretation (Thompson & Duncan 1995, 1996), their com-

* Based on observations obtained with XMM-Newton, an ESA sci-
ence mission with instruments and contributions directly funded by
ESA Member States and NASA (Target RX J1605.3+3249, large pro-
gramme 76446; archival data 0073140201, 0073140301, 0073140501,
0157360401, 0671620101).

Article published by EDP Sciences

plex phenomenology, transient behaviour, and bright quiescent
X-ray luminosity, much in excess of that from spin down, can
be explained by crustal and magnetospheric effects provoked by
the decay and rearranging of the enormous stellar magnetic field
(Goldreich & Reisenegger 1992; Pons et al. 2009; Beloborodov
& Li 2016). As a result of field dissipation and braking, it is
expected that an evolved magnetar (3107 yr) will be less active
than a young one, and will have a longer spin period and higher
surface temperature than an ordinary pulsar of similar age (e.g.,
Perna & Pons 2011; Turolla et al. 2011).

The group of X-ray thermally emitting INSs discovered
by ROSAT and known as the Magnificent Seven (M7; see
Haberl 2007; Kaplan 2008; Turolla 2009, for reviews) may have
evolved from such a channel of pulsar evolution (e.g., Heyl &
Kulkarni 1998; Kaplan & van Kerkwijk 2009; Popov et al. 2010;
Vigano et al. 2013). They consist of a rather unique local group
of middle-aged (~10°—10° yr) cooling neutron stars, displaying
similar low blackbody temperatures (kT ~ 45-100eV), long
spin periods (P ~ 3—17s), and moderately strong dipolar mag-
netic field strengths (Bgip ~ few X 103 G). Unlike other X-ray
pulsars, their emission is purely thermal with no sign of magne-
tospheric activity, and it is believed to originate directly from the
neutron star surface.

The source RX J1605.3+3249, as the third brightest among
the M7 INSs (Motch et al. 1999), was consequently visited by
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Table 1. Log of the XMM-Newton AO14 and 2012 observations of
RXJ1605.3+3249.

Table 2. Summary of archival XMM-Newton observations of
RX J1605.3+3249 used in the RGS spectral analysis.

obsid Date Inst. Mode Duration GTI
() (%)
0764460201 2015-07-21 pn FF 118344 97
2015-07-21 MOS1 Lw 110089 100
2015-07-21 MOS2 LwW 119079 100
2015-07-21 RGS1 SES 120169 100
2015-07-21 RGS2 SES 120113 100
0764460301 2015-07-26  pn FF 65038 96
2015-07-26  MOS1 LW 66650 100
2015-07-26 MOS2 LW 66629 100
2015-07-26  RGS1 SES 66858 100
2015-07-26  RGS2 SES 66757 100
0764460401 2015-08-20  pn FF 68656 81
2015-08-20 MOS1 LwW 70459 91
2015-08-20 MOS2 LW 71629 90
2015-08-20 RGS1 SES 71858 91
2015-08-20 RGS2 SES 71777 89
0764460501 2016-02-10  pn FF 59932 96
2016-02-10 MOS1 LW 61540 100
2016-02-10 MOS2 LW 61495 100
2016-02-10 RGS1 SES 61749 100
2016-02-10 RGS2 SES 61675 100
0671620101 2012-03-06  pn FF 58542 68
2012-03-06 MOS1 FF 57432 89
2012-03-06 MOS2 FF 57008 90
2012-03-06 RGS1 SES 60406 88
2012-03-06 RGS2 SES 60406 84

Notes. The EPIC cameras were operated in imaging mode and the thin
filter was used. The RGS detectors were operated in high event rate with
SES spectroscopy mode for readout. We list the percentage of good time
intervals (GTIs) after filtering out periods of high background activity
(see text for details).

XMM-Newton in several occasions during the early years of its
science operations (see van Kerkwijk et al. 2004; Haberl 2007,
for details on the past investigations of the source). However,
these early observations were not deep enough to allow the
detection of the neutron star spin signal. Ensuing a visibility gap
of six years, a 60 ks observation performed in 2012 finally pro-
vided a candidate spin period for the INS (Pires et al. 2014). The
amplitude of the shallow and strongly energy-dependent peri-
odic signal was detected close to the sensitivity limit of the data;
only the harder portion of the source spectrum (roughly, 30% of
all source events at energies above 0.5 keV) was found to show a
significant modulation at the 40 level. Nonetheless, a joint tim-
ing analysis around the detected signal at P ~ 3.39 s, connecting
the 2012 dataset with early XMM-Newton observations of the
source, hinted at an unprecedentedly high value of spin down.
The inferred dipolar magnetic field of By, ~ 7.4 X 103 G over-
laps the magnetar range and, if confirmed, could rank the highest
in the group.

In addition, the analysis of the then available XMM-Newton
EPIC data on the source confirmed the evidence of a com-
plex, multi-temperature, energy distribution and the presence of
absorption features. In Pires et al. (2014) we described the spec-
trum of the source using a two-component blackbody model
of temperatures 60eV and 110eV, superposed by one or two
Gaussian absorption features at around energies 400eV and
860 eV, best fits were found assuming the Galactic column den-
sity in the direction of the source, 2.4x 10%° cm~2 (Kalberla et al.
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Ref. obsid Date Net exposure (ks)
RGSI1 RGS2
(A) 0073140201 2002-01-15  27.5 27.0
(B) 0073140301 2002-01-09 18.6 17.0
(C) 0073140501 2002-01-19  22.0 21.5
(D) 0157360401 2003-01-17 29.3 28.5
2012 0671620101 2012-03-06  53.4 50.8
Total archival RGS data (ks) 151 145
Total RGS data* (ks) 465 457

Notes. *)Taking into account the AO14 campaign.

2005, see Sect. 3.2 for details). These results motivated us to
investigate the INS further.

We were granted a large programme of observations with
XMM-Newton (programme ID: 76446) for a total duration of
310ks and four satellite visits in the AO14 observing cycle. We
report here the results of this observational campaign. The paper
is organised as follows. In Sect. 2 we describe the XMM-Newton
observations and the data reduction. Our analysis and results are
presented in Sect. 3. The implications of our results are discussed
in Sect. 4, with particular emphasis on the properties and recent
work on the group of M7 INSs. Our conclusions and the sum-
mary of the results are presented in Sect. 5.

2. Observations and data reduction

The XMM-Newton observatory (Jansen et al. 2001) targeted
the INS RX J1605.3+3249 (hereafter J1605) on four occasions
between July 2015 and February 2016, using EPIC as the prior
instrument for the investigation. Table 1 contains information
on the scientific exposures and instrumental configuration of the
EPIC-pn (Striider et al. 2001), EPIC-MOS (Turner et al. 2001),
and RGS (den Herder et al. 2001) detectors.

We included in the timing and spectral analysis (Sect. 3)
the past 2012 observation of the source (obsid 0671620101;
Table 1). For the spectral analysis of RGS data (Sect. 3.2.2), we
also included archival XMM-Newton observations of the source
dating back to 2002 that were not severely affected by back-
ground flares (see Table 2). We applied as criterion a mini-
mum net exposure of 10ks to include observations in the RGS
analysis. The archival EPIC observations of J1605 performed
before the visibility gap (analysed and discussed in Pires et al.
2014, see also references therein) were not included due to the
high background level and the heterogeneous science operating
modes and optical blocking filters that were then adopted (see
also Sect. 3.2.2). All archival observations were processed and
analysed consistently with the data from the large programme.

The main trigger behind our programme was to confirm the
candidate spin period and, by means of a precise timing solu-
tion, measure the neutron star’s spin-down rate. This is better
achieved through a well-sampled ephemeris; incoherent meth-
ods result into much less accurate spin-down determinations,
while a two-dimensional periodicity search (like that performed
in Pires et al. 2014) suffers from a large parameter space and a
large number of independent trials that have to be covered in the
case of observations that are years apart. As a result, the pulsar
best (P, P) solution is determined at a low confidence level.

Therefore, the time intervals between the four observations
in AO14 (of 5,25+ 3, and 175 + 8 days) were carefully chosen to
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Table 3. Parameters of RX J1605.3+3249, as extracted from the EPIC images in the AO14 and 2012 observations.

Parameter/obsid

0764460201

0764460301

0764460401

0764460501

0671620101*

Detection likelihood

2.5 % 100

1.4 x 10°

1.2 x 10°
2.185(5) x 10°
1.305(4) x 10°
0.823(3) x 10°
0.566(8) x 10*

1.2 x 10°
2.262(5) x 10°
1.331(4) x 10°
0.872(3) x 10°
0.586(9) x 10*

0.9 x 10°
1.669(5) x 10°
0.987(3) x 10°

0.6356(27) x 10°

0.462(8) x 10*

Counts 4360(7) x 10°  2.458(5) x 10°
...0.2-0.5keV 2.579(5) x 10°  1.456(4) x 10°
...0.5-1.0keV 1.669(4) x 10°  0.939(3) x 10°
...1.0-2.0keV 1.11(12) x 10*  0.625(9) x 10*

Rate (s71) 4.278(7) 4.326(9)
Rate (frame~! camera™!)

...pn 0.2832(4) 0.2861(6)
...MOS1 0.5601(21) 0.5992(28)
...MOS2 0.6338(22) 0.6328(9)

*HR, —0.2142(15) -0.2160(21)

*HR, —0.8757(13) —0.8753(17)

YHR; —0.9975(13) —0.9958(21)

RA (h min sec) 16 05 18.5(6) 16 05 18.5(6)
Dec (dm s) +324919.3(5) +3249 19.2(5)
RA offset (") -0.6+04 +0.2+0.3
Dec offset (") +1.1+0.3 +1.0+0.3
Reference sources 56 53

4.226(10) 4.351(10) 4.379(12)

0.2804(6) 0.2861(6) 0.2842(7)
0.5283(27) 0.5921(29) 1.589(10)

0.639(3) 0.641(3) 1.889(11)°
~0.2262(23)  —0.2082(22) ~0.2164(26)
~0.8714(18)  —0.8740(18) ~0.8644(21)
~0.9993(16)  —0.9994(12) ~0.9955(26)

16 05 18.5(7)
+3249 19.7(6)

16 05 18.5(8)
+32 49 19.6(7)

16 05 18.4(9)
+3249 18.7(8)

-0.7+04 -0.2+0.5 -12+03
+0.5+04 +09+0.5 -03+0.5
50 49 38

Notes. Counts and rates are given in the total XMM-Newton energy band (0.2-12keV), unless otherwise specified. The EPIC source coordinates
RA and Dec are astrometrically corrected, using as reference the GSC 2.3.2 catalogue (see text). The corresponding 1o errors take into account
the astrometric errors in each coordinate. *The source parameters, as extracted from the 2012 observation (obsid 0671620101), are shown for
comparison. ("The 2012 MOS observations were operated in full-frame mode, yielding higher counts per frame in comparison with the AO14
MOS exposures. ®Hardness ratios (HR) are ratios of the difference to total counts in two contiguous of the first four XMM-Newton energy bands.

coherently connect them in phase with three past pn observations
of the source, for a total time span of ~5160days (Sect. 3.1).
Assuming the properties of the periodic signal as detected in the
2012 observation (Pires et al. 2014 and Sect. 3.1), we consid-
ered for the feasibility a total count rate of 0.8s™! in the three
EPIC cameras for source photons with energy above 0.5keV;
the individual exposure times were required to ensure a signif-
icant detection of the 2012 signal while allowing for moder-
ate changes of pulsed fraction, py = 2.5%—5% (within +10).
Likewise, we chose to operate the MOS and pn cameras in
large-window (LW) and full-frame (FF) imaging modes to pro-
vide sufficient time resolution (0.9 s and 73.4 ms, respectively)
to measure the 2012 modulation. We adopted the thin filter for
both instruments, given its better response at soft X-ray energies.
We performed standard data reduction with SAS 15
(xmmsas_20160201_1833-15.0.0) using up-to-date calibra-
tion files and following the analysis guidelines of each instru-
ment'. We processed the EPIC exposures using the SAS meta
tasks epchain and emchain and applied default corrections. For
RGS, we used the SAS routine rgsproc to process the raw data
files and create masks for the source and background regions.
Background flares were registered occasionally during the
AO14 observations, usually lasting less than a few kiloseconds.
The percentages of good time intervals (GTIs), filtering out peri-
ods of high background activity, are shown in Table 1 for each
scientific exposure and observation. Standard count rate thresh-
olds were adopted for pn and MOS; for RGS we used the back-
ground count rate on CCD 9 and applied a threshold of 0.1s7!
to filter the event lists with the SAS task rgsfilter. On average,
data loss is small: 2% for MOS and RGS and 7% for pn. The
observation that was affected most severely by flares was per-
formed in August 2015, with a percentage of data loss between
9% and 19% depending on the camera. The total net exposures

! http://xmm2.esac.esa.int/docs/documents

per camera are 303 ks (MOS1), 312ks (MOS2), 314 ks (RGS1),
312ks (RGS2), and 290ks (pn).

For the analysis of EPIC data, we filtered the event lists to
exclude “bad” CCD pixels and columns, and to retain the pre-
defined photon patterns with the highest quality energy calibra-
tion, namely single and double events for pn (pattern < 4), and
single, double, triple, and quadruple for MOS (pattern < 12).
The source centroid and optimal extraction region, with typi-
cal sizes of 140", were defined with the SAS task eregionanal-
yse in the 0.3-1.35keV energy band for each EPIC camera and
observation. Background circular regions of size 60”"—100" were
defined away from the source, on the same CCD of the target
whenever possible.

The detected source count rates, hardness ratios, the pile-up-
relevant count rates per frame for each camera and observation,
and other parameters based on a maximum likelihood fitting
are listed in Table 3, with nominal 1o statistical uncertainties.
The parameters are determined with the SAS task emldetect on
images created for each camera, observation, and energy band
(only the combined EPIC results are shown; the X-ray emission
of the source is compatible with the background level at energies
above 2 keV). For comparison, we also list the source parameters
as determined from the 2012 EPIC exposure.

Following the guidelines of Jethwa et al. (2015), we ensured
that the pile-up levels at aimpoint were within tolerant guidelines
for both EPIC detectors. Based on the source spectrum and on the
number of counts per frame in each camera (listed in Table 3 for
direct comparison with Fig. 5 in Jethwa et al. 2015), we estimate
that the percentage levels of spectral distortion and flux loss were
around 1.5% and 3.5% for pn, and 0.3% and 1% for MOS.

Overall, the source properties are consistent between epochs
since 2012: potential discrepancies can be asserted to the
cross-calibration uncertainties between the EPIC instruments
and to different background levels. In Sect. 3.2 we investigate
possible flux and spectral variations of the INS in detail.
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We used the SAS task eposcorr to refine the astrome-
try by cross-correlating the list of EPIC X-ray source posi-
tions with those of catalogued near-infrared (2MASS; Skrutskie
et al. 2006), optical (GSC 2.3.2; Lasker et al. 2008), and X-ray
(Chandra; Evans et al. 2010) objects lying within 15" of J1605.
The results that yielded the least astrometric errors were obtained
when cross-correlating the X-ray sources with a number of
around 50 optical counterparts present in the field of view. Small
positional offsets in right ascension and declination were consis-
tently detected for all catalogues under study and are also shown
in Table 3. The astrometrically corrected EPIC source positions
in all four observations are consistent with each other.

Finally, we verified the statistics of the EPIC light curves for
general trend variability. The light curves, binned into 600 s to
1200 s intervals, were corrected for bad pixels, dead time, expo-
sure, and background counts with the SAS task epiclccorr. All
2012/A014 exposures are consistent with a constant flux.

3. Analysis and results
3.1. Timing analysis

For the timing analysis we used a Z2 test (Buccheri et al. 1983)
applied directly on the times of arrival of the pn and EPIC
(pn+MOS) events to search for periodic signals. The times of
arrival of the pn and MOS photons were converted from the local
satellite to the solar system barycentric frame using the SAS task
barycen and the astrometrically corrected source coordinates in
each camera and observation (Table 3).

Apart from the 2012 observation, the only other
XMM-Newton datasets suitable for timing analysis are a pn LW
exposure performed in 2003 (0157360401, ~33ks) and one
performed in 2002 in timing (TT) mode (0073140501, ~30ks);
these observations were used to derive an estimate of the
spin-down rate of the source in combination with the 2012
dataset (Pires et al. 2014). The other archival pn observations of
J1605 were either operated with the thick filter (hence reducing
count rates by more than a factor of two) or severely affected by
background flares. Likewise, the time resolution of 2.6 s of the
archival MOS observations of J1605, all performed in FF mode,
is not sufficient to detect the 3.39 s modulation.

The re-analysis of the 2012 observation with SAS 15 and up-
to-date calibration files yields similar results to those reported
in Pires et al. (2014). The only statistically significant modula-
tion, at v = vy912 = 0.2951709(14) Hz, results when the search
is restricted to source photons with energy above 0.5 keV. We
also verified that the periodic signal is always present at the
same frequency within the errors, independently of the exact
details of the processing of the raw event file (e.g., included
calibration files, SAS version, randomisation in energy within
a PI channel, event filtering, or randomisation in time within
the sampling detector time). The measured fluctuation of the
power of the Z? statistic at vao12, Z3 (v2012) ~ 35—49 is consistent
with that expected from a sinusoidal modulation of amplitude
pr = (4.1 £0.9)% (see, e.g., Pavlov et al. 1999).

We first analysed each of the four AO14 observations indi-
vidually. Taking into account the typical spin-down rate of the
M7 INSs (see, e.g., Kaplan & van Kerkwijk 2009, and references
therein), we looked for significant signals in a 5 x 10+ Hz range
around the 2012 frequency, adopting a resolution of 0.1 uHz
(oversampling factor of at least 10). The number of statistically
independent trials in each search, which depends on the fre-
quency range and on the total duration of the observation, is typ-
ically between 30 and 60. Assuming the usual scenario of mag-
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Table 4. Upper limits on pulsations from the timing analysis.

EPIC (0.01-0.56 Hz) pn (< 6.81 Hz)

Band* Pulsed fraction

(%, 30 c.l.)
Soft 1.36 + 0.05 1.60 £ 0.10
Hard 2.01 + 0.07 2.78 +0.16
Total 1.44 + 0.05 1.38 £ 0.08

Notes. The 30 upper limits are derived from the longest AO14 obser-
vation, obsid 0764460201. ®The soft, hard, and total energy bands
are respectively 0.2-0.5keV, 0.5-1.35keV, and 0.3-1.35keV for EPIC
(pn/MOS), and 0.15-0.5keV, 0.5-1.65 keV, and 0.15-1.65 keV for pn.

netic dipole braking in vacuum, the Z2, tests allow for maximum
braking with respect to the 2012 signal of || < 3.5x107 > Hzs™!,
which corresponds to that exerted by a maximum dipolar mag-
netic field of By, < 4 % 10'* G at the equator.

Due to the energy-dependent nature of the 2012 signal (see
Pires et al. 2014, for details), we carried out tests in various
energy bands, also varying the size of the source extraction
region and other parameters of the search (e.g., the included pho-
ton patterns and other details of the processing of the raw event
files). We tested seven energy ranges in the soft (0.15-0.5keV,
0.2-0.5keV, and 0.3-0.5keV), hard (0.5-1.35keV), and total
(0.15-1.35keV, 0.2-1.35keV, and 0.3-1.35keV) energy bands;
source counts — between (0.18-5.5) x 10° pn and (0.4-7.2) x
10° EPIC photons — were extracted from circular regions of
radius 10”7, 25", 50”, 100”, and 120" around the source posi-
tion in each camera and epoch. Altogether, 1680 tests were con-
ducted in the pn/EPIC datasets of the four observations.

The summary of the results is presented in Fig. 1. In each
plot we show the le statistic as a function of trial frequency in
each AO14 observation (pn/EPIC datasets), for different energy
bands, and taking the extraction region of radius 100" as an illus-
trative example. The Z>-test performed on the 2012 pn obser-
vation and respective peak at le(vzmz) ~ 50 (out of scale)
is shown in the background of the four plots for comparison
(0.5-1.35keV). No significant power (above 30—40) in the
searched frequency range is consistently detected in these tests.
The inclusion of higher harmonics (or different photon patterns
and event filters) in the Z> tests does not affect the results. There-
fore, unless significant changes of pulsed fraction have taken
place, 40 upper limits?> of 1.33(6)%, 1.74(8)%, 1.84(8)%, and
1.80(8)% in the total energy band in each AO14 observation rule
out the 2012 candidate period at a high confidence level.

We next searched the new data, especially the longest and
most sensitive “201” observation for other significant modula-
tions in the full frequency range allowed by the resolution of
the EPIC cameras (blind searches). To this end, the times of
arrival of the pn and MOS events (~2.5 x 10° counts) were
analysed together in the v = 0.01-0.56 Hz frequency range;
for pn, timing searches were extended to higher frequencies, up
to ~6.8 Hz3. The adopted frequency step was Av = 2.5-5 uHz
(oversampling factor of 3) and the number of independent
trials were (4—8) x 10° and (3-6) x 10* in the pn and EPIC
searches, respectively. A total of seven narrow energy bands
(with widths between 100 eV and 600 eV) and three wide bands

2 See,e. g., Groth (1975), for the method to extract upper limits on the
pulsed fraction.

3 The maximum frequency is determined by the Nyquist limit, given
the time resolution of the detector.
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0.2949 0.2950 0.2951 0.2952
Frequency (Hz)

Fig. 1. Z? EPIC and pn searches around the 2012 periodicity. The frequency range is v = 0.2948-0.2953 Hz. The periodogram in the background
(dashed outline) shows the 2012 result: v,q;2 = 0.2951709(14) Hz and le(vzmz) ~ 50 (obsid 0671620101, pn, 0.5-1.35 keV). The four plots show
for each AO14 observation the results of tests conducted in seven different energy bands for an extraction region of 100 (see text). The dotted and
dashed horizontal lines show the 20~ and 30~ confidence levels for the detection of modulations in each observation.
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Table 5. Results of the best-fit double-blackbody model with a Gaussian absorption line (per observation and camera).

obsid x2 NHP Ny* KTV kTs® RYP RY? € o EW x€
(%) (eV) V)  (km)  (km) (Bo,eV) (V) (lo,eV)
n
p2012 118 26 4471 64t} 1192729 13.8%19 1227000 <370  119(10) <400  6.37(5)
201 0.89 88 3473 6477 120077 122798 1.156) <360 11675 <200  6.73(3)
301 1.04 32 54%7 59(4) 1140717 184%1° 1507008 <380  114*1, <220  6.28(3)
401 096 63 42717 617 117.6'70 15746 1287008 <400  111*) <250  6.58(5)
501 0.88 61 54722 57(4) 114.0(1.6) 204*31 1.556) <370  109%5, <240  6.46(4)
MOs
2012 1.02 41 1578 744 1273)  63%9% 0.84*007 <430  95*% <90  6.58(6)
201 1.09 19 1872 707 125.6(22) 8.1*07 088(5) <350 11973 <190  6.70(4)
301 095 66 2075 774  131(4) 58793 0737007 <450  91%]] <75 6.29(4)
401 1.05 31 2.1%¢ 69(5)  126(3) 9.0')7 0.85(6) <480  120%}; <220  6.58(5)
501 1.06 22 3.6732 43*%  1183*7 >20  1.26(6) 52030) 121*]3 <160  7.01(6)
EPIC*
2012 1.15 2.2 3979 642%, 120.5(1.8) 133739 1.16(5) <390 117, <200  6.40(3)
201 1.00 48 24705 673, 1223(12) 104%)3 1.073) <340 118.6'2° <150  6.885(25)
301 1.02 37 3244 68*% 12071 9.570%  1.12(5) <420 103*]] <150  6.45(3)
401 1.01 41 2971 657 121.6(1.8) 11.3*% 1.06(5) <370 1165, <160  6.77(3)
501 1.08 14 3.072 66477 123.6(1.8) 10.9797 1.0170% <350 1183 <150  6.82(3)
Multi-epoch fits/
pn  1.02 29 4573 60.9*]7 117.08) 16279% 1.34(3) <320 1146729 100*3) 6.468(16)
MOS 1.11 <1 2577 68.4%20 1257(1.2) 9.7*% 0.903) <340 118.9%1° 10073 6.877(22)
EPIC 1.12 <1 31703 658499 121.7(7) 11.8703 1.101(20) <320  118.1%)3  90*)  6.663(12)
Multi-epoch fits? kT> (eV) R* (km)
pn 38 <1 24* 88.167018 5.16°003 <300  170.7(8)  135%%  6.077(7)
MOS 25 <1 24* 91.12%03, 4.39%004 <305 180.8(1.5) 117+}% 5.678(10)
EPIC 55 <1 24* 89.18*01¢ 4.94 +£0.03 <300 174.1(6) 112.9%]° 5.928(5)

Notes. Errors are 10 confidence levels. The model fitted to the data in XSPEC is tbabs(bbody+bbody-gauss). The degrees of freedom (d.o.f.) of
each fit are within 182 and 202 (pn spectra), 179 and 197 (MOS), 368 and 406 (EPIC). The d.o.f. of the multi-epoch double-blackbody fits are
992, 1736, and 1200 (for pn, MOS, and EPIC, respectively). “The column density is in units of 10%° cm=2. ®The radiation radius at infinity for
each component is computed from the derived blackbody luminosity for a source at a distance of d = dsgy = 300 pc. “The observed model flux
is in units of 10712 erg s~! cm™2 in energy band 0.2-12 keV. Simple fit of combined MOS1 and MOS2 spectra (per observation). ()Simultaneous
fit of pn and combined MOS spectra (per observation). !’ Simultaneous fit per instrument (5 pn, 10 MOS1/2, and 6 pn and stacked MOS spectra).
@Results of simultaneous fits of a single-temperature model, tbabs(bbody-gauss).

(600-850¢€V), defined within the 0.15-1.35keV range accord-
ing to the source’s signal-to-noise ratio S/N, were defined for
these searches. We tested three different sizes of source extrac-
tion regions (25", 50, and 120”) and included all valid photon
patterns in the EPIC searches. For pn, we restricted the event
lists to include only single and double photon patterns. In total,
240 EPIC and pn blind searches were performed in the observa-
tions of the large programme.

No significant periodic signal resulted from the analysis. In
Table 4 we list the most constraining 30~ upper limits from the
EPIC and pn searches for three wide energy band intervals (soft,
hard, and total; see the table caption for details).

3.2. Spectral analysis
3.2.1. EPIC data

The analysis of the EPIC data is based on source and background
spectra extracted from regions as described in Sect. 2, together
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with the respective response matrices and ancillary files created
for each of the EPIC cameras and observation. In accordance
with the guidelines and calibration status of the instruments, we
restricted the spectral analysis to GTI-filtered photons with ener-
gies between 0.3keV and 1.35keV (beyond which the source
S/N becomes insignificant). Including the 2012 observation, the
analysed dataset comprises 15 spectra and over 1.2 X 10° counts
(0.3-1.35keV), of which 1.8% can be ascribed to the back-
ground.

The pile-up level is negligible in the MOS exposures
(Sect. 2); for pn we applied a correction in the redistribution
matrix files with the SAS task rmfgen to minimise flux loss
and spectral distortion*. The correction is calculated directly
from the frequency and spectrum of the incoming photons and
has the advantage of keeping events from the central PSF area
in the spectral analysis, which would have to be otherwise

4 https://www.cosmos.esa.int/web/xmm-newton/sas-
thread-epatplot
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Fig. 2. Source best-fit parameters as a function of MJD (EPIC analysis; see text and Tables 5 and 6 for details). The model fit to the data is that of
absorbed double-blackbody (leff) and fully ionized hydrogen neutron star atmosphere (B = 10'* G, M = 1.4 M, and R = 10km; right), modified
by a broad Gaussian absorption line. The plots show in each instrument and observation (see legend): panel a: column density, temperature of the
(panel b) cold and panel c: hot blackbody components, panel d: effective temperature of the neutron star (unredshifted), panel e: central energy of
the absorption line, panel f: its Gaussian sigma, and panel g: observed model flux in the 0.2-12keV energy band. The total Galactic Ny value is
shown by the solid black line in plots (panel a). Horizontal lines show the results of the simultaneous fit of spectra over the five pointings, with 1o

confidence levels comprised by the shaded areas.

discarded. We verified that the results using this approach agree
well with those when the spectra are extracted from regions with
a 10”—-15" excised core, while avoiding up to 30% of data loss
in the pn exposures.

The energy channels of each spectrum, which are by construc-
tion 5 eV wide, were regrouped to avoid a low (<30) number of
counts per spectral bin. Due to the brightness of the source and
the good statistics of each individual spectrum this has an effect
only at the high-energy side of the analysis where the source sig-
nal becomes dominated by the background. At lower energies
(<700 eV) the spectrum oversamples the instrument resolution of
the EPIC cameras by a factor of up to 20. We ensured nonetheless
that oversampling did not influence the results of spectral fitting;
specifically, we checked for consistency where oversampling was
kept within a maximum factor of 3.

To fit the spectra we used XSPEC 12.9.0n (Arnaud 1996).
Unless otherwise noted, the fit parameters were allowed to vary
freely within reasonable ranges. The photoelectric absorption
model and elemental abundances of (Wilms et al. 2000, tbabs
in XSPEC) were adopted to account for the interstellar material

in the line of sight. Due to the low absorption towards J1605,
the choice of abundance table and cross-section model does not
significantly impact the results of the spectral fitting.

The 15 spectra were first fit individually to check the agree-
ment between the instruments and epochs. The exercise showed
the expected small percentage of cross-calibration uncertainty
between the EPIC detectors (Read et al. 2014). Although vari-
ations from pointing to pointing for a given instrument are for-
mally significant with respect to a constant value, the relative
error is still smaller than the absolute discrepancies between the
cameras within a given epoch. To account for this uncertainty,
we allowed for a renormalisation factor in XSPEC and fitted the
spectra of the pn and MOS cameras simultaneously. We checked
that the results of the simultaneous fits were consistent with the
weighted means of the individual measurements.

We then checked if consistent results are obtained when fit-
ting a single “stacked” spectrum, which converges to the best
parameter values much faster in XSPEC than the simultaneous
fits. The stacked spectra are produced with the SAS task epic-
speccombine, taking into account the responses, background,
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Table 6. Results of the best-fit fully ionized neutron star atmosphere model with a Gaussian absorption line (per observation and camera).

obsid x? d.of NHP Ny Ter d € o EW x4
(%) (10*cm™2) (10°K) (pe) (eV) (eV) (eV)

pn

2012 1.19 184 4 3.0(4) 5697008 116(8)  380*% 95+1¢ 70%3,  6.622(23)
201 090 204 84 2.22%023 5.83(5)  130(5) 376*13 908 55 6.965(16)
301 1.07 195 25 2.9(3) 5.68(7)  116(6) 38817 88710 667k 6.650(18)
401 097 195 62 2.2(3) 5.85(7)  134*S 392417 7931 70t 6.912(21)
501 1.01 196 45 2.3770% 5.92(7)  137(7)  399*13 80*8, 50%  6.909(21)

MOS?

2012 1.05 181 30 22(5) 5820008 1348 38012 8670  76%L9 6.42(3)
201 111 199 14 1.81(4) 579709 131*2 338720 102+)° 65%5  6.741*002
301 098 187 59 3.3(4) 570(7)  120%5 40113 83%) 75720 6.081(25)
401 108 185 23 1.9(5) 5.72(9) 1287 353%2 97+ 75719 6.682(29)
501 1.12 188 12 1.8(6)  5.72%507 12477 335%2% 102737 7670 7.02(3)

EPIC®

2012 1.17 370 13 2.6370% 5.78(6)  124(5) 38613 87*8 553 6.546(18)
201  1.02 408 36 2.00%922 5.814) 129 357712 97+8 60" 6.976(11)
301 1.03 387 31 3.03(23) 571(5)  1296)  395*l1 85t7 5573,  6.471(19)
401 1.03 385 34 2.03(28) 579(5)  129(5) 3723 89*8 60" 6.893(22)
501 1.10 389 8 2.18(28) 5.83(5) 1287  369'13 92+8 60*7  6.974(16)

Multi-epoch fits?
pn 104 994 17 2.45(14) 5.81(3) 128.2%26  385%8 87(4)  54%, 6.842(9)

MOS 1.13 1738 <1 2.137021 576310026 126.726  361%), 934) 6473,  7.016(13)

EPIC 1.15 1202 <1 2307012 57980018 127.3*18  373*S 91273, 57.7°%) 6.805(6)

Notes. Errors are 1o confidence levels. The model fitted to the data in XSPEC is tbabs(nsa-gauss), assuming a magnetic field intensity of
B = 10" G and canonical neutron star mass and radius. The effective temperature is given at the source’s rest frame (unredshifted). “The observed
model flux is in units of 1072 ergs™! cm™2 in energy band 0.2-12keV. ®Simple fit of combined MOS1 and MOS2 spectra (per observation).
©Simultaneous fit of pn and combined MOS spectra (per observation). Y Simultaneous fit per instrument (5 pn, 10 MOS1/2, and 6 pn and stacked

MOS spectra).

and ancillary files of the individual exposures. For pn, the stack-
ing approach leads to inconsistent results that do not match either
the corresponding weighted mean values for the camera within
the errors, or the results of the simultaneous fits®>. On the other
hand, the results of the combined MOS spectra agree well with
those of the simultaneous fits. We thus adopted a stacked spec-
trum only for MOS to avoid introducing biased results in the
spectral analysis.

Next, we tried to find a model that closely describes the
X-ray spectral energy distribution of the source (see Pires et al.
2014, for details). We list in Table 5 the results of the fit of a
double-blackbody model (2bb)® with a broad Gaussian absorp-
tion feature. In the fitting procedure we restricted the energy
of the line between 0.3keV and 1.35keV and its Gaussian
o between 0eV and 200eV; the column density was varied
between Ny = Ocm™ and 5 x 10?' cm™2, while the tempera-
ture of the blackbody components can assume values between
5eV and 500eV. For each observation, we fitted the model to
the pn spectrum, to the combined MOS1 and MOS2 spectrum

5 See https://www.cosmos.esa.int/web/xmm-newton/sas-
thread-epic-merging#cav, for details.

% For comparison, in Table 5 for the multi-epoch fits we also list
the results of a single-temperature blackbody model with a Gaussian
absorption line. For this model, the fit quality is generally poor (x2 > 2)
and the column density is unconstrained.
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(labelled “MOS” in Table 5 and the two subsequent tables), and
to the pn and MOS spectra simultaneously (labelled “EPIC” in
Table 5 and the two subsequent tables). Finally, we performed
multi-epoch simultaneous fits of all pn (5 spectra), MOS1/2 (10
spectra), and EPIC (6 spectra, comprising 5 pn and one com-
bined MOS) exposures.

For each fit in Table 5, we list the reduced chi-square (x2)
and its null-hypothesis probability (NHP in %), the column den-
sity Ny in units of 102 cm™2, the temperature of the cold kT
and hot k7° blackbody components in €V, the radiation radii R}
and R’ of each component (assuming a distance to the source of
d = dzy = 300 pc; e.g., Tetzlaff et al. 2012), the central energy
of the absorption line (when constrained) or the corresponding
30 upper limits, its Gaussian o, and equivalent width EW (all
in eV), and the observed model flux in the energy band 0.2—
12keV, fx, in units of 1072 ergs™! cm™2. The model provides
acceptable y? values in each epoch, with NHP between 14% and
88%. The somewhat large chi-square values and worse fit qual-
ity NHP < 1%) of the multi-epoch fits could not be improved
by the inclusion of an additional model component.

In the left column of Fig. 2 we plot the results of Table 5
as a function of time, with 1o errors. The best-fit parameters
per instrument are consistent between pointings despite the
systematic differences between the detectors. The column
density is constrained and for the MOS and EPIC fits agrees
within errors with the Galactic value in the direction of the
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Table 7. Results of the best-fit partially ionized neutron star atmosphere model with a Gaussian absorption line (per observation and camera).

obsid X% d.o.f. NHP Nu Tes d Rem € loa EW fx“
(%) (10°cm™2) (10°K) (30, pe) (km) eV) eV) (eV)

pn

2012 118 185 5 4.07(17)  6.17*5 <107 9.05700. 382 89(5) 524},  6.581(23)
201 088 205 89 4.12%022 5857007 <120 10308 362712 92*7  61.7%3  6.70870914
301 1.07 196 25 406019 616700 <105 9.0703  390(6) 84(4) 50719 6.589(18)
401 096 196 65 332404 633703, <110 8705 387%l) 8ol 505  6.828+010
501 100 197 50 3.58104 6347020 113(6)  9.070¢ 3941 81710 482 6.409+0:016

MOS?

2012 1.06 182 29 344) 630703 <117 8778 37343 87(8) 63*7  6.311*00%
201 110 200 16 3.12(29) 6.16*51 <110 9.0%09 3257 104(6) 683 6.608*0021
301 098 188 54 430013 6217012 <105 8.82*028  396(7) 82(4) 56" 6.072(25)
401 1.07 186 25 3.09f§§; 6.22j§;§ <110 8.6f§;§ 344%% 99f§ 661% 6.5550.927
501 112 189 12 2.847020 6257017 <110 8.6%0%  322%13 105 83" 6.602(27)

EPIC*

2012 1.16 371 1.8 4117012 6.02709 <110 95704 375%10 89+ 5873 6.419(18)
201 1.01 409 44 3.50(16)  6.06%006 <110 9.38704, 343+l 99" 633,  6.391(10)
301 103 388 31 4.11(10)  6.18(7) <105 89501 392(4) 83.2(2.5) 490 6.43070013
401 1.02 386 39 3234009 6277012 <110 8.7(6)  364*1) 91(6)  58(4)  6.769(16)
501  1.10 390 10 3.554008  6.17709% <110 9.2%02 357412 95t¢  62(3) 6.42470013

Multi-epoch fits¢

pn 103 995 26 4.85(14) 55609 1067 11.9*0¢  362'8 924 62523 6.519*0008

MOS 113 1739 <l 3314097 6247000 <105 8.66'03,  353*¢  95.0712 64.1*10 687510013

EPIC 1.14 1203 <1 3.82(10) 6.04*003 <105 941%0% 3617  93.629 60.579% 6.22709%

Notes. Errors are 1o confidence levels. The model fitted to the data in XSPEC is tbabs(nsmaxg-gauss), assuming a magnetic field intensity of
B = 103G and a 1.4 M, neutron star. The effective temperature and radius are given at the source’s rest frame (unredshifted). “The observed
model flux is in units of 1072 ergs™! cm™2 in energy band 0.2-12keV. ®Simple fit of combined MOS1 and MOS2 spectra (per observation).
©Simultaneous fit of pn and combined MOS spectra (per observation). ”Simultaneous fit per instrument (5 pn, 10 MOS1/2, and 6 pn and stacked

MOS spectra).

source, Nflal =(2.4-2.6)x 10? cm™? (e.g., Kalberla et al. 2005;
Willingale et al. 2013). The pn camera measures twice as much
absorption, and 7%-9% softer temperatures with respect to
MOS; the observed model flux is also 6% lower. If Ny is fixed to
the Galactic value, the temperature of the two components and
the observed model flux typically agree within 2.5%. Consider-
ing the simultaneous EPIC fit as an effective average between
the detectors, the best-fit parameters are well constrained
within ranges Ny =(2.4-4)x 10 cm2, kT® = (64-68) €V,
kT3 =(120-124)eV, RY=(9.5-13)km, R =(1.0-1.2)km,
€<(340-420)eV, o =(100-120)eV, EW < (150-200) eV, and
fx =(6.4-6.9) x 102 erg s~! cm~2. The model flux corrected for
absorption (unabsorbed) is Fx = (1.2-1.7) x 10" ergs™! cm™2.
Alternatively, the dataset can be fit equally well (NHP
~10%—80%) by a fully ionized neutron star hydrogen atmosphere
model (nsa in XSPEC; Pavlov et al. 1995; Zavlin et al. 1996),
again modified by a broad Gaussian absorption line (Table 6). We
tested nonmagnetised (B < 108 G) and magnetised models with
magnetic field values of B = 102G and B = 103 G; in the fit-
ting procedure, the neutron star mass and radius were at first fixed
at the canonical values, M = 1.4 M, and R = 10km, and then
allowed to vary to check for an improved fit. In Table 6 we list
the results for a canonical neutron star with B = 10'3 G, which
is the model that in most cases gave the highest NHP for each
dataset. The unredshifted model effective temperature T in K,

the distance d in pc, the parameters of the line (e, o, EW), and the
observed model flux fx, are also listed in Table 6.

In the right column of Fig. 2 we plot the best-fit nsa parame-
ters as a function of MJD (assuming for all epochs the results of
the B = 10'3 G fits with M = 1.4 My and R = 10km). In compar-
ison with the 2bb model, the systematic differences between the
detectors persist; however, the measurements differ by a much
smaller percentage (13% in Ny, $2% in Teg, and 3% in fx)
and the overall consistency between epochs and instruments is
improved (see overlapping shaded areas). The central energy of
the line is well constrained, and also narrower than in the 2bb
case. Again considering the best-fit results of the EPIC fits, we
have Ny = (2-3) X 10 cm™2, Tz = (5.7-5.8) x 10°K, B =
10" G, d = (124-129) pc, € = (360—-400) eV, o = (85-100) eV,
EW = (55-60)eV, and fx = (6.5-7.0)x 102 ergs™! cm™2. The
unabsorbed flux of this model is measured in a range similar to
that of the 2bb model, Fx = (1.2-1.4) x 10" ergs™'cm™. In
Figure 3 we show this best-fit model folded to the EPIC dataset
with residuals.

The neutron star distance derived from the nsa fits, d ~
110—-130 pc, is rather small in comparison to the range expected
for the source, d ~ 300—400 pc (Posselt et al. 2007; Tetzlaff et al.
2012). While the fit is insensitive to the mass of the neutron star,
unrealistically large neutron star radii (R > 20 km) and an over-
all poor fit quality (y2 ~ 1.7) are obtained when the distance to
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Fig. 3. Results of EPIC spectral fitting (see text and Table 6 for details).
We show the 5 pn and stacked MOS spectra (grey and magenta data
points, respectively), fitted simultaneously by a fully ionized hydrogen
neutron star atmosphere model with B = 10" G, T = (5.16 + 0.17) X
10° K, and a broad Gaussian absorption line of o = 91.4 + 0.4eV at
€= 373f$ eV (black and red solid lines).

the source is fixed at around the estimated value (see discussion
in Sect. 4).

We explored other neutron star models where the atmosphere
can be partially ionized and the size of the emission radius Rep
can be parametrised with respect to the neutron star physical
radius (nsmaxg in XSPEC; Ho et al. 2008). For each epoch
and instrument, and as before for the multi-epoch fits, we tested
19 absorbed nsmaxg models with B = (0.01-30) x 10'2 G and
M = 1.4 M. We first set the size of the emitting region to be the
same as the neutron star radius; then we allowed this parameter
to vary to smaller values to check for improved fits. As for the
nsa models, we show in Table 7 the results with B = 1013 G,
which generally have the highest NHP and the most consistent
parameters between epochs and instruments.

The best-fit models (with somewhat comparable NHP to the
2bb and nsa models, i.e., between 2% and 89%) are for a neutron
star atmosphere composed of hydrogen at a distance of less than
110pc (30). All models consisting of mid-Z element plasma
(C, O, Ne) provided poor fit results. While the properties of the
absorption line were found to be nearly identical to those of the
fully ionized case, the temperature of the atmosphere is higher
and the radiation is absorbed by roughly twice as much material,
which is inconsistent with the Galactic value in the line of sight.
The size of the emission region was found to be slightly smaller
than the canonical 10 km of the nsa models, with Re;, ~ 8—9 km.
The best-fit results of the EPIC fits are within the following
values: Ng = (3-4) x 10 cm™2, T = (6.0-6.3) x 10°K,
B =10"G, d < 110pc, € = (340-400) eV, o = (85-100) eV,
EW = (50-65)eV, and fx = (6.4—6.8)x 1072 ergs~' cm™2. The
unabsorbed flux Fx = (1.3-1.5) x 107! erg s~ em™2 is consis-
tent with those of the two previously discussed models.

To break some of the degeneracy between the parameters
and look for more physical results, we restricted the distance to
the source within d = 100—600 pc, capped the column density
at the Galactic value, and let the neutron star mass and radius
vary within M = 0.5-2.5 My and R = 5-15km. However, the
exercise led to generally worse fits and significant discrepancies
between the best-fit parameters of pn and MOS. No other neu-
tron star atmosphere model in XSPEC provided acceptable fits,
nor did the inclusion of a second (colder) component.
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3.2.2. RGS data

For the spectral analysis of RGS data we included four XMM-
Newton observations of the source performed in 2002/2003 in
addition to the five 2012/A014 observations, thus considerably
extending the time span of the analysis in relation to that covered
by the EPIC data (Tables 1 and 2 in Sect. 2). The total analysed
RGS dataset, of which the AO14 observations account for nearly
70% in net exposure, amount to 18 RGS1/2 spectra and GTI-
filtered exposures of 465 ks and 457 ks per detector.

We used the EPIC source coordinates in each observation
to generate the instrument spatial masks and energy filters with
rgsproc. The GTI-filtered event lists were used to extract the
source and background spectra in wavelength space using the
tasks rgsregions and rgsspectrum, while response matrix files
were produced with the SAS task rmfgen. Only the first-order
spectra were analysed. To increase the S/N each spectrum was
rebinned into 0.165 A wavelength channels. The defective chan-
nels of the RGS cameras’, which cover in first order the wave-
length ranges of 11 A—14 A in RGS1 and 20 A-24 A in RGS2,
were excluded from the spectral fitting. The total dataset respec-
tively amounts to 3.992(20) x 10* and 3.724(19) x 10* counts
(15-30 A) in each RGS1/2 camera, of which around 40% can be
ascribed to the background.

We fitted each observation in XSPEC assuming a model
(hereafter the bbgauss model) consisting of an absorbed
blackbody modified by a Gaussian absorption feature with o =
100eV, as found from the analysis of EPIC data; the column
density was fixed to the Galactic value to better constrain the
other model parameters. The RGS1/2 spectra were fitted simul-
taneously adopting a constant factor between the instruments.
We note that the best-fit parameters from the fit of individual
RGS1/2 spectrum agree well with each other in a given epoch.

The best-fit results of the bbgauss model are in Table 8.
For each observation, we list the blackbody temperature k7, in
eV, the radiation radius R, in km (assuming a source at dsg),
the central energy e and equivalent width EW of the Gaus-
sian absorption feature, and the unabsorbed source flux of the
model Fx, in the 0.2-12keV energy band. The results suggest
a possible trend of the parameters of the source; in comparison
with the first four observations obtained in 2002 and 2003 and
labelled (A-D) in Table 8, the more recent observations show a
slight increase in temperature and a more pronounced decrease
in the model normalisation and flux (formally inconsistent with
a constant term) at constant properties of the Gaussian absorp-
tion feature (Fig. 4). By contrast, the parameters of the source
within these two subgroups are constant at the 2%—3% level in
kT, 7%—10% in R, and 5%—-10% in Fx. The trends are seen
in the spectral parameters of both RGS1/2 instruments.

In Pires et al. (2014), we investigated the constancy of the
INS emission on the EPIC data performed between 2002 and
2012. Unfortunately, the analysis does not allow us to draw def-
inite conclusions; while the MOS instruments are unsuited for
long-term studies®, the pn camera provides only one data point
prior to 2012 for comparison, due to the heterogeneous dataset
and background flares (Sects. 1 and 2). Nonetheless, an increase
in blackbody temperature, consistent with what is observed in
the RGS data, was then reported.

To investigate the possibility of a long-term evolution on
the parameters of J1605, we co-added the spectra of the
two subgroups in each RGS camera, using the SAS task

7 XMM-Newton Calibration Technical Note 0030, issue 7.7
8  XMM-Newton Calibration Technical Note 0018.
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Fig. 4. Spectral parameters of J1605 as a function of time as measured
in the RGS observations (data points; see text and Table 8 for details).
The model fit to the observations in XSPEC is tbabs(bbody-gauss).
Circles (black) and squares (red) show the subgroups of old and new
observations of the source, obtained respectively in 2002/2003 and after
2012. The analysis of EPIC data (see Fig. 2) are for the observations in
the new subgroup (MJD > 56 000). Shaded areas are the results of the
fits of RGS1/2 stacked spectra in the two subgroups, with 1o standard
deviations.

rgscombine, and binned the results to 0.165 A as before. The
resulting grouped spectra (labelled “old” and “new” in Table 8)
were then fitted simultaneously in XSPEC with the same
bbgauss model, taking into account the co-added background
and response files in each detector as usual. In Fig. 5 we plot the
old and new spectra (grey and magenta data points) of J1605,
with the folded bbgauss model and fit residuals. The best-fit
results as a function of time are plotted as shaded grey and pink
areas in Fig. 4.

The results of this approach confirm the observed trend. With
respect to the early pointings, we measure a 7% higher temper-
ature and a 25% lower flux and smaller radiation radius in the
observations performed after 2012, formally significant beyond
the spectral errors. Nonetheless, the significance of the variations
is low: 1o in kT and F, while the other parameters are con-
sistent within the rather large spectral errors (e.g., the emission
radius in Fig. 4).

The RGS instruments suffer from a decline in sensitivity at
long wavelengths, likely due to a build-up of hydrocarbon con-
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Fig. 5. Results of RGS spectral fitting (see text and Table 8 for details).
We show the stacked old and new RGS spectra (grey and magenta data
points, respectively; the RGS1 and RGS2 spectra in each subgroup were
co-added for plotting purposes). The model (solid black and red lines)
fitted to the data in XSPEC is tbabs(bbody-gauss). The best-fit param-
eters differ in the two subgroups (see text). The two absorption lines at
around A = 20-23 A are instrumental.

Table 8. Results of the RGS spectral analysis.

obsid? kT Ro.? e EW Fx©
(eV) (km) V)
(A) 86(5) 32118 430730 60*20  6.5122
(B) 858 32720 400730 4570 6.3%28
(©) 837 35722 390130 552 6.8°27
U B s s Bt
201 02(3) 25710 4300 4570 52708
301 016 25012 41040 sse6. 5 q+13
101 020 2.4+12  4rgrd 1933 5 rld
-5 o1 -30 -15 1.0
501 9617 22t 410110 <60 4813
Old 8573, 320713 4163 5072 6.6%19
New 91723 242408 407*12 60*12  4.9(5)

Notes. Errors are 10~ confidence levels. The model fitted to the data in
XSPEC is tbabs(bbody-gauss). The RGS1/2 spectra are fitted simulta-
neously in each epoch. The FWHM of the feature, o = 100 eV, and the
column density, Ny = 2.4 x 10% cm™2, are held fixed during spectral fit-
ting. The chi-squared values are within y> ~ 50—80, for 135 degrees of
freedom (NHP ~ 100%). ®The observations are labelled as in Tables 1
and 2. ®The radiation radius at infinity is computed for a source dis-
tance of d = dsg9 = 300 pc. ©The unabsorbed model flux is in units of
1072 ergs™' em™ in energy band 0.2-12keV.

tamination on the detector (de Vries et al. 2015; see also foot-
note 7). Empirical corrections were first introduced in 2006 to
take this and other effects into account in the calibrated model
of the RGS1/2 effective areas, which are estimated to have an
absolute accuracy of 10%. We observe an 18% decrease in sen-
sitivity in the effective area at long wavelengths between the
old and new datasets (see Fig. 5). Altogether, uncertainties from
both the spectral model and other calibration issues, possibly not
accounted for in the modelling of the effective area with time,
may be responsible for the discrepancies in the parameters of
J1605 reported here.
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Table 9. Investigation of a narrow absorption feature in RGS1 data.

obsid® S/N kT, EW, € oy EW,
(V)
(A) 45 84*¢ 6022 571.9%14 <5 8
(B) 40 83t 170 - - <3
© 40 83t 170 - - <12
D) 50 84> <100 - - <21
2012 50 91.1*27 50*20 55203 <10 26
201 90 94+7 <60 - - <9
301 65 86" 50 - - <4
401 60 92+8 <50 <560 <10 24
501 60 96%3, 30 - - <9
Old 90 83927 170 575(4) 5175, 3
New 150  933) 35 <560 16%12 4

Notes. Errors are 1o confidence levels. The model fitted to the data
in XSPEC is tbabs(bbody-gauss-gauss). The subscripts “1” and “2”
in the labels refer to the properties of the broad and narrow features,
respectively. The energy, €, = 410eV, and FWHM, oy = 100eV, of the
broad absorption feature, and the hydrogen column density, Ny = 2.4 X
10%° cm™2, are held fixed during spectral fitting. The chi-squared values
are within y? ~ 25-50, for 76 degrees of freedom (NHP ~100%). “The
observations are labelled as in Tables 1 and 2.

The inclusion of a cold blackbody component in the
bbgauss model, unlike for the EPIC data, is not satisfactory
due to the large normalisation required to fit the RGS spectra.
If this is kept within reasonable limits (i.e., corresponding to a
<10* ergs~! blackbody at d = 0.1-1kpc), the quality of the fit
is worsened; moreover, while there are no significant changes
in the temperature of the hot component and in the parame-
ters of the absorption line, the best-fit temperature of the cold
component is very soft, <30 eV, and the column density is 2 to 3
times higher than the Galactic value.

The evidence for a narrow absorption feature at energy € ~
0.57keV (1 = 21.5 A) in the RGS spectra of J1605 was first
reported by van Kerkwijk et al. (2004). Similarly narrow features
around this wavelength have been identified in the RGS spec-
trum of the M7 INS RX J0720.4-3125 (Hambaryan et al. 2009)
and other thermally emitting INSs (Hohle et al. 2012). To inves-
tigate the presence of the narrow feature in our dataset, we fitted
each of the nine RGS1° spectra individually, using an absorbed
blackbody model and two Gaussian absorption lines. As the indi-
vidual datasets do not have very high S/N, we fixed the column
density to the Galactic value and set the energy and FWHM of
the broad absorption line to the best parameters found consis-
tently in the analysis of EPIC and RGS data (e = 410eV and
o = 100eV). Absorption features were then searched between
21 A and 22.5 A (550-590 V).

The results are summarised in Table 9. For each fit we show
the S/N of each spectrum, the blackbody temperature k7T of the
source, and the equivalent width of the broad absorption feature
EW,; the energy 2, FWHM o0, and equivalent width EW, of
the narrow feature (when constrained) or their corresponding 1o
upper limits are also listed.

The best-fit spectral parameters are consistent with those of
Table 8, showing that the inclusion of the narrow feature is not

% The RGS2 data cannot be used due to the defective channels of the
camera around the wavelength range of interest.
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statistically required in most cases. Considering the number of
trials (40) in the searched wavelength range, the evidence for the
narrow feature is only significant in observation (A). Remark-
ably, there is no evidence for a narrow feature within 21-22.5 A
in the longest observation of the source (labelled “201”"), which
has a much higher S/N than the others. The same analysis carried
out in the co-added old and new spectra confirm that additional
features are absent in the most recent pointings.

4. Discussion

The M7 are considered a rather homogeneous group of cooling
neutron stars, displaying similar ages, temperatures, and timing
properties. The source RX J1605.3+3249 stands out in that it
could be slowing down at a fast rate, indicating a high dipolar
field — the highest in the group — and a possible evolution from
a magnetar (Pires et al. 2014). The analysis of our dedicated
XMM-Newton large programme does not confirm the previous
results (Sect. 3.1). Due to the energy-dependent nature of the
previously detected modulation, we performed extensive high-
resolution periodicity searches allowing for moderate changes
of pulsed fraction and the optimal energy range and S/N for
detection for a reasonably wide range of spin-down values. No
significant signal resulted from the analysis; unless considerable
changes of pulsed fraction have taken place since 2012, the deep-
est upper limit of 1.33(6)% (40), in the relevant frequency range,
conservatively rules out the 3.39 s modulation. Moreover, in the
full frequency range allowed by the timing resolution of the
EPIC cameras, blind searches revealed no other periodic signals
with pr 2 1.5% (30; 0.3-1.35keV), thus considerably improv-
ing previous estimates for pulsations with P > 0.15s. Similarly
low 30 upper limits, within 1.8% and 4%, are obtained in the
same period range in narrow energy intervals (100 eV-600eV),
defined according to the source’s S/N.

With over 10° EPIC counts, the unprecedented photon statis-
tics of the new dataset allowed the deepest investigation of the
X-ray emission of the source to date (Sect. 3.2.1). Altogether,
we found that no theoretical model available in XSPEC can pro-
vide a fully satisfactory physical description of the spectrum of
the neutron star. While statistically acceptable fits are obtained
for the individual epochs, multi-epoch fits including the spec-
tra of all EPIC cameras have null-hypothesis probabilities of
less than 1%, which may at least partially be ascribed to cross-
calibration uncertainties. The best results were obtained when
fitting the data with either a double-blackbody (2bb) or a mag-
netised neutron star atmosphere model consisting of hydrogen
(nsa and nsmaxg, with B = 103 G and M = 1.4 M), in either
case modified by a broad Gaussian absorption feature as previ-
ously reported in the literature.

No significant evidence of spectral variability is measured
in the 2012-2016 time frame covered by the analysis of EPIC
data. The overall consistency of the parameters (between epochs
and EPIC instruments) was optimal for the atmosphere models,
with systematic errors of 13% in column density, 2% in temper-
ature, and 3% in flux. In relation to the 2bb model, a canoni-
cal nsa model with B = 10" G constrains the column density
toward the source and the properties of the absorption line much
better. Best-fit distances around d ~ 130pc are, on the other
hand, inconsistently smaller than that estimated for the source
(see below). The model consisting of a partially ionized hydro-
gen neutron star atmosphere (nsmaxg) provides even smaller
distances (30 upper limits below 110 pc) for a Rery ~ (8—9) km
emitting region on the neutron star, while the derived column
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density is nearly two times the Galactic value in the direction of
the source.

Considering the nsa model of the multi-epoch pn fits (which
is the result with the highest NHP among the multi-epoch fits),
the spectral parameters of the source are constrained as Ny =
2.45(14) x 10* cm™2, T = 5.81(3) x 10°K, € = 385 + 10eV,
o = 86.8 +0.3eV, EW = 55+ 3eV, and fx = 6.842(9) X
1072 ergs™' em™2 (0.2-12keV). In contrast to previous analy-
ses, we did not find that the inclusion of other model components
(in particular, additional lines in absorption) were statistically
justified or could significantly improve the results of the multi-
epoch fits. Other up-to-date, fully and partially ionized neutron
star atmosphere models, consisting of different elemental com-
positions and with noncanonical neutron star mass and radius, did
not provide better fits than the models described above.

The typical distance derived from the best-fit atmosphere
models, around 130 pc, is smaller than the range expected for the
source, d = 350 = 50 pc (Posselt et al. 2007, Sect. 3.2.1). This
range is derived from the fitted hydrogen column density, assum-
ing a blackbody model with three Gaussian lines in absorp-
tion, and a three-dimensional description of the distribution of
the interstellar medium in the direction of the source (which,
according to the authors, should be reliable up to ~270pc).
Based on kinematic arguments, Tetzlaff et al. (2012) applied this
expected range and the observed proper motion of the source
(Motch et al. 2005; Zane et al. 2006) to trace back the neutron
star trajectory and determine its likely birthplace, using possible
associations with runaway massive stars and the observed abun-
dance of heavy elements as further evidence to narrow down
the most likely solutions. These predict a current distance of
d = 300-370pc if the neutron star was born less than 0.5 Myr
ago in a nearby supernova explosion.

4.1. Viewing geometry and presence of hotspots

Magnetic fields in the range observed in the M7 are expected
to produce large temperature variations on the neutron star sur-
face, due to the anisotropic electron conductivity and heat trans-
port in the stellar envelope and crust (e.g., Geppert et al. 2004;
Pérez-Azorin et al. 2006; Perna et al. 2013). In this case, strong
pulsed flux variations are expected at the neutron star spin period
unless the source is observed from a particularly unfavourable
geometry: either if the angle between the neutron star spin axis
and the line of sight i is sufficiently small or if the regions of
higher temperature (hotspots) are located at a very small angle
0 in relation to the neutron star rotation axis (i.e., the magnetic
and spin axes of the star are nearly co-aligned). Therefore, the
stringent pulsed fraction limits from the timing analysis can be
used to verify the viability of the 2bb model and probe the pres-
ence of hotspots on the surface of J1605 (see, e.g., the case of the
thermally emitting central neutron star in the supernova remnant
HESS J1731-347; Suleimanov et al. 2017).

With this goal we considered the model of a slowly rotating
neutron star, observed at an inclination angle i, with two iden-
tical polar hotspots located at an angle 85 with respect to the
spin axis (see, e.g., Page 1995; Schwope et al. 2005; Suleimanov
et al. 2010, for a full description of the model). Light bending
in the vicinity of the neutron star follows the relation between
the local angle of the emitted photon and its escape direction
and depends on the compactness of the neutron star (given by
the ratio between the neutron star and the Schwarzschild radius
rg = Rusc*(2GM,)~"; Beloborodov 2002). The temperature of
the neutron star surface, k75 = 60.9* 7 eV, and of the hotspots,
kTgy = 117.0 £ 0.8 ¢V, are assumed from the best-fit 2bb pn
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Fig. 6. Contours of constant pulsed fraction assuming the best-fit param-
eters of the pn double-blackbody model (kT,, = 60.9*]7eV, RY =
16.4135km, kT, = 117.08)eV, Ry = 1.35*)7¢ km). Count rates are
computed in the 0.5-1.35keV energy band to exclude the effects of the
Gaussian absorption line and pulsed fraction labels are given in percent.
Darker colours denote higher pulsed fractions. The allowed parameter
space of the viewing geometry constrained by the timing analysis lies
below the thick pink line (p; < 2.78(16)%; Table 4).

model, which is the one with the highest NHP (Table 5). For a
neutron star distance of d = 30038 pc (Tetzlaff et al. 2012), the
model normalisations set the corresponding sizes of the emission
regions as Rpy = 16.4*37 km and R = 1.35707¢ km. With these
values the angular size of the spots and the compactness of the
star are fixed as 6, = 4.7° and r, = 2.8, respectively, assuming
a 1.5 M, neutron star.

For a particular viewing geometry (i, 6g), the photon flux
at a given rotation phase results from the sum of the visible
individual area elements of the neutron star surface, assuming
blackbody emission and taking into account the light bending.
The flux is corrected for the interstellar absorption of a equiva-
lent column density of Ny?? = 4.5 x 10?° cm™2 and then folded
with the EPIC pn response to give the source count rate at the
0.5-1.35keV energy band. The energy band is chosen to min-
imise the effects of the broad absorption feature in the emitted
spectrum.

With this method we computed an extensive grid of light
curves for (g, i) within (0°,0°) and (90°,90°) and computed the
pulsed fraction for each orientation as

CRmax - CRmin .
CRmax + CRmin

In Fig. 6 we plot the resulting p; map in the (6g, i) plane.
The maximum pulsed fraction obtained for the 2bb model is
about 20%. The region allowed by the limits of the timing
analysis lies below the thick pink line corresponding to pr =
2.78(16)% (Table 4; 0.5-1.35keV). Integrating over all possible
random orientations of line-of-sight inclination and spot angles
we obtain a small likelihood (~1.9%) that we do not see pulsa-
tions from the source due to the particularly unfavourable view-
ing geometry if the 2bb model is correct.

pr =
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4.2. Energy distribution

Thermal emission from INSs is expected to originate immedi-
ately at the surface, with the bulk of the energy flux peaking in
the soft X-ray band. In principle, by confronting the observed
spectra and light curves with theoretical models for neutron
star thermal radiation, it should be possible to derive the sur-
face temperature, magnetic field, gravitational acceleration, and
chemical composition; if distances are known, then the stellar
mass, radius, and the equation of state of neutron star interior
can be constrained as well (see Potekhin et al. 2015; Ozel &
Freire 2016, for recent reviews on neutron star atmosphere mod-
els and up-to-date astrophysical constraints on the equation of
state of nuclear matter). Since their discovery in the All-Sky Sur-
vey of the ROSAT satellite (Voges et al. 1999), the M7 have been
regarded as the closest-to-perfect candidates for testing neutron
star emission models, based on a combination of bright ther-
mal emission, proximity, independent distance estimates!?, and
a lack of significant magnetospheric or accretion activity.

In practice, progress has been hampered by uncertainties
on the chemical composition of the atmosphere and the phase
state of the stellar surface, and by the lack of understanding on
the magnetic field and temperature distributions (e.g., Zane &
Turolla 2006; van Kerkwijk & Kaplan 2007; Suleimanov et al.
2010). The presence of lines adds to this complexity; although
believed to be related with the star’s magnetic field, they have
no unique physical interpretation. To explain the emitted radi-
ation and equivalent widths of the lines in the phase-resolved
spectrum of the M7 RX J1308.6+2127, Suleimanov et al.
(2010) favoured a model where a partially ionized, optically
thin atmosphere above the condensed surface must be present
(see also Motch et al. 2003; Ho et al. 2007). Using this model,
Hambaryan et al. (2011) derived the temperatures of the X-ray
emitting areas and the magnetic field intensity at the poles; more-
over, they were able to constrain the compactness of the neutron
star and the gravitational redshift on the surface, suggesting a
very stiff equation of state. Similar conclusions were reached
for the M7 RX J0720.4-3125 (Hambaryan et al. 2017). These
results are only marginally compatible with the most favoured
range of the true radius of a 1.5 My neutron star, 10—11.5 km,
from the analysis of Ozel & Freire (2016). New generation
X-ray missions, in particular the Neutron star Interior Compo-
sition Explore mission (NICER; Gendreau et al. 2012), together
with more accurate distances from the Gaia satellite (Gaia
Collaboration 2016), will certainly improve the constraints on
neutron star mass and radius from astrophysical observations of
millisecond pulsars in globular clusters, for example.

Recently, Vigano et al. (2014) showed that in some cases
(such as the M7 RX J0806.4-4123; Haberl et al. 2004) the devi-
ations found in the spectra of thermally emitting INSs may be
induced simply by the inhomogeneous temperature distribution
on the surface. While the effect is unlikely to account for all cases
of sources with reported spectral features, the interesting result
is that the anisotropic temperature distribution can give way to
spurious spectral features. We can safely exclude this possibility
for the absorption feature in J1605, which cannot be accommo-
dated by a multi-temperature energy distribution.

All M7 INSs have detected optical, ultraviolet, or infrared
counterparts (see Kaplan et al. 2011; Posselt et al. 2014, 2018,
for references and limits). Interestingly, the extrapolation to
longer wavelengths of the best-fit model inferred from X-rays
— including for the case of J1605 both the double-temperature

10 From HST parallaxes (in two cases) and kinematic studies (e.g.,
Walter et al. 2010; Tetzlaff et al. 2010, and references therein).
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blackbody and the atmosphere models discussed here — falls
below the actual detected fluxes. This is known as the optical
excess, and it is observed in all M7 INSs. The optical excess of
J1605 deviates significantly from the expected Rayleigh-Jeans
slope of the spectra and can be described by a rather flat power
law (Kaplan et al. 2011). The origin of the excess flux might rely
on atmospheric effects, magnetospheric emission, or resonant
scattering. In particular, if the X-ray and optical/UV emission
came from different regions on the surface (e.g., Braje & Romani
2002), we might expect correlations between the amount of opti-
cal excess and the X-ray pulsed fraction, which have not been
verified. The possible presence of fossil fallback disks, of a faint
pulsar wind nebula, “bare” neutron star surfaces, and other alter-
native scenarios remain open (see Turolla et al. 2004; Ertan et al.
2017; Wang et al. 2017; Posselt et al. 2018, for a discussion).

4.3. Narrow absorption feature

In combination with the existing archival RGS data, the AO14
campaign accumulated over 450 ks of exposure time on J1605,
increasing the available data by 70%. The good statistics allowed
a detailed analysis of the narrow feature at € ~ 570 eV, previ-
ously reported in the literature. The investigation shows that the
feature is only significantly detected in one early epoch (the 2002
observation first analysed by van Kerkwijk et al. 2004) or when
this observation is combined with the archival data obtained
prior to the AO14 campaign (Hohle et al. 2012; Pires et al. 2014).
The feature is definitely not present in the AO14 observations,
while evidence of a less significant narrow feature is present at
energy € = 550¢eV in the 2012 observation. Consistently with
these results, the analysis of the two grouped spectra of early and
recent observations constrain the presence of the narrow feature
only in the first subgroup (Sect. 3.2.2).

Hambaryan et al. (2009) discusses the possible physical
interpretation of a similar feature detected in the co-added RGS
spectrum of RX J0720.4-3125, which was later confirmed by
the analysis of Chandra LETG data (Hohle et al. 2012). Their
analysis favours a blend of highly ionized oxygen originating
in the ambient medium of the INS, possibly a high-density
nearby cloud which could contribute to the source’s optical
excess. Nonetheless, an interstellar or atmospheric origin cannot
be ruled out. At least for J1605, the narrow and transient nature
of the feature disfavours an atmospheric origin.

Phase-dependent narrow absorption features have been
reported in XMM-Newton observations of the M7 INSs
RX J0720.4-3125 and RX J1308.6+2127 (Borghese et al. 2015,
2017), a work motivated by the detection of variable cyclotron
lines detected in the spectra of two “low magnetic field” magne-
tars (Tiengo et al. 2013; Rodriguez Castillo et al. 2016). These
results give support for the presence of strong, confined mag-
netic field components close to the stellar surface and a complex
field topology. In contrast, the features in the spectra of the two
M7 INSs are intrinsically different in that they do not vary in
energy, are detected at much lower energy, and also seem to be
stable and lasting on long timescales.

5. Summary and conclusions

We report here the results of a XMM-Newton large pro-
gramme on the thermally emitting isolated neutron star
RX J1605.3+3249. The goal of the project was to gain a deeper
understanding of the timing and spectral properties of the source
through a detailed analysis of its X-ray emission. The neutron
star is of particular scientific interest as a source that could
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potentially bridge the evolutionary gap between the groups
of nearby thermally emitting sources dubbed the Magnificent
Seven and the young and energetic magnetars. Due to the lack
of detected pulsations, our science goals could only be partially
completed. Nonetheless, the deep upper limits derived from our
analysis were used to put stringent constraints on the viewing
geometry and the presence of hot spots on the surface. Detailed
phase-averaged medium- and high-resolution spectroscopy con-
strains atmosphere neutron star models and the properties of the
cyclotron line in the spectrum of the neutron star with unprece-
dented statistics. The nondetection of the narrow absorption fea-
ture at € = 570eV reported in previous epochs also disfavours
an atmospheric origin.
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