
HAL Id: hal-02042366
https://hal.science/hal-02042366v1

Preprint submitted on 21 Feb 2019 (v1), last revised 17 Apr 2019 (v2)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Contribution of individual degrees of freedom to
Lyapunov vectors in many-body systems

Luciano H Miranda Filho, M A Amato, Y Elskens, T M Rocha Filho

To cite this version:
Luciano H Miranda Filho, M A Amato, Y Elskens, T M Rocha Filho. Contribution of individual
degrees of freedom to Lyapunov vectors in many-body systems. 2019. �hal-02042366v1�

https://hal.science/hal-02042366v1
https://hal.archives-ouvertes.fr


Contribution of individual degrees of freedom to Lyapunov

vectors in many-body systems

L. H. Miranda Filho,1, 2, 3, ∗ M. A. Amato,4, † Y. Elskens,1, ‡ and T. M. Rocha Filho3, §

1Aix-Marseille Université, UMR 7345 CNRS,
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Abstract

We use the weight δI, deduced from the estimation of Lyapunov vectors, in order to characterise

regions in the kinetic (x, v) space with particles that most contribute to chaoticity. For the paradig-

matic model, the cosine Hamiltonian mean field model, we show that this diagnostic highlights the

vicinity of the separatrix, even when the latter hardly exists.
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I. INTRODUCTION

Lyapunov exponents are part of the fundamental characterisation of dynamical systems

[30, 32]. They measure the rate of divergence between nearby trajectories due to small per-

turbation in the initial conditions, viz. they determine the chaoticity of dynamical systems.

However, for many-body systems, they relate to the dynamics in the high-dimensional phase

space of the dynamics, typically T3N × R3N for N particles in a 3-dimensional cube with

periodic boundary conditions.

In addition, for identical particles, it is usual to describe the system’s evolution not by

a single point (r1, r2, . . . , rN ,p1,p2, . . . ,pN), but by an empirical measure N−1
∑N

j=1 δ(r −

rj)δ(v− vj) on the 6-dimensional kinetic space T3 ×R3, viz. Boltzmann’s µ-space [14]. For

any finite N , the empirical measure and the single-point in Gibbs’ 6N -dimensional phase

space provide equivalent information on the system microscopic state, and their evolutions

under the equations of motion are equivalent.

This is the cornerstone of the mean-field derivation of the Vlasov equation in the N →∞

limit for smooth inter-particle interactions [17, 37]. Considering that the kinetic description

is physically illuminating about the behaviour of particles, we are tempted to search for a

particle-related description of the chaoticity of the dynamics. In this paper, we introduce

a quantity characterising to what extent each particle, which moves in the kinetic space,

contributes to the overall chaoticity in full phase space.

To be specific, we consider a well-known mean-field system, the cosine Hamiltonian mean

field model, in which particles move simply on a circle. The one-particle configuration space

is the unit circle T, the N -particle configuration space is TN , the one-particle kinetic space

is T× R, and the phase space is (T× R)N .

In Sec. II, we provide a brief reminder on Lyapunov exponents and vectors for continuous-

time systems. Sec. III introduces the cosine Hamiltonian mean field model. Sec. IV presents

the numerical method and our proposal to investigate sensitive regions in the kinetic space.

Sec. V is devoted to our results, and Sec. VI to our conclusion.
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II. LYAPUNOV EXPONENTS

Lyapunov exponents are an essential tool for discussing dynamical systems. They provide

the distinction between regular and chaotic behaviour by measuring how small perturbations

in the system evolve in phase space [1, 2, 11–13, 26]. Let

x ≡ (x1, x2, ....xn) (1)

be the coordinates in the n-dimensional phase space (for monatomic gas or liquid models

one has n = 6N and x = (ri,pi), i = 1, . . . , N ), in which the system obeys autonomous

first-order differential equations
dx(t)

dt
= F(x(t)), (2)

generating a flow Φ(x0; t) = x(t) from initial data x0 in this space. The vector field F(x(t))

is the velocity field of the flow. To measure contraction or stretching by F (over short times)

and Φ (over long times) in the neighbourhood of the trajectory x(t) in phase space, consider

the difference vector of two trajectories in this space, namely the deviation vector

w ≡ (δx1, δx2, . . . , δxn). (3)

In the infinitesimal regime, the evolution equations for this deviation vector are the linear,

first variation equations
dw(t)

dt
= J(x(t))w(t), (4)

with J := ∂F/∂x being the n× n Jacobian matrix of the vector field. These equations also

generate the evolution of the Jacobian matrix of the flow J (x0; t) = ∂Φ(x0;t)
∂x0

∣∣∣
t
,

dJ (x0; t)

dt
= J(x(t))J (x0; t). (5)

The evolution equations (4) are integrated with an initial condition w0 = δx(0). When

the elements of J are continuous bounded functions of t, the solutions of (4) grow no faster

than exp(γt), for some finite γ. The Lyapunov exponents are defined by

λ(x0,w0) = lim
t→∞

1

t
ln
‖w(t)‖
‖w0‖

(6)

when the limit exists. A priori, this limit depends on both the initial data x0 and the initial

deviation w0 since J(x(t)) depends on the trajectory and w0 is the initial data to solve (4).
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Thus, in an n-dimensional system, one has n Lyapunov exponents and each of them refers

to the divergence degree of the characteristic directions of the system. All these exponents,

with their multiplicity, form the Lyapunov spectrum, which is usually ordered as

λ1 ≥ λ2 ≥ · · · ≥ λn. (7)

The Largest Lyapunov Exponent (LLE) is denoted by λ1. The existence of divergent trajec-

tories and therefore chaotic regime may be uncovered by positive values of the exponents.

When the trajectory of interest x(t) visits (densely) an extended domainD in phase space,

the Lyapunov spectrum does not depend specifically on x0 and simply characterises this

domain, which is foliated by manifolds associated with the characteristic directions singled

out by the long-time behaviour of the wi’s. The asymptotic wi’s (up to their normalisation)

are the associated Lyapunov vectors [33].

Hamiltonian dynamics are described in terms of pairs of conjugate variables and the form

of Hamilton’s equations ensures to the Lyapunov spectrum a special symmetry property, i. e.,

the Lyapunov exponents come in pairs [32]

λi = −λn−i+1. (8)

In the following sections, we introduce the model, the cosine Hamiltonian mean field

model, and the numerical approach to calculate the Lyapunov exponents. Along with these,

we also discuss the numerical instruments used to investigate the sensitivity of specific

degrees of freedom to the characteristic exponential behaviour associated with the largest

Lyapunov exponent. This is built into the definition of the characteristic vectors, which may

have arbitrary directions in phase space : our diagnostic attempts at identifying those regions

of the kinetic space where particles contribute most to chaoticity. Particles in those regions

are also those which will be most important when one attempts to reduce the many-body

dynamics to a smaller number of degrees of freedom [5].

III. THE COSINE HAMILTONIAN MEAN FIELD MODEL

We now briefly introduce the N -body model used in this paper. The model has a Hamil-

tonian form

H =
N∑
`=1

p`
2

2m
+

1

N

N−1∑
`=1

N∑
j=`+1

V (r` − rj), (9)
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where m, p` and r` are the mass, momentum and position of particle `, respectively. The 1/N

factor is Kac’ factor which makes the total energy an extensive quantity [23] and ensures

that the dynamics of individual particles is well defined in the large N limit under mild

conditions [17, 24, 37, 39].

The cosine Hamiltonian mean field (cosHMF) is a toy model consisting of N classical

particles moving on a unit circle and interacting via long range force [4]. It is a widely studied

system in the literature as it is solvable at equilibrium and allows for fast molecular dynamics

simulations as they scale with the number N of particles instead of N2 for more generic

systems. Moreover, analytical results for the scaling behaviour of the largest Lyapunov

exponent with N were obtained by Firpo [19] and recently approached numerically by [28].

The particle masses m and coupling constant of the interaction can be eliminated by a

simple rescaling, so that p, θ, H, time and Lyapunov exponents are dimensionless. The

interaction energy is given by

V (θ` − θj) = 1− cos (θ` − θj), (10)

with the angles θ` representing the coordinates r` of the particles. In this paper, we only

consider the attractive case. The equations of motion generated by (9),

dθ`
dt

= p`, (11)

dp`
dt

= −M sin(θ` − ϕ) = −Mx sin θ` +My cos θ`, (12)

are such that each particle feels the effect of all other ones only through the value of the

magnetisation (mean field)

~M = (Mx,My) = (M cosϕ,M sinϕ) =
1

N

N∑
`=1

(cos θ`, sin θ`), (13)

which is the first Fourier component of the particles spatial density.

This implies that each particle behaves like a charged particle in the field of a wave with

amplitude M = | ~M | and phase ϕ = Arg ~M . When the magnetisation is almost constant,

particles are almost independent, though they are a priori coupled through their individual

contributions to ~M via (13). Then, it makes sense to analyse their motion in the kinetic-

theoretical (θ, p) space where each particle may appear either trapped in the potential well

defined by ~M , or circulating with respect to this well, viz. in terms of a reduced one-particle
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effective Hamiltonian

h1(θ′, p′; ~M, ϕ̇) =
1

2
(p′ − ϕ̇)2 +M(1− cos(θ′ − ϕ)) (14)

which generates (11)-(12) for (θ`, p`) = (θ′, p′) after a Galileo transformation to the wave

frame when ϕ̇ is constant.

As the wave moves at its own velocity ϕ̇, it is sensible to understand this trapping in

the reference frame of its well [16]. The border between trapping and circulating behaviour

occurs at h1 = es with the separating energy es = 2M in the wave frame, and it is drawn in

the one-particle (θ, p) space by the two branches of the separatrix, with equation

p− ϕ̇ = ±2
√
M cos

θ − ϕ
2

. (15)

It is well-known that the pendulum has regular dynamics, but trajectories on either side of

the separatrix diverge exponentially in time (hence the name separatrix) [16].

Note that the dynamics (11)-(12) preserves total energy H =
∑

` p
2
`/2 + (1 −M2)N/2

and total momentum P =
∑

` p` =
∑

` θ̇`. It does not conserve the magnetisation, as

Ṁx = −N−1
∑
`

θ̇` sin θ`, (16)

Ṁy = N−1
∑
`

θ̇` cos θ`. (17)

Actually, for finite values of N , the magnetisation cannot be exactly conserved by the dy-

namics unless it vanishes exactly [15].

Note also that the total energy H bears no simple relation with the reduced one-particle

energies for individual particles, for two reasons. First, h1 is more conveniently expressed

in the magnetisation comoving frame. Second, even when ϕ̇ = 0, the potential term in h1

sums essentially to twice the total potential energy in H, while the kinetic term in h1 sums

to the total kinetic energy in H. In other words, the average of h1 over all particles is not

the average energy per particle e := H/N .

The equilibrium statistical mechanics of system (9)-(10) can be solved analytically in

both canonical and microcanonical ensembles [4]. Its caloric curve shows a second order

phase transition at the critical energy per particle e∗ = E∗/N = 3/4. In terms of the order

parameter | ~M |, the critical energy separates two types of solutions, those with | ~M | 6= 0

(e∗ < 3/4) and | ~M | = 0 (e∗ > 3/4). We refer to these regimes as subcritical and supercritical,

respectively.
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IV. NUMERICAL METHOD

By definition, the calculation of the Lyapunov exponents requires the knowledge of how

the flow Φ(x0; t), generated by (2), and its local deviations {δxi}, evolving by (4), behave.

Starting from a set of orthogonal deviation vectors, they are periodically re-orthonormalised

at the same time that the expansion of volumes of different dimensions is computed.

This normalisation rescaling prevents the divergence of the deviation vectors δx(t), and

the orthogonalisation ensures the calculation of rate of divergence along linearly independent

directions in space. The standard numerical approach is available in the references [7, 36, 40]

The perturbations evolve in the tangent space, obeying the linearised equations of motion

[6, 31]. The appropriate equations are

x ≡ (x1, x2, . . . , xn), ẋ(t) = F(x(t)),

wi ≡ (δxi,1, δxi,2, . . . , δxi,n), ẇi(t) = J(x(t))wi(t) , 1 ≤ i ≤ n
(18)

where one may set ‖wi(0)‖ = 1 for convenience in the Lyapunov exponents calculation. The

Jacobian (evaluated along the reference trajectory) and wi(t) refer to the linearised versions

of the actual equations of the system. Taking an initial condition x0 and an orthonormal

basis (δδδ
(0)
1 , δδδ

(0)
2 , . . . , δδδ

(0)
n ) for the linear equations, we carry out the numerical integration of

equations (18). In this process, one has a single nonlinear equation and a set of n linearised

equations. Every new point x in phase space provides a different Jacobian matrix, so that

each time step of integration involves a new linear operator J. Since ‖wi(t)‖ diverges

exponentially (with time), we apply at every period T the Gram-Schmidt orthogonalisation

procedure to the basis (w1(t), ...wn(t)). This process is iterated K times to estimate the

Lyapunov spectrum and vectors.

The steps for obtaining the exponents are thus :

i) for the nonlinear system, choose an initial condition x0 ; for the n linearised equations, define

an orthonormal set of initial conditions (δδδ
(0)
1 , δδδ

(0)
2 , . . . , δδδ

(0)
n ) ;

ii) the whole set of 1 + n differential equations is integrated simultaneously for a lapse T :

x0 7→ x(T ) and (δδδ
(0)
1 , δδδ

(0)
2 , . . . , δδδ

(0)
n ) 7→ (δδδ

(1)
1 , δδδ

(1)
2 , . . . , δδδ

(1)
n ) ;

iii) intervene on the solutions of linearised equations with the Gram-Schmidt procedure ; the or-

thogonalisation (δδδ
(1)
1 , δδδ

(1)
2 , . . . , δδδ

(1)
n ) 7→ (vvv

(1)
1 , vvv

(1)
2 , . . . , vvv

(1)
n ) uses a triangular matrix with unit
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entries on its diagonal, while the normalisation generates rescalings (vvv
(1)
1 , vvv

(1)
2 , . . . , vvv

(1)
n ) 7→

(uuu
(1)
1 ,uuu

(1)
2 , . . . ,uuu

(1)
n ) ;

iv) take the updated basis (uuu
(1)
1 ,uuu

(1)
2 , . . . ,uuu

(1)
n ) and x(T ) as new initial conditions, for the lin-

earised and nonlinear equations respectively, and repeat the process K times ;

v) the Lyapunov exponents are estimated as time averages λi =
1

KT

K∑
k=1

ln ||vvv(k)
i ||. Stop iterat-

ing when K is large enough to get convergence in the values of λi’s.

In particular, the Lyapunov exponents calculation for cosHMF model leads to the devia-

tion vector w ≡ (δθ1, δθ2, . . . , δθN , . . . , δp1, δp2, . . . , δpN), associated to the linearised equa-

tions

dδθ`
dt

= δp`, (19)

dδp`
dt

= −M cos(θ` − ϕ)δθ` +
1

N

N∑
j=1

cos(θj − θ`)δθj, (20)

that describe the fluctuations evolution w around x ≡ (θ1, θ2, . . . , θN , p1, p2, . . . , pN).

With unit probability, an arbitrary initial perturbation w0 will generate a vector con-

verging to the vector uuu1 in phase space, associated with the largest Lyapunov exponent. We

attribute to each particle the weight

δI` =
(δθ`)

2 + (δp`)
2

|w|2
(21)

to estimate its individual participation to the divergence rate between nearby trajectories

in 2N -dimensional phase space. This weight (normalised to unity) can be interpreted as

the sensitivity level of the region where particle k is in the kinetic space, which leads to the

operative notion of Lyapunov modes [8–10, 21, 27, 38].

V. RESULTS

The evolution equations (19)-(20) are solved numerically using the centered leapfrog

method with a time step ∆t = 0. 05. We need a symplectic integrator to ensure that the

numerical solution preserves the Hamiltonian nature of the model. Moreover, the method

is time-reversal invariant, second-order and robust [22]. Figure 1 shows the fluctuations in

the energy (9) and the total momentum P .
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FIG. 1. N = 104, e ≈ 0.55. Relative error of the energy and total momentum versus time.

Numerical techniques described in previous section are applied to the cosHMF model in

order to obtain the Lyapunov exponents. Figures 2 and 3 show in details the convergence

of the numerical procedure and the respective initial conditions for which the equations of

motion (11)-(12) are solved.

The initial condition displayed in Figure 2 corresponds to an out of equilibrium con-

figuration called waterbag. This distribution is defined as f(θ, p) = 1/(∆θ∆p) if 0 <

θ < ∆θ and |p| < ∆p/2, and f(θ, p) = 0 otherwise. This random uniform distribu-

tion over the rectangle of area ∆θ × ∆p provides a state in which the magnetisation is

M0 = [(1− cos ∆θ)2 + (sin ∆θ)2]1/2/∆θ and the energy is e = ∆p2/24 + (1−M2
0 )/2 [35].
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FIG. 2. N = 103, e ≈ 0. 55. (Left) Initial waterbag distribution with ∆θ = 0. 49 and ∆p/2 = 1. 80

that corresponds to the energy e ≈ 0. 55. (Right) Largest Lyapunov exponent value computed for

10 realisations versus simulation time.
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Figure 3 is obtained from equilibrium initial data. In this case, the initial magnetisation

and momentum are determined according to solutions of equilibrium statistical mechanics

and generated randomly by Monte Carlo method [25].
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FIG. 3. N = 103, e ≈ 0. 55. (Left) Initial equilibrium distribution with Gaussian momentum

distribution, kinetic energy per particle ≈ 0. 21, initial magnetisation | ~M0| ≈ 0. 55, corresponding

to the cosHMF equilibrium with energy per particle e ≈ 0. 56. (Right) Largest Lyapunov exponent

value computed for 10 realisations versus simulation time.

As mentioned previously, the growth of the solutions to (4) is bounded, and, for the same

energy and number of particles, the Lyapunov exponents should not depend on a particular

trajectory around which the perturbation is defined. To this end, one runs 10 realisations for

both types of initial conditions and show the convergence of λ1. From here on, our results

are generated from the equilibrium initial data as in Figure 3.

Figure 4 displays a full Lyapunov spectrum for the cosHMF model with N = 50 particles

(that means 100 exponent values). We check also whether our numerical method preserves

the symplectic nature of the dynamics by plotting the sum λı + λ2N−ı+1 which must vanish

according to (8).

Figure 5 displays a snapshot of the kinetic space for N = 50 particles in the subcritical

region (e ≈ 0. 55), using a colour scale and size scale depending on the value of our indicator

δI`. The continuous black line is the instantaneous separatrix, with two branches in the

typical form of a cat’s eye given by (15). These two branches meet at the instantaneous “X

point” associated with the unstable equilibrium of the one-particle Hamiltonian (14).

The colours provide a relative scale of δI`, in which the lowest value is indicated by
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FIG. 4. N = 50, e ≈ 0. 55. (Left) Lyapunov spectrum ordered according to the expression (7). The

abscissa is the index i = 1, 2, . . . , 100 for exponent λi. (Right) Test of relation (8) to assess how

well the Hamiltonian structure of the dynamics is preserved numerically, for each pair of exponents

(i, 2N + 1− i).

red and the highest by blue. The mark size is used as absolute scale, proportional to δI.

This figure shows that most of the δI` values are practically null (less than 10−5), with few

dominant weights located near the separatrix. In this equilibrium state, while particles move

due to the dynamics, they essentially remain in the same region, so that the same particles

come recurrently close to the cat’s eye, where chaotic motion is prevalent.

A similar pattern is also observed for other values of energy. Figure 6 displays repre-

sentations of the cosHMF kinetic space for energies ea ≈ 0. 25, eb ≈ 0. 55, ec ≈ 0. 70 and

ed ≈ 1. 00. The particles highlighted in blue are the particles for which δI` ≥ 10−5. We

clearly see the correlation of the higher values of δI with delimitant regions of the kinetic

space. In the subcritical cases (b)(c), the largest values of δI are located around the separa-

trix, between bounded and free particles. Case (a) corresponds to a confined regime where

the particles do not have enough energy to escape from their self-consistent potential well.

Nevertheless, the largest values of δI are situated near the separatrix. With the energy

ed > e∗, the system evolved to a disordered phase in which the magnetisation vanishes in

the thermodynamic limit and therefore the separatrix is not well defined ; in this case, our

numerical results indicate the largest δI` values distributed near p = 0, separating positive

and negative velocity states.

Actually, even when the thermodynamic limit predicts the order parameter M = 0 at
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FIG. 5. N = 50, e ≈ 0. 55. Snapshot of the cosHMF kinetic space write a colour and size scale

based on the weight δI` for each particle's contribution to the first Lyapunov vector. Colour scale

is relative while the size scale is absolute, proportional to δI`. The black line is the instantaneous

separatrix. In contrast with figures 6, 7 and 8, here the abscissa is the particle position θ, rather

than its relative position θ − ϕ with respect to the magnetisation angle.

equilibrium, the instantaneous value of the numerical output ~M for an individual realisation

is of the order of N−1/2 by the central limit theorem, what defines an instantaneous cat’s eye

with a width of the order of N−1/4. Particles with a velocity of the order of unity will not

be sensitive to this cat’s eye (though they would slowly diffuse in velocity [34], irrespectively

of the cat’s eye), but a particle with an O(N−1/4) velocity will come close enough to the

instantaneous X point, and such a particle will have the opportunity to pass the X point (if

its energy is high enough) or to reverse its velocity (if its energy is too low to pass). This

will generate a dichotomy on the slow particle behaviour, making it most sensitive to chaos.

Moreover, when this particle returns close to the X point (after a time of order O(N1/4 lnN)

as the period of the pendulum diverges near the separatrix), the X point and the separatrix

will have moved, because ~M itself fluctuates. Hence the particle may have crossed the

fluctuating separatrix between its two passages near the X point, making the new (passing

/ reversal) dichotomy somewhat decorrelated from the previous one. The velocity of slow

particles then approaches a random pattern, similar to the one observed in the slow relax-

ation of a quasi-stationary state to thermal equilibrium for the wave-particle model closely
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analogous to the cosHMF [20], and in the Chirikov-Taylor standard map [29].

FIG. 6. N = 104. Snapshot of the cosHMF kinetic space for different energy values (ea ≈ 0. 25,

eb ≈ 0. 55, ec ≈ 0. 70 and ed ≈ 1. 00). Blue dots represent particles for which δI` > 10−5. These

values are located next to the separatrix for subcritical energy cases (panels (a), (b) and (c)), and

around p = 0 in panel (d), corresponding a disordered phase.

Finally, we discuss the distribution of the weights δI`. A rough understanding of this dis-

tribution in a quasi-stationary regime with a mildly varying separatrix may start from the

idea that the one-particle dynamics (19)-(20) in tangent space (δθ`, δp`) results from multi-

plying this vector with Jacobian matrices generated by the corresponding particle trajectory

(θ`(t), p`(t)) and by the successive magnetisations ~M(t). To the extent that the dynamics

exhibits chaos, one may expect the successive stretchings to rescale the vector (δθ`, δp`)

more or less independently, so that ln ‖(δθ`(t), δp`(t))‖/‖(δθ`(0), δp`(0))‖ may obey a central

limit theorem. This would suggest that the observed weights δI` could obey a log-normal
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FIG. 7. Na = Nb = 2 × 103, Nc = Nd = 5 × 104, e ≈ 0. 55. (Left) Kinetic space with blue dots

representing particles for which δI` > 10−4. (Right) Comparison between cumulative distribution

function of log (δI`) and log-normal distribution. Panels (a) and (b) correspond the same case,

involving 2× 103 particles, as well as (c) and (d) that refer to 5× 104 particles.

distribution. Although the argument is oversimplistic, it is compatible with the cumulative

distributions observed on Figure 7.

We also use the weight δI to identify the particles carrying most of the contribution to

the Lyapunov vectors associated with other exponents. In Figure 8, for the same energy as

in figures 5, 6b and 7, we highlight the vectors associated with index kN/4 (1 ≤ k ≤ 4), so

that panel 8d corresponds to a null Lyapunov exponent. In agreement with intuition, the

smaller exponents give more weight to particles deeper in the potential well.

The distribution of weights was also considered for the first Lyapunov vector by Ginelli

et al. [21], who found a scaling
√
δI` ∼ `−1. As their work focused on the largest Lyapunov
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FIG. 8. Na = Nb = Nc = Nd = 3× 102, e ≈ 0. 55. Kinetic space where the blue dots highlight the

particles with the five largest values of δI, for the Lyapunov vectors associated with (a) λ75, (b)

λ150, (c) λ225 and (d) λ300.

exponent and its vector, they do not consider higher exponents and associated vectors. The

localisation of Lyapunov vectors is also discussed by Bosetti and Posch [10] and Taniguchi

and Morris [38], using a global measure of localisation like N−1 exp(−
∑

` δI` ln δI`). Here

we consider the detailed distribution of the weights for several Lyapunov vectors. If these

weights had a power-law distribution, say δI` ≈ C`−k (where k = 2 would correspond to

Figure 6 of Ref. [21]), then the cumulative distribution function of the weights would scale

like (δI)1−1/k.

Figure 10 presents the values of
√
δI` in function of its index `. As noted in Ref. [21] for

the Lyapunov vectors associated with λ1, we have
√
δI` ∼ `−1. The observed distributions

for other Lyapunov vectors of the spectrum, Figure 10(b), do not completely rule out the
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FIG. 9. Na = Nb = Nc = Nd = 3 × 102, e ≈ 0. 55. Comparison between cumulative distribution

function of δI` and log-normal distribution. Panels correspond to those of figure 8.

power-law scaling, but do not fully support it either, as well as the cumulative distributions

displayed in Figure 11.

VI. CONCLUDING REMARKS

We associate with each particle in an N -body system a weight δI` measuring their respec-

tive contribution to the chaoticity of the dynamics, in terms of the components of the first

Lyapunov vector, in a macroscopically stationary regime. While our numerical determina-

tion of δI` derives from the Gram-Schmidt procedure for evolving the tangent dynamics (4),

this weight refers only to the largest exponent, and therefore corresponds to the covariant

Lyapunov vector as well as to the “orthogonal” Lyapunov vector [33]. It is thus genuinely

16



FIG. 10.
√
δI` vs `, e ≈ 0. 55.

√
δI` sorted in decreasing order. Panel (a) corresponds to Figures 7

and panel (b) to Figures 8 and 9 .

intrinsic to the dynamics.

We applied this procedure to molecular dynamics simulations of the paradigmatic

cosHMF model. We checked our calculations accuracy by computing the whole Lyapunov

spectrum. According to the weight δI, the most chaotic regions in the kinetic space turn

out to be, for the cosHMF model at subcritical values of energy (e < e?), the vicinity of the

separatrix, in agreement with previous results [21]. High energy (e > e?) implies a gaslike

regime for the particle motion, in which the largest δI values are distributed around the

particles for which p = 0 : this domain is also the one where instantaneous one-particle

dynamics shows a small, fluctuating separatrix [18, 34].

We also discuss the distribution of weights among particles for Lyapunov vectors associ-

ated with higher-index exponents.

Thanks to its simplicity and its robustness, our approach may help in identifying chaotic

features of more complex interactions [3] and in providing a way to interpret the behaviour

of these systems with a reduced number of degrees of freedom.
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