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Bayesian Adaptive Reconstruction of Profile Optima and Optimizers∗
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Abstract. Given a function depending both on decision parameters and nuisance variables, we consider the
issue of estimating and quantifying uncertainty on profile optima and/or optimal points as functions
of the nuisance variables. The proposed methods are based on interpolations of the objective func-
tion constructed from a finite set of evaluations. Here the functions of interest are reconstructed
relying on a kriging model but also using Gaussian random field conditional simulations that allow
a quantification of uncertainties in the Bayesian framework. Besides this, we introduce a variant of
the expected improvement criterion, which proves efficient for adaptively learning the set of profile
optima and optimizers. The results are illustrated with a toy example and through a physics case
study on the optimal packing of polydisperse frictionless spheres.
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1. Introduction. A number of scientific and industrial questions boil down to optimization
problems: Physical equilibria are found by minimizing appropriate energy functionals, optimal
engineering designs are sought by minimizing so-called fitness functions, etc. Mathematically,
the deterministic system at hand (that can be defined also in the stochastic case, e.g., as an
expectation) is classically seen as a real-valued objective function f : x ∈ X −→ f(x) ∈ R

with domain X ⊂ E, where typically E = R
d for some integer d ≥ 1. Whenever f reaches

a global maximum, f� = maxx∈X f(x), values of x ∈ X such that f(x) = f� are usually
called points of (global) maximum or (global) maximizers. Here we focus on cases where the
input vector x can be split into a group of decision parameters α ∈ A and so-called nuisance
variables v ∈ V , such that X = A× V . In such a case, one can view the global maximum of
f with respect to the nuisance variables v as a function of α:

(1.1) f� : α ∈ A −→ f�(α) = max
v∈V

f(α, v) ∈ R,

which we refer to as a profile optimum or conditional optimum function. Assuming further
that f(α, ·) possesses a unique point of global maximum v�f (α) for any given α ∈ A (or defining
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cedex 5, France (yann.monerie@univ-montp2.fr).

490

http://www.siam.org/journals/juq/2/94955.html
mailto:david.ginsbourger@stat.unibe.ch
mailto:clement.chevalier@stat.unibe.ch
http://www.redice-project.org/
mailto:jean.baccou@irsn.fr
mailto:frederic.perales@irsn.fr
mailto:nicolas-garland@club-internet.fr
mailto:yann.monerie@univ-montp2.fr


ADAPTIVE LEARNING OF PROFILE OPTIMA AND OPTIMIZERS 491

one particular global optimizer in case there are several, e.g., the smallest one in dimension
1), we also consider the map of profile or conditional optimizers:

(1.2) v�f : α ∈ A −→ v�f (α) ∈ V.

Our main aim in the present work is to reconstruct f� and v�f under a drastically limited
evaluation budget of the objective function f . An example of profile optimum and profile
optimizer functions is shown in Figure 1, where the objective function f is the negative
rescaled Branin–Hoo function (see [21] and (2.8)).

Figure 1. Left: Profile optimizer v�f (black curve) and contour lines of the negative rescaled Branin–Hoo
function f defined in section 2 relying on (2.8). Right: Corresponding profile optimum function f�.

Concrete problems involving the reconstruction of profile optima and/or optimizers occur
in various contexts. Let us give a couple of examples:

• In reliability engineering, the vulnerability of a system may depend both on con-
trollable design variables α like materials and geometry, and also on uncontrollable
variables v like future climatic conditions (wind characteristics, temperature trends,
etc.). In such a case, one may be interested in the evolution of the worst-case scenario
with respect to the climatic conditions, seen as a function of the design variables. The
profile optimum function then maps any design α to the associated maximum level of
danger with respect to the climate variable, while the profile optimizer function repre-
sents the worst climatic condition vf (i.e., the one implying the highest level of danger)
as a function of the design variables α. A neighboring problem referred to as robust
inversion has been tackled in [8], involving nuclear criticality safety applications.

• In statistical modeling, it often arises that some likelihood function may be analyti-
cally maximized as a function of a subgroup of parameters, the other model parameters
being considered fixed. One then speaks of profile likelihood [36]. For example, this
happens in the case of a centered Gaussian vector with stationary covariance depend-
ing on a variance v (or its square root, often named scale) and on some correlation
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parameter α. It is then well known that the maximum likelihood estimator of v can
be derived analytically as a function of α. Plotting the optimal v as a function of α
then amounts to representing what we call here a profile optimizer function.

In the present work the main test case comes from physics, more precisely from an optimal
packing problem. A medium containing bidisperse frictionless spheres is considered, and the
maximum occupation density is numerically investigated as a function of the radii and a
coefficient tuning the volume fractions. A particular focus is put on the estimation of optimal
volume fraction coefficient (v�f ), seen as a function of the ratio of radii (α).

When addressing such problems in realistic conditions, each pointwise evaluation of the
function f corresponds to a timely expensive experiment (be it physical or numerical), so that
the number of calls to f is drastically limited by practical constraints. It is then mandatory to
appeal to approximations of f for reconstructing the f� and v�f functions. Here we concentrate
on the use of kriging and Gaussian random field models for estimating them, quantifying the
uncertainties associated with these estimations and reducing those uncertainties by appealing
to adaptive evaluation strategies in the sequential Bayesian framework.

This paper is organized as follows: in section 2, we present plug-in and Bayesian approaches
for reconstruction by kriging and uncertainty quantification on profile optimum and optimizer
functions. In section 3, we then propose a new infill sampling criterion, obtained as a variant of
the expected improvement, which aims at reinforcing exploration in regions of profile optima.
Detail is given on the computation and the numerical maximization of this new criterion, and
a theorem of consistency is provided for the associated sequential strategy under fixed mean
and covariance hyperparameters. In section 4, applications of the proposed methodology are
presented on an optimal packing problem. Conclusions and perspectives of future research
are given in section 5.

2. Plug-in and Bayesian reconstructions in the static framework. Preliminary to the
main contributions of the paper, about adaptive experimental design, we first set the nota-
tion and present the proposed profile reconstruction and associated uncertainty quantification
methods in the static framework. Let us now briefly discuss a crude “plug-in” approach and
then review the Bayesian approach under a Gaussian random field prior.

2.1. Plug-in approach: Estimating f� and v�
f based on an approximation of f . We

now assume that the function f was already evaluated at a set of points, or experimental
design,

(2.1) X = {x1, . . . ,xn} = {(α1, v1), . . . , (αn, vn)} ∈ (A× V )n.

Reconstructing f� and v�f directly from such data is not straightforward. A natural idea,
provided some prior knowledge about the function f is available, is to use an interpolator or
an approximation model for f and to reconstruct the profile maps based on this model. A
vast set of interpolation and approximation approaches may be envisaged [18], encompassing
polynomials, methods based on Fourier and wavelet analysis, splines, neural nets, and kernel
methods. Here we mainly focus on kriging [25, 10, 37, 9], a method originally used for
interpolating field data in geosciences. Assuming that noise-free evaluations of f at X are
available, and introducing the vector of observations

(2.2) z = (f(x1), . . . , f(xn))
′ ∈ R

n,
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where u′ denotes the transpose of the vector u, the so-called ordinary kriging (OK) predictor
is written as

(2.3) m(x) = μ̂+ k(x)′K−1(z− μ̂1),

where μ̂ = (1′K−11)−11′K−1z, k(x) = (k(x1,x), . . . , k(xn,x))
′, K = (k(xi,xj))(i,j)∈{1,...,n}2 ,

1 = (1, . . . , 1)′, and k is a positive definite kernel chosen a priori and/or tuned based on data.
In this noise-free context, a notable fact is that the OK predictor interpolates the data:

(2.4) m(xi) = f(xi) (1 ≤ i ≤ n).

Note that in the case where the observations are corrupted by Gaussian noise with mean 0
and variance τ2, the kriging equations are slightly modified through a substitution of K by
K + τ2I, and the interpolation property is lost. This variant (which slightly departs from
kriging with a nugget effect) is referred to as kriging with homogeneous noise variance in the
present work. Coming back to the profile functions and substituting f by m, we simply obtain
plug-in estimates for f� and v�f ,

m�(α) = max
v∈V

m(α, v),(2.5)

and v�m(α) such that

m(α; v�m(α)) ≥ m(α, v) (α ∈ A, v ∈ V ).(2.6)

Note that even if unicity of the profile maximizers is assumed for f , there is no reason why
this unicity should propagate to m. Here, for the sake of simplicity, we assume that the profile
maximizer of m is unique for any given α ∈ A, a realistic assumption in practice. Concerning
the quality of the approximation of f� by m�, it is straightforward that

(2.7) ||f� −m�||∞ ≤ ||f −m||∞,

where the norms refer to function spaces on A and A × V , respectively. In other words, if
one controls the error of the kriging predictor uniformly, the same control is guaranteed on
the map of profile maxima. The same does not hold, however, for the profile maximizers:
whatever ||f −m||∞ may be, it is always possible to have the maximizers v�f (α) and v

�
m(α) at

any given distance within the domain V .
In Figure 2, we give some first illustrations based on the negative rescaled Branin–Hoo

function f , defined over [0, 1]2 by f(x1, x2) = −fBH(15x1 − 5, 15x2), where

(2.8) fBH : (x1, x2) ∈ [−5, 10] × [0, 15] −→ a(x2 − bx21 + cx1 − r) + s(1− t) cos(x1) + s,

with a = 1, b = 5/(4π2), c = 5/π, r = 6, s = 10, and t = 1/(8π).
Here two different experimental designs are considered. In the first case, f is known at

n = 10 points only, forming a so-called Latin hypercube design (LHD). In the second case,
the LHD is made of n = 20 points. Here the LHDs are generated using the R package lhs [7]
with “optimum” option and default settings. In both cases, an anisotropic Matérn kernel with
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smoothness parameter fixed to ν = 3/2 is chosen for k (See Table 1 in [34], freely available
online) and the corresponding scale and range hyperparameters are estimated by maximum
likelihood using the DiceKriging R package [34]. One can see in Figure 2 that f� and v�f are
better reconstructed with the 20-point design, as expected. More specifically, Table 1 gives
the bias obtained on the profile optimum and profile optimizer functions measured as follows:

bv
�
f :=‖v�m − v�f‖ ,(2.9)

bf
�
:=‖m� − f�‖ ,(2.10)

where the considered norms are either L2 or L∞ on appropriate spaces.
In applications the use of the bias as a performance indicator is unrealistic, as the true v�f

and f� are unknown. The next subsection discusses uncertainty quantification approaches in
the case where a Gaussian random field prior is put on the objective function f .

2.2. Bayesian approach under a Gaussian random field prior. An alternative approach
proposed here, which complements the prediction by kriging presented in the last section,
consists in assuming a Gaussian random field prior for the function f and then relying on the
obtained posterior predictive distribution to draw conclusions about the profile optima and
optimizer functions. In such a framework, f is seen as one possible realization (i.e., Z·(ω) for
some ω ∈ Ω, Ω being the underlying sample space) of a Gaussian random field (Zx)x∈X with
mean μ and covariance kernel k. Then not only may f be approximated by the conditional
expectation Ẑx = E[Zx|ZX], but the approximation error happens to itself be a centered
random field with an analytically tractable covariance. Under well-known technical conditions
[30], e.g., a uniform improper prior on μ, it turns out that the conditional expectation coincides
with the OK predictor of (2.3):

(2.11) E[Zx|ZX = z] = m(x),

while for any pair of points (x,u) ∈ X 2 the covariance of the prediction error is

(2.12) Cov[Zx−Ẑx, Zu−Ẑu] = k(x,u)−k(x)′K−1k(u)+
(1− k(x)′K−11)(1 − k(u)′K−11)

1′K−11
.

Using this result, one may simulate Gaussian random field realizations that honor the data
while giving a quantification of uncertainty for various quantities regarding f . Here we use that
workflow to enhance the estimation of the f� and v�f functions and also to provide associated
measures of accuracy that do not depend on validation data. Instead of basing our estimates
on a single predictor as in the plug-in approach, we rely on a set of conditional simulations

zi(·) = Z·(ωi) (1 ≤ i ≤ s).

In other words, the f� and v�f functions are represented by the random process Z� and the

random field1 v�Z , themselves being approximated by the sets of functions {z�1 , . . . , z�s} and
{v�z1 , . . . , v�zs}. An example of such sets of functions, obtained from conditional simulations,

1See [22] for a discussion on the almost sure unicity of the optimizer for suitable Gaussian random field
models.
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Figure 2. Plug-in estimates v�m (top) and m� (bottom) obtained from 10-point (left) and 20-point (right)
experimental designs. The estimates are thick black curves. The blue dashed curves represent the actual v�f and
f� functions. The triangles stand for the design points.

Table 1
Model bias if 10 or 20 locations are evaluated.

Norm Indicator 10 obs. 20 obs.

L2 bf
�

12.97 3.94

L2 bv
�
f 0.13 0.04

L∞ bf
�

25.46 10.17

L∞ bv
�
f 0.32 0.09

is shown in Figure 3. Here s = 25 conditional simulations are computed on a 50 × 50 grid,
leading to 25 functions z�i and v�zi , 1 ≤ i ≤ s. Clearly, the functions z�i and v�zi have a
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higher dispersion when they are obtained from simulations conditioned on 10 observations
(left plots). This suggests using this dispersion as an indicator to quantify the uncertainty,
given the observations, on the true unknown functions f� and v�f .

How to quantify the variability associated with a set of curves remains an open question, to
which various answers have been detailed throughout the literature of probability theory [28].
In the present work, we quantify this variability using the expectation of the distance between
two (independently) simulated profile optimizers v�Z1

, v�Z2
or profile optimum functions Z�

1 ,
Z�
2 :

Hv�f :=E
[‖v�Z1

− v�Z2
‖|ZX = z

]
,(2.13)

Hf� :=E [‖Z�
1 − Z�

2‖|ZX = z] ,(2.14)

where the considered norms are either the L2 or L∞ norm. Note that H
v�f
n and Hf�

n can be
computed without knowing the true functions f� or v�f . In section 4 we will also compute the
so-called risks

rv
�
f :=E

[‖v�Z1
− v�f‖|ZX = z

]
,(2.15)

rf
�
:=E [‖Z�

1 − f�‖|ZX = z] ,(2.16)

which require us to know f� and v�f , respectively. Coming back to the Branin–Hoo toy
example, estimates of these indicators relying on 1000 conditional simulations are displayed
in Table 2. It appears that the variability and the risk are lower for 20-point design than
for the 10-point design, as could be anticipated. In general, one may expect the uncertainty
to be reduced if more locations are evaluated. Under a limited evaluation budget, the next
evaluation location must be chosen carefully. The next section tackles this issue and introduces
a new sampling criterion: the profile expected improvement.

3. Adaptive design of experiments for Bayesian profile curve reconstruction.

3.1. Problem setup: How to choose the next point. We previously observed in a toy
example that the quality of the profile function reconstructions increased with the size of
the experimental design, a feature corroborated by the variability of the simulated profiles
obtained by conditional simulations. Of course no general conclusion may be drawn from a
single comparison with arbitrary settings, but this reflects what may reasonably be expected:
adding experiments generally tends to improve the profile estimates and reduce the associated
uncertainty. Note that in the example above, the two experimental designs are generated
independently of each other. In practice, however, one rather needs to augment an existing
design with new well-chosen points, be it in a sequential (one point after the other, as in [21])
or in a batch-sequential manner [17].

Several approaches have been explored for efficient sequential strategies dedicated to vari-
ous goals in the Gaussian process framework. A standard problem is to design new experiments
for reducing the integrated mean-squared error (IMSE), i.e., improving the predictivity of a
Gaussian process model by treating all areas of the domain equally [35]. Variants of IMSE
criteria have been proposed, notably for learning the contour lines of a function corresponding
to a prescribed target level [32, 6]. Another question that has inspired a number of sequential
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Figure 3. Profile optimizers v�zi and profile optima functions z�i of s = 25 realizations zi, 1 ≤ i ≤ s, of a
Gaussian random field conditioned on 10 (left) and 20 (right) observations of the test function f (see (2.8)).

Table 2
Risk and uncertainty indicators for the profile optima and optimizer functions in terms of L2 and L∞

norms if the test function f is evaluated at 10 or 20 design points. The setup is the same as for Figure 3.

Norm Indicator 10 obs. 20 obs.

L2 Hf� 20.49 11.60

L2 rf
�

22.32 10.17

L2 Hv�f 0.18 0.11

L2 rv
�
f 0.17 0.09

L∞ Hf� 44.27 31.03

L∞ rf
�

45.84 26.79

L∞ Hv�f 0.49 0.27

L∞ rv
�
f 0.40 0.21
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and batch-sequential strategies is the global optimization of f , i.e., both estimating the global
maximum and locating the corresponding global maximizer(s). Various infill sampling crite-
ria for sequential optimization strategies using Gaussian process models have been proposed
[20], including the probability of improvement (PI), the expected improvement (EI), and the
expected conditional entropy of the maximizer [40]. Due to its conceptual simplicity and its
good empirical performances, EI has become very popular in the past 15 years for solving
medium-dimensional derivative-free nonconvex global optimization problems under a severely
limited budget. Even though it is known that the optimality properties of EI are only in the
one step look-ahead framework [27, 16], there exist some theoretical guarantees on the con-
vergence of EI algorithms given a few restrictions on the family of kernels used [38]. Several
variants of EI for constrained or batch-sequential problems exist, and both the criterion and
its maximization are coded in open source programs [34, 31].

3.2. Profile EI: A variant of the EI criterion. In the present work, we aim at adapting
EI in order to create an efficient infill sampling criterion for sequentially learning the profile
maxima and/or profile maximizer functions. Before looking more precisely into the matter
and presenting the so-called profile EI (PEI) criterion, let us briefly recall the basics of EI. In
standard EI settings the variable x does not have to be split into two subgroups (v and α);
everything happens as if there were no parameter α so the domain of x reduces to V . The
EI criterion at an arbitrary point x is defined as average departure of f(x) above the current
maximum max1≤i≤n f(xi) under the Gaussian field model:

(3.1) EI(x) = E

[(
Zx − max

1≤i≤n
Zxi

)+
∣∣∣∣∣ZX = z

]
= E

[
max

(
0, Zx − max

1≤i≤n
Zxi

) ∣∣∣∣∣ZX = z

]
.

A very practical aspect about the EI criterion defined in (3.1) is that an analytical formula
exists that expresses EI in terms of a simple function of the kriging predictor and the associated
prediction variance at the point of interest only:

(3.2) EI(x) =

{
σ(x) (u(x)Φ(u(x)) + φ(u(x))) if σ2(x) �= 0
0 else,

where u(x) = (m(x)−max1≤i≤n f(xi))/σ(x) and σ
2(x) is the OK prediction variance (given

by (2.12) for u = x). Φ and φ denote, respectively, the cumulative distribution function and
probability density function of the standard Gaussian distribution.

Returning to our motivating problem of profile estimation, there is now a need to distin-
guish between α and v. Indeed, we do not wish our sequential strategy to target only regions
with the highest response level over the whole domain A × V . Rather, a strategy is needed
that visits points having a potential for being points of profile maximum for all values of
the parameter α. Hence, between two points corresponding to two different values of α, we
would favor the point that has the most potential of improvement with respect to the current
maximum corresponding to its α value. However, as no response value may have already been
obtained with exactly the same α, our approach consists in calculating a PEI that compares
Z(α,v) with a target value T (α) depending on maxw∈V m(α,w):

(3.3) PEI(α, v) := E

[(
Z(α,v) − T (α)

)+ ∣∣∣ZX = z
]
,
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Figure 4. EI(α, v) and PEI(α, v) functions obtained from a 20-point initial design of experiments (black
triangles). The blue dashed curves represent the actual v�f function. EI and PEI are represented through
grayscale contour lines (with colors ranging from dark to light gray with increasing criterion value). The red
stars (see the top left corner for the right graph) stand for the points of global maximum of the criteria.

where the target is defined by

(3.4) T (α) := min

(
max
w∈V

m(α,w), max
1≤i≤n

Z(αi,vi)

)
.

Let us remark that the “cap” at the current maximum max1≤i≤n Z(αi,vi) was added for prevent-
ing the criterion from vanishing in regions where maxw∈V m(α,w) would artificially overshoot
the data and prohibit global exploration of the input space. This cap is needed for the consis-
tency proof given later in this section. In turn, PEI straightforwardly inherits the tractability
of EI, leading to the formula

(3.5) PEI(α, v) =

{
σ(α, v) (g(α, v)Φ(g(α, v)) + φ(g(α, v))) if σ(α, v) �= 0,
0 else,

where g(α, v) = (m(α, v) − T (α))/σ(α, v).
Figure 4 highlights the differences between the PEI and the classical EI using our toy

example and a 20-point experimental design. The key difference here is that the expectation of
the improvement in the classical EI is usually computed with respect to the current maximum
observation max1≤i≤n f(xi), while with the PEI criterion the threshold depends on α. This
feature allows a trade-off between global exploration and an intensified search of locations
that are expected to be close to the profile optimizer curve v�f . In terms of computational
complexity, it is reasonable to anticipate that the most penalizing dimension will be that of
the space V . Indeed, when the dimension of V increases, the computation of PEI at a given
(α, v) becomes more difficult because of the optimization over V required to compute T (α).
Moreover, the optimization of PEI over A× V is also more difficult. In the next section, we
will show that it is possible to partially address this issue.
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3.3. Computation and maximization of PEI. We are now interested in algorithms to
compute and maximize the PEI criterion over A× V . As explained previously, a deeper look
at (3.3) shows that each computation of PEI at a location (α, v) ∈ A × V involves a global
optimization over V to find the threshold T (α). Thus, a brute-force maximization of PEI over
A × V appears to be computationally expensive and highly sensitive to the dimension of V .
If, on the other hand, for a given α ∈ A, the threshold T (α) is computed, then computing PEI
at (α, v) for any v ∈ V simply requires computing kriging means and variances and applying
the (fast to evaluate) formula (3.5). To take advantage of this instead of maximizing the PEI
over A× V , we suggest to equivalently maximize the profile PEI:

(3.6) α ∈ A −→ PEI�(α) := max
w∈V

PEI(α,w),

whose evaluation at any α ∈ A requires two global optimizations:

• one global optimization to find the threshold T (α),
• one global optimization to maximize PEI(α, ·) over V .

Once a global maximizer α� of PEI� is identified, we obtain a global maximizer of PEI by
taking (α�, v�), where v� maximizes PEI(α�, ·). The advantage of the proposed method is
that we now need to maximize a criterion over A and not over A×V . In addition, this criterion
is not much more expensive than the PEI: it involves only two optimizations over V instead
of one. The maximization of PEI� thus becomes much more convenient if the dimension of
V increases. In fact, the maximization of PEI� now has a cost which is “symmetric” in the
sense that it depends similarly on the dimension of A and V .

The optimizations involved in the computation of PEI� only require computing kriging
means and variances. The latter can be evaluated at a large number of locations xn+1, . . . ,
xn+p ∈ A × V by precomputing the quantities that do not depend on them, including in
particular the inverse of the covariance matrix at the observation locations, K−1, and the
matrix-vector product between K−1 and the column vectors that do not involve x (see (2.3)
and (2.12)). For large p and with the proper precomputations, the cost for computing kriging
means and variances at p locations are, respectively, in O(np) and O(n2p), where n is the
number of available observations. In the present paper, given the relative simplicity of the
examples, the two optimizations (over V ) involved in (3.6) and the optimization of PEI� (over
A) are handled through a regular grid of size p for both α and v, so that the optimal location
(α�, v�) can be found by simultaneously computing p2 kriging means and variances. However,
given the clear limitation of this approach when the dimension of the problem increases,
our code also permits the use of other optimization methods, such as the genetic algorithm
implemented in the genoud R package [26]. A budget too low for the optimizations over V or
over A can have different effects. Regarding A first, a low optimization budget might cause
the algorithm to pick a point which does not have the largest PEI�. For V it is the PEI�

itself which might not be correctly computed, as the threshold T (α) might be underestimated.

Figure 5 exhibits the sequence of points evaluated by sequentially maximizing PEI. The
20-point initial design of sections 2.2 and 3.2 is used. Then 40 points are added sequentially.
One can see that after 40 iterations (bottom left and right plots), both the true profile optima
and optimizer functions are well estimated (small bias). In addition, conditional simulations
exhibit a low variability, which means that the uncertainties Hf� and Hv�f have been reduced.



ADAPTIVE LEARNING OF PROFILE OPTIMA AND OPTIMIZERS 501

Figure 5. Plug-in estimate (solid dark curves) v�m (left) and m� (right) together with the true functions v�f
and f� (blue dashed curves) after having evaluated an initial 20-point design of experiments (black triangles) and
20 (top) or 40 (bottom) additional points (red triangles) chosen by sequentially maximizing PEI. In addition, 25
profile optima z�i and profile optimizers v�zi are printed (thin lines in various colors), obtained from Gaussian
process realizations conditioned on the available observations.

This uncertainty reduction is quantified (relying on 1000 conditional simulations) in Table 3
and represented in Figure 6.

3.4. Convergence property with fixed mean and covariance. Here we follow the route
of [38], where convergence properties are proven for the expected improvement algorithm
under fixed mean and covariance functions. Throughout the section, the input space X ⊂ R

d

is assumed compact, and the covariance kernel k used for kriging is assumed to enjoy the
so-called no-empty-ball (NEB) property.
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Table 3
Uncertainty, risk, and bias indicators on the profile optimizer and optima functions after having evaluated

the Branin–Hoo function at a 20-point initial design of experiments and after having added 20 and 40 additional
points by PEI maximization.

Norm Indicator 20 obs. 20 + 20 obs. 20 + 40 obs.

L2 Hf� 11.47 1.62 0.63

L2 rf
�

9.54 1.34 0.51

L2 bf
�

3.92 0.42 0.09

L2 Hv�f 0.13 0.07 0.04

L2 rv
�
f 0.10 0.05 0.03

L2 bv
�
f 0.04 0.02 0.01

L∞ Hf� 32.27 4.46 1.80

L∞ rf
�

25.32 3.69 1.48

L∞ bf
�

10.17 1.35 0.36

L∞ Hv�f 0.28 0.16 0.10

L∞ rv
�
f 0.21 0.12 0.08

L∞ bv
�
f 0.09 0.07 0.02
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Figure 6. Evolution of the uncertainty, risk, and bias indicators for the estimated profile optima (left) and
optimizer functions (right) in the course of the PEI algorithm (log. scale).

Definition 3.1. The covariance kernel has the NEB property if, for all sequences (xn)n≥1

in X and all y ∈ X , the following assertions are equivalent:

(i) y is an adherent point of the set {xn, n ≥ 1}.
(ii) σ2(y;Xn) → 0 when n→ +∞,

where σ2(y;Xn) refers to the kriging variance (a.k.a. mean-square prediction error) at the
point y knowing the objective function at Xn = (x1, . . . ,xn) ∈ X n.

Note that a sufficient condition for the NEB property is obtained in [38], where it is proved
that stationary kernels with a spectral density converging to zero sufficiently slowly have the
NEB property. In particular, the exponential covariances (with exponent smaller than two)
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and the class of Matérn covariances have the NEB property [38], but the Gaussian covariance
does not have it. This may cause inconsistency in EI algorithms, as illustrated in [41].

Another important assumption made in what follows is that the objective function f
belongs to H, the reproducing kernel Hilbert space (RKHS) associated with the kernel k [2, 5].

Here and in the following, ρ�n(α, v) := PEIn(α, v) := E
[(
Z(α,v)−Tn(α)

)+∣∣ZXn = zn
]
with

Tn(α) := min
(
maxw∈V mn(α,w),max1≤i≤n Z(αi,vi)

)
, where zn refers to the objective function

values at Xn and mn refers to the kriging mean based on Xn, zn. Note that subscripts are
used in the same way for further quantities, such as in the following theorem. Note finally
that here and in what follows, the dependence of various quantities on the objective function
f may be stressed or not depending on the context. Before going further into technical detail,
let us now state the main theorem of the section.

Theorem 3.2. Assume that the covariance kernel k has the NEB property and that X =
A × V is compact. Then, for all xinit = (αinit, vinit) ∈ A × V and all f ∈ H, the sequence
(xn)n≥1 = (αn, vn)n≥1 generated by the algorithm

(3.7)

{
x1 = xinit,
xn+1 = (αn+1, vn+1) = argmax(α,v)∈A×V ρ

�
n(α, v)

is dense in X .
In other words, a sequence of points (xn)n≥1 generated by sequentially maximizing PEI

will eventually fill the space. Note, furthermore, that as noticed in [38, Remark 5] in the
case of the EI criterion, even if there is no guarantee that the maximizer of ρ�n is unique,
considering algorithms that measurably choose xn+1 among the maximizers of ρ�n would lead
to the same result. A crucial point for proving Theorem 3.2 is that the PEI criterion actually
writes as

(3.8) ρ�n(x) = γ(mn(x)− Tn(x), σ
2
n(x)),

where Tn(x) := Tn(α) for x = (α, v) and

(3.9) γ : (z, s) ∈ R× [0,+∞) −→ γ(z, s) =

{ √
sφ(z/

√
s) + zΦ(z/

√
s) if s > 0,

z+ = max(z, 0) if s = 0.

In particular, γ is known to be a continuous function satisfying the following: for all z ≤
0, γ(z, 0) = 0 and for all z ∈ R, for all s > 0, γ(z, s) > 0.

Before proving Theorem 3.2, let us state and prove a very useful lemma, an analogue
for the PEI criterion of Lemma 12 of [38]. Always following [38], let us denote Mn :=
max (f(x1), . . . , f(xn)) and ν�n := supx∈X ρ�n(x) (n ≥ 1). In particular, let us remark that
for all n ≥ 1, ν�n = ρ�n(xn+1) = γ(mn(xn+1)− Tn(xn+1), σ

2
n(xn+1)).

Lemma 3.3. For all f ∈ H, lim infn→+∞ ν�n(f) = 0.
Proof. For any arbitrary f ∈ H, set sn = σ2n(xn+1, f) and z

�
n = mn(xn+1, f)−Tn(xn+1, f),

so that ν�n(f) = γ(z�n, sn). Let y� ∈ X be an accumulation point of (xn), and let (xφn) be
a subsequence of (xn) converging to y�. We are not exactly going to prove that ν�φn−1 →
0, as done in [38] for an analogue quantity, but rather that ν�φψn−1 → 0 for some further

extraction (i.e., increasing) function ψ : N → N. We know from [38, Proof of Lemma 12]
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that mφn−1(xφn , f) −→ f(y�) and that (Mφn−1(f)) is a bounded increasing sequence (and
so converges) with a limit lower-bounded by f(y�). We will now prove that the sequence
(Tφn−1(xφn)) = (min (Mφn−1(f),maxv∈V mφn−1((αφn , v), f))) is bounded.

As (Tφn−1(xφn)) is clearly upper-bounded by any upper bound of (Mφn−1(f)), it suffices to
prove that (maxv∈V mφn−1((αφn , v), f)) is lower-bounded. This last point follows from the fact
that maxv∈V mφn−1(αφn , v) ≥ mφn−1(xφn) −→ f(y�). (Tφn−1(xφn)) being bounded, we can
extract from it a converging subsequence

(
Tφψn−1(xφψn

)
)
. Since, by continuity, f(xφψn−1

) −→
f(y�), we get that Tφψn−1(xφψn

) ≥ min
(
f(xφψn−1

),mφψn−1
(xφψn

)
) −→ f(y�), and so

lim
n→+∞ z�φψn−1 = lim

n→+∞mφψn−1(xφψn
, f)− lim

n→+∞Tφψn−1(xφψn
) ≤ 0.

Finally, noting that sφψn−1 → 0 we conclude similarly as in [38] that

ν�φψn−1 = γ
(
z�φψn−1, sφψn−1

)
→ γ

(
lim

n→+∞ z�φψn−1, 0

)
= 0,

which completes the proof of the lemma.

Proof of Theorem 3.2. Again, we closely follow the proof scheme of [38, Theorem 6], with
a slight adaptation due to specifics of the PEI criterion. Let us fix f ∈ H and assume that
(xn(f)) is not dense in X . Then there exists a point y� ∈ X which is not adherent to (xn(f)),
and so by the NEB property, infn≥1 σ

2
n(y

�, f) > 0. Besides, by the same argument as in [38],
the sequence (mn(y

�, f)) is bounded. We now use the fact that the specific γ of (3.9) is a
decreasing function of the first variable for any fixed positive value of the second one to get
that, for any k ≥ 1, γ(mk(y

�, f)− Tk(y
�, f), σ2k(y

�, f)) ≥ γ(mk(y
�, f)−Mk(f), σ

2
k(y

�, f)) as
Tk(·, f) ≤Mk(f) and σ

2
k(y

�, f) > 0. We then obtain that

ρ�n(y
�, f) ≥ inf

k≥1
γ
(
mk(y

�, f)− Tk(y
�, f), σ2k(y

�, f)
)

≥ inf
k≥1

γ
(
mk(y

�, f)−Mk(f), σ
2
k(y

�, f)
)
> 0,

which contradicts Lemma 3.3 and hence concludes the proof.

4. Applications, industrial test case in physics.

4.1. Random close packing of granular matter.

4.1.1. General context. Granular materials are large conglomerations of discrete macro-
scopic particles. A few examples include sand, powder, rocks, cereals, or pharmaceutical
pills. They play an important role in varied industries such as civil engineering, agriculture,
pharmaceutical engineering, and energy production. In the framework of nuclear safety, after
many years the fuel pellets in a nuclear reactor develop cracks because of thermal stresses.
In addition, during a hypothetical nuclear accident, additional fragmentation is postulated to
occur because of the thermal-mechanical response to the transient loading conditions. The
fuel pellets stacked into tubes can thus be considered as close-packed granular clusters.

The complex static and flow properties of granular materials have been extensively studied
during the last decades [13]. In particular, the arrangement of the grains has a significant
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influence on these properties. The density, which is the volume fraction filled by the particles,
is a key quantity to characterize the state of granular materials.

In the test case considered here, the granular material is represented by a configuration of
hard spheres subjected to unilateral contacts. Note that in the monodisperse case, the close
packing density in two dimensions is known and is about 0.907 (crystalline arrangements).
However, few studies focus on polydispersity and its impact on mechanical behavior. For
polydisperse granular media, the close packing density depends on the geometry of grains.
The close packing density can hence be viewed as a maximum of a geometric problem, which
is often tackled using stochastic methods [12, 33]. For any initial grain configuration, the
corresponding optimal state can be approximated numerically by assuming grains without
friction and hydrostatic stress on the sample [24, 1]. In practice, the close packing density
is typically estimated by taking the maximum among numerically estimated close packing
densities obtained from a number of random initial grain configurations.

In this paper, the previous Gaussian random field framework is applied to the study of
the close packing density of a bidisperse sample in two dimensions. The contact interactions
between the grains are treated using the nonsmooth contact dynamics approach [29, 19]. The
numerical developments have been performed in the framework of the LMGC90 platform [23].
The main assets of LMGC90 are the large range of contact laws already implemented and
its ability to consider more complex surface interactions (cohesion, wear, etc.) with neither
regularization nor penalization schemes.

4.1.2. Description of the test case. The initial domain is a square box randomly filled
(uniformly, with rejection in case of overlap) with 3000 hard disks of radius R1 = 0.1m and
R2. The two input parameters are the radius ratio R1/R2 and the density of large disks

N1R2
1

N1R2
1+N2R2

2
, where N1 (resp., N2) is the number of spheres of radius R1 (resp., R2 ≤ R1).

These input parameters are denoted by X and W , and their ranges of variation are [4, 10] and
[0.1, 0.9], respectively. Moreover, a pressure stress P = 106Pa is exerted on the top and the
right sides, and the left and bottom sides are blocked (see Figure 7).

For any given ratio X, the goal is to determine the corresponding density W leading to
the maximum of the code response. Returning to expression (1.2), it can be reformulated as
a problem of reconstruction of profile optimizers, where f is the maximal packing fraction,
α := X, and v := W . The computational time of one simulation is about 4 hours using
in-house computing facilities. Therefore, an adaptive experimental design appears to be an
appropriate alternative to classical experimental designs because it is compulsory to keep an
affordable number of simulations, while ensuring an accurate reconstruction of the curve of
interest. Before considering the design construction, a first step in our analysis consists in
estimating the map of profile optimizers from a large set of simulations. The obtained estimate
will then be used to evaluate the capability of the adaptive experimental designs obtained by
our procedure. All the numerical tests have been performed using R statistical software and
an application programming interface between LMGC90 and R developed in Python thanks
to the rPython R package [15].

4.2. Estimation of the function of profile optimizers. The range of variation associated
with the input parameters is discretized using a full factorial experimental design with 25
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Figure 7. Random close packing of 3000 hard disks.

(resp., 41) levels in the α (resp., v) directions. It turns out that the simulated maximum
packing fraction exhibits a strong spatial variability due to the random initial configuration of
the hard spheres [12, 33]. As nondeterministic results lead to a perturbated curve of interest,
kriging with homogeneous noise variance (recalled in section 2) is applied on a 200 × 200
regular grid in order to integrate the variability within the data modeling. The noise variance
τ2 is assumed constant on the whole domain and has been estimated to 10−5 using the nugget
estimation procedure of the DiceKriging package [34].

The corresponding postprocessed maximum packing fraction is depicted in Figure 8. As
expected, the spatial variability in the reconstructed surface has been reduced, leading to a
simple curve of profile optimizers (v�f (α) ≈ 0.7) with a very small dependence on the dispersity
ratio α, which is consistent with the literature [14].

Since the reference map of profile optimizers and the profile optimum function are esti-
mated after kriging, they are subject to uncertainty. As an example, Figure 8 shows these
two quantities obtained from s = 25 realizations, zi, 1 ≤ i ≤ s, of a Gaussian random field
conditioned on 1025 observations. Moreover, the third column of Table 4 lists the values of
the associated uncertainty, risk, and bias measures computed from 1000 simulations.

4.3. Construction and performance evaluation of adaptive experimental designs based
on PEI. We now want to compare the performances of our criterion based on sequential PEI
maximization with other evaluation strategies, such as sequential IMSE minimization (see,
e.g., [32]), sequential EI maximization, or pure uniform random sampling. A total of 100
random initial experimental designs of 20 points each are used. They are generated with the
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Figure 8. Maximum packing fraction obtained from a 1025-point full factorial experimental design. The
surfaces are reconstructed by kriging with homogeneous noise on the original data. 25 functions of profile
optimizers v�zi and profile optima z�i of s = 25 conditional realizations zi, 1 ≤ i ≤ s, of a Gaussian random field
conditioned on 1025 observations of the test function are also represented.

optimumLHS function of the LHS R package. Each strategy is tested using all 100 initial
designs. For each strategy and initial design, we sequentially evaluate a total of 40 additional
points and compare the results in terms of uncertainty, risk, and bias. The results are then
averaged. At each iteration, the objective function is evaluated at one point only. Concerning
the Gaussian random field model, ordinary kriging with a separable Matérn covariance kernel
(with smoothness parameter ν = 3/2) is used. The parameters of this covariance kernel are
estimated, plugged in, and renewed at each iteration using maximum likelihood estimation.
To calculate the bias and the risk, we assume that the reference profile optimizer and profile
optimum functions are those obtained after having evaluated the function on the full 1025-
point experimental design.

A number of conclusions can be drawn from the results given in Table 4. It appears
that the evaluation strategy based on the PEI maximization provides good performance for
estimating both the profile optimizer and the profile optimum functions. In particular, PEI
clearly outperforms the other strategies for the estimation of f�. However, although the
performances of PEI remain good in terms of estimation of v�f , its domination over the other
criteria is less marked than for f�. Similarly to the EI, which is more suited to find the
maximum of a function than the maximizer (see, e.g., [39]), the PEI is more adapted to find
the profile optimum function f� than the profile optimizer. Another important remark is that
the covariance parameters obtained after the 40 sequential evaluations are not the same for all
strategies, as they are always re-estimated from the new observations. This might introduce
a bias of our measures of uncertainty if, e.g., one strategy tends to evaluate locations leading
to a higher range estimate. For completeness, we also conducted an analogue experiment
where the covariance parameters were estimated from the initial design of experiment of 20
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Table 4
Comparison of the decrease of the model uncertainty, risk, and bias obtained from different sequential

evaluation strategies. The results are averaged over a total of 100 runs. Values in brackets are the associated
standard deviations (Monte Carlo estimator of the mean).

Norm Ind. Full 20-pt. initial Uniform IMSE EI PEI

design design design design design design

L2 Hf� 0.18 0.80 (0.012) 0.56 (0.007) 0.52 (0.005) 0.79 (0.016) 0.39 (0.004)

L2 rf
�

0.13 0.93 (0.022) 0.56 (0.011) 0.54 (0.011) 0.90 (0.024) 0.43 (0.010)

L2 bf
�

0 0.78 (0.033) 0.40 (0.015) 0.41 (0.018) 0.61 (0.021) 0.32 (0.015)

L2 Hv�f 4.4 34.9 (1.19) 20.4 (0.78) 20.9 (0.75) 32.2 (1.24) 18.2 (0.37)

L2 rv
�
f 3.1 28.3 (1.01) 16.0 (0.65) 16.7 (0.63) 26.4 (1.04) 15.4 (0.40)

L2 bv
�
f 0 15.6 (1.18) 7.3 (0.74) 6.8 (0.63) 17.4 (1.36) 7.6 (0.44)

L∞ Hf� 0.16 0.70 (0.013) 0.50 (0.007) 0.46 (0.005) 0.69 (0.016) 0.33 (0.004)

L∞ rf
�

0.11 0.86 (0.020) 0.54 (0.012) 0.49 (0.007) 0.91 (0.027) 0.36 (0.009)

L∞ bf
�

0 0.67 (0.026) 0.38 (0.013) 0.36 (0.012) 0.57 (0.021) 0.27 (0.012)

L∞ Hv�f 3.3 34.6 (1.27) 24.7 (1.18) 26.4 (1.18) 34.5 (1.25) 22.9 (0.60)

L∞ rv
�
f 2.4 24.9 (0.99) 17.5 (0.90) 19.1 (0.91) 24.4 (1.02) 16.5 (0.43)

L∞ bv
�
f 0 13.5 (1.57) 7.5 (1.42) 6.7 (1.29) 17.2 (2.21) 4.5 (0.24)

points and not re-estimated afterwards. It appeared that the performance of all the tested
strategies (except the random sampling) was slightly worse than previously. However, this did
not change the ranking of the performances, so our latter conclusions remained unchanged.

5. Conclusions. We proposed a novel approach for estimating and quantifying uncertainty
on profile optima and optimizers relying on Gaussian random field models. The proposed
approach gave very convincing results in the considered two-dimensional test cases, as it
allowed us to efficiently reconstruct the curves of interest within a reasonable evaluation
budget and could additionally quantify the reconstruction error in a sensible way through
conditional simulations. Of course, the relevance of the error quantification relies on the
choice and the estimation of an adequate Gaussian field model. Bootstrapping the covariance
parameters [11] or appealing to a full Bayesian approach [4] are possible enhancements, easily
adaptable to the presented methods, for mitigating the risk of model misspecification. Note,
however, that for the final test case re-estimating the covariance parameters or not did not
lead to significant differences, so that basing parameter estimation solely on initial evaluations
appeared to be sufficient for a successful model building.

An infill sampling criterion for sequentially learning the profile optima function was intro-
duced, namely the profile expected improvement (PEI) criterion, that generalizes the popular
expected improvement (EI) [27, 21] criterion to our specific setup. PEI partially inherits the
analytical tractability from EI (up to the calculation of the kriging mean’s profile optimum)
and also its consistency properties, as proved in section 3. In addition, experimental results
obtained with both a toy function from the literature and in a realistic physics case study
illustrate that PEI clearly outperforms standard criteria such as IMSE or EI for the specific
task of learning the curve of profile optima. A welcome surprise is that PEI also performs
well for learning the curve of profile optimizers, even though it was not directly conceived
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for it. Significant improvements for learning profile optimizer functions might be obtained,
e.g., by applying the principles of sequential uncertainty reduction (SUR) strategies [3] to an
uncertainty measure directly defined on the notion of profile optimizer. From a practical per-
spective, PEI algorithms may also be developed further by proposing parallelization schemes,
e.g., by simultaneously evaluating the objective function for different values of the nuisance
variable at each iteration. Finally, tackling further case studies in higher dimensions (such
as the polydisperse sphere problem with a higher number of different radii) will probably
lead to new computational challenges, be it in terms of conditional simulations or of internal
optimizations needed to calculate curves of profile optima associated with kriging means.
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versité Paris-Sud XI, Orsay, France, 2008.
[40] J. Villemonteix, E. Vazquez, and E. Walter, An informational approach to the global optimization

of expensive-to-evaluate functions, J. Global Optim., 44 (2009), pp. 509–534.
[41] D. Yarotsky, Examples of inconsistency in optimization by expected improvement, J. Global Optim., 56

(2012), pp. 1773–1790.

https://subver.lmgc.univ-montp2.fr/trac_LMGC90v2/


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


