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Abstract

In many application settings, the data are plagued with missing fea-
tures. These hinder data analysis. An abundant literature addresses
missing values in an inferential framework, where the aim is to estimate
parameters and their variance from incomplete tables. Here, we con-
sider supervised-learning settings where the objective is to best predict
a target when missing values appear in both training and test sets. We
analyze which missing-values strategies lead to good prediction.

We show the consistency of two approaches to estimating the pre-
diction function. The most striking one shows that the widely-used
mean imputation prior to learning method is consistent when missing
values are not informative. This is in contrast with inferential settings
as mean imputation is known to have serious drawbacks in terms of
deformation of the joint and marginal distribution of the data. That
such a simple approach can be consistent has important consequences
in practice.

This result holds asymptotically when the learning algorithm is
consistent in itself. We contribute additional analysis on decision trees
as they can naturally tackle empirical risk minimization with missing
values. This is due to their ability to handle the half-discrete nature
of variables with missing values. After comparing theoretically and
empirically different missing-values strategies in trees, we recommend
using the missing incorporated in attributes method as it can handle
both non-informative and informative missing values.

Keywords Imputation, decision trees, expectation maximization



1 Introduction

As volumes of data increase, they are harder to curate and clean. They
may come from the aggregation of various sources (e.g. merging multiple
databases) and contain variables of different natures (e.g. different sensors).
Such heterogeneous data collection can lead to many missing values: sam-
ples only come with a fraction of the features observed. Though there is a
vast literature on treating missing values, the classical methods have been
designed with the aim of estimating some parameters and their variance in
the presence of missing values in a single data set. In contrast, only few
methods are available in for supervised-learning settings where the aim is
to predict a target variable given input variables. Rather than generative
models, these settings only require discriminative (or conditional) models.
Also, they separate training and testing.

Aside from the aggregation of multiple sources, missing values can also ap-
pear for a variety of reasons: for sensor data, missing data can be arise from
device failures; on the contrary, informative missing values can be found in
poll data for instance where participants may not to answer sensitive ques-
tions related to unpopular opinions. In medical studies, some measurements
may be impractical on patients in a critical state, in which case the presence
of missing values can be related to the variable of interest, target of the
prediction (patient status). These various scenarios lead to different missing
value mechanisms.

The classical literature on missing data, led by Rubin (1976), defines missing-
data mechanisms based on the relationship between missingness and ob-
served values: if they are independent, the mechanism is said to be Miss-
ing Completely At Random (MCAR); if the missingness only depends on
the observed values, then it is Missing At Random (MAR); otherwise it is
Missing Not At Random (MNAR). However, adapting this nomenclature
to supervised learning, to cater for variables target of the prediction, has
been seldom discussed. In addition, the standard missing-data framework
is formulated at the level of dataset, i.e. multiple observations, and not a
single one. It leads to several ambiguities (Seaman et al., 2013; Galati, 2018;
Mohan and Pearl, 2018), and poses problems for out-of-sample formulations
used in supervised learning.

Many methods are available to deal with missing values (Josse and Reiter,
2018). Listwise deletion, i.e. removing incomplete observations, is may
enable to train the model on complete data. Yet it may not suffice for su-
pervised learning, as the test set may also contain incomplete data. Hence
the model should handle missing data. A popular solution suitable with any



existing learning algorithm is to impute missing values, that is replacing
the missing entries with plausible values to get a completed data set. The
widespread practice of imputing with the mean of the variable on the ob-
served entries is known to have serious drawbacks (Little and Rubin, 1987,
2002) as it distorts the joint and marginal distributions of the data which
induces bias in estimators. Interestingly, the performance of mean imputa-
tion has never been really assessed when aiming at predicting an output. In
practice, users resort to different strategies such as imputing separately the
training and test sets or imputing them jointly. More elaborate strategies
rely on using expectation maximization (EM) to fit a model on incomplete
data (Dempster et al., 1977; Little and Rubin, 1987, 2002; Little, 1992).
However, such a model cannot readily by applied to new incomplete data.
In addition, the EM relies on strong parametric assumptions. Alternatively,
some learning algorithms, such as those based on decision trees, can be
adapted to readily handle missing values.

In this paper, we study the classic tools of missing data in the context of
supervised learning. We start in Section 2 by setting the notations and
by briefly summarizing the missing-data literature. Our first contribution,
detailed in Section 3, is to suggest a formalism for missing data adapted
to supervised learning; we write existing methods with this formalism and
show how to make predictions on a test set with missing values. Section 4
presents our main contribution which consists in studying the consistency
of two approaches to estimate the prediction function with missing values.
The first theorem states that, given an optimal predictor for the completely-
observed data, a consistent procedure can be built by predicting on a test
set where missing entries are replaced by multiple imputation. The second
approach, which is the most striking and has important consequences in
practice, shows that mean imputation prior to learning is consistent for su-
pervised learning. This is as far as we know the first result justifying this
very convenient practice of handling missing values. In Section 5, we then
analyze decision trees as they greedy and discrete natures enables adapting
them to handle directly missing values. We compare various missing-data
methods for trees: surrogate splits, the default in Classification and Re-
gression Tree (CART, Breiman et al. 1984), probabilistic splits, the default
in C4.5 (Quinlan, 2014), block propagation, the method used in xgboost
(Chen and Guestrin, 2016) and 1ightgbm (Ke et al., 2017), a method called
“missing incorporated in attribute” (MIA, Twala et al. 2008) and also con-
ditional trees (Hothorn et al., 2006). Theoretical analysis of toy examples
justify some empirical results observed in Kapelner and Bleich (2015), one of
the few papers that studied trees with missing values for supervised learn-



ing. We recommend MIA as a way to exploit the missing pattern in the
estimation. Finally, Section 6 compares the different tree methods on sim-
ulated data with missing values. We also show the benefits of an approach
often used in practice consisting in “adding the mask” M, i.e. adding binary
variables that code for the missingness of each variables as new covariates.

2 Definitions, problem setting, prior art

Notation Throughout the paper, bold letters refer to vectors; CAPITAL
letters refer to real-valued or vector-valued random variables, while lower-
case letters are realisations. In addition, as usual, for any two variables A
and B of joint density f,

F(b) = fa(b) = / £(0,b) dp(ar), F(alb) = fapes(a) =

2.1 Supervised learning

Supervised learning is typically focused on learning to predict a target Y €
Y from inputs X € X = ®?:1 X, where the pair (X,Y’) is considered
as random, drawn from a distribution P. Formally, the goal is to find a
function f : X — ), that minimizes E[¢(f(X),Y)] given a cost function
:Y xY — R, called the loss (Vapnik, 1999). The best possible prediction
function is known as the Bayes rule, given by

f* € argmin E [¢(f(X),Y)], (1)
frx=Yy

and its error rate is the Bayes rate (Devroye et al., 2013). A learning
procedure is used to create the function f from a set of training pairs
Dy rain = {(X4,Y;),a=1,...,n}. fis therefore itself a function of D;, train,
and we will sometimes write it fDn,train or simply fn There are many differ-
ent learning procedures, including random forests (Breiman, 2001) or sup-
port vector machines (Cortes and Vapnik, 1995). A learning procedures that,
given an infinite amount of data, yields a function that achieves the Bayes
rate is said to be Bayes consistent. In other words, f, is Bayes consistent if

E[6(f2(X),Y)] —— E[((f*(X), Y)].

n—o0

In a classification setting, Y is drawn from a finite set of discrete values, and
the cost £ is typically the zero-one loss: £(Y1,Y2) = 1y, 4y,. In a regression



setting, Y is drawn from continuous values in R and is assumed to satisfy
E[Y?] < co. A common cost is then the square loss, £(Y7,Ys) = (Y7 — Y3)2.
Considering the zero-one loss or the square loss, the Bayes-optimal function
f*, that minimizes the expected loss, satisfies f*(X) = E[Y|X] (see e.g. sec
1.5.5 of Bishop (2006) for the square loss in regression, and Rosasco et al.
(2004) for classification losses).

Note that the learning procedure has access to a finite sample, D, train,
and not to the distribution P hence, it can only use the empirical risk,
Y i1 2 Uf(X4),Y), rather than the expected risk. A typical learning pro-
cedure is therefore the empirical risk minimization defined as the following
optimization problem

f, € argmin (1 Ze(ﬂxg,yg) .
=1

f:x=Yy n =

A new data set Dy, test is then needed to estimate the generalization error
rate of the resulting function f.

2.2 Prior art on missing values

In this section, we review the different missing data mechanisms. We then
summarize the main methods to handle missing values: imputation methods
and likelihood based ones. Most of this prior art to deal with missing values
is based on a single data set with no distinction between training and test
set.

2.2.1 Missing data mechanisms

To follow the historical definitions which does not give to the response Y
a particular role, we temporarily consider Y as part of the input vector
X, though we assume that Y has no missing values. Rubin (1976) defines
three missing data mechanisms and fundamental results for working with
likelihood models in the presence of missing data. These are defined by
considering the realised data set (x;) = (z;;) € R"*¢, as one realisation from
a distribution in R"*¢. The missingness is encoded as an indicator matriz
(m;) = (myj) € R™*? where, for all i and j, m;; = 0 if x;; is observed, and
m;; = 1 if z;; is missing.

The definitions of Rubin (1976) can naturally be adapted to the i.i.d. setting.
All rows (x;,m;) are assumed to be sampled i.i.d. from a distribution in
P = {fo(x)ge(m|x) : (0,¢) € Qg 4} where, marginally, € © and ¢ € P.
The goal in statistical inference is to estimate the parameter 6. This is



usually done by maximizing the likelihood £(0) = [[;"; fo(x;), which is well
defined when the x; are fully observed. Here, the likelihood is integrated
over the missing values, resulting in

(full likelihood) £i(0,¢) =] / 9¢ (M%) fo (%) do(. m;)=o(x;,m,) (X)
i=1

where o(x,m) denotes the observed values for any realisation (x,m) of
(X,M) (Seaman et al., 2013), and ¢ the Dirac measure. The parameter
¢ is generally not considered as of interest. An easier quantity would be

(likelihood of observed data)  La(0) = H / fo(x) d0o(.m;)=o(xs,m;) (X)
i=1

ignoring the missing-data mechanism. To leave the difficult term, i.e. the
missing values mechanism, out of the expectation, Rubin (1976) introduces
an ad hoc assumption, called Missing At Random (MAR), which is that for
all ¢ € @, for all i € [1,n], for all X' € X,

o(x',m;) = o(xi, m;) = gy (my|x") = gy (my[x;),
and states the following result.

Theorem 2.1 (Theorem 7.1 in Rubin (1976)). Let ¢ such that for all 1 <
i < n, ge(mylx;) > 0. Assuming (a) MAR, (b) Qgs = O x ®, Lo(0) is
proportional to L1(0, ¢) with respect to 6, so that the inference for 6 can be
obtained by mazximizing the likelihood Lo which ignores the mechanism.

MAR has a stronger version, more intuitive: Missing Completely At Random
(MCAR). In its simplest and strongest form, it states that M. X (the
model’s density is fy(x)gs(m)). At the other end of the spectrum, if it is
not possible to ignore the mechanism, the corresponding model is called
Missing Not At Random (MNAR).

There is little literature on missing data mechanism for supervised learning
or discriminative models. Kapelner and Bleich (2015) formalise the prob-
lem by separating the role of the response y, factorising the likelihood as
fo(x)ge(m|x)h, (y|x, m). Note that they do not write g4(m|x,y). They
justify this factorisation with the — somewhat causal — consideration that
the missing values are part of the features which precede the response. The
need to represent the response variable in the factorization show that it may
be useful to extend the traditional mechanisms for a supervised-learning set-
ting: the link between the mechanism and the output variable can have a



significant impact on the results. Davidian (2017) and Arel-Bundock and
Pelc (2018) noticed that as long as M does not depend on Y, it is possible to
estimate regression coefficients without bias even with listwise deletion and
MNAR values. Ding and Simonoff (2010) generalise the MAR assumption
with the following nomenclature MXY: the missing mechanism can marginally
depend on the target (x *Y), on the features that are always observed (*Xx)
or on the features that can be missing (M * ).

2.2.2 Imputation prior to analysis

Most statistical models and machine learning procedures are not designed
for incomplete data. It is therefore useful to impute them to get a completed
data set that can be analysed by any procedure, e.g. supervised-learning
methods. To impute data, joint modeling (JM) approaches capture the joint
distribution across features (Little and Rubin, 1987, 2002). A simple exam-
ple of joint-modeling imputation is to assume a Gaussian distribution of the
data, to estimate the mean vector and covariance matrix from the incom-
plete data (using an EM algorithm). Missing entries can then be imputed
with their conditional expectation knowing the observed data and the esti-
mated parameters. More powerful methods can be based on low-rank mod-
els (Hastie et al., 2015; Josse et al., 2016), or deep learning approaches such
as denoising autoencoders (DAEs, Vincent et al. 2008; Gondara and Wang
2018) and generative adversarial networks (Li et al., 2017; Yoon et al., 2018).
Another popular approach to impute data is called fully conditional spec-
ification (FCS) also known as imputation with conditional equation (ICE)
(van Buuren, 2018). It also assumes a joint distribution for the data, but
defines it implicitly by the conditional distributions of each variable. This
approach is popular because it is flexible and can easily handle variables of
a different nature such as ordinal, categorical, numerical, etc. A powerful
example of this class is missforest, using on iterative imputation of each
variable by random forests (Stekhoven and Biihlmann, 2011).

The role of the dependent variable Y and whether or not to include it in
the imputation model has been a rather controversial point. Indeed, it is
quite counter-intuitive to include it when the aim is to apply a conditional
model on the imputed data set to predict the outcome Y. Nevertheless, it is
recommended as it can provide information for imputing covariates (Allison,
1999, p.57). Sterne et al. (2009) illustrated the point for the simple case of a
bivariate Gaussian data (X,Y’) with a positive structure of correlation and
missing values on X. Imputing using only X is not appropriate when the
aim is to estimate the parameters of the linear regression model of Y given



X.

One important issue with “single” imputation, i.e. predicting only one for
each missing entries, is that it forgets that some values were missing and
considers imputed values and observed values in the same way. It leads
to underestimation of the variance of the estimated parameters (Little and
Rubin, 1987, 2002). One solution, to incorporate the uncertainty of the
prediction of values is to use multiple imputation (MI, Rubin 1987) where
many plausible values are generated for each missing entries, leading to
many imputed data sets. Then, MI consists in applying an analysis on each
imputed data sets and combining the results. Although many procedures to
generate multiple imputed data sets (Murray, 2018) are available, here again,
the case of discriminatory models is only rarely considered, with the notable
exception of Wood et al. (2008) who use a variable selection procedure on
each imputed data set and propose to keep the variables selected in all
imputed data sets to construct the final model (see also, Liu et al. (2016)).

2.2.3 EM algorithm

Imputation leads to two-step methods that are generic in the sense that any
analysis can be performed from the same imputed data set. On the contrary,
the EM (expectation maximization) algorithm proceeds directly in one step
(Dempster et al., 1977). It can thus be better suited to a specific problem
but requires the development of a dedicated algorithm.

The EM algorithm can be used in missing-data settings to compute max-
imum likelihood estimates from an incomplete data set. Indeed, with the
assumptions of Theorem 2.1 (MAR settings), maximizing the observed like-
lihood Lo gives principle estimation of parameters #. The log-likelihood of
the observed data is

EQ(Q) = Z log / fg(X) déo(x,mi):o(xi,mi)(x)'
i=1

Starting from an initial parameter (9, the algorithm alternates the two
following steps,

(E—Step) Q(@‘H(t)) = Z /(log fo (X))fe(t) (X) ddo(x,mi):o(xi,mi)(x)'
=1

(M-step) 00+ e argmax Q(0]0™).
0eO

The well-known property of the EM algorithm states that at each step ¢,
the observed log-likelihood increases, although there is no guarantee to find



the global maximum. In Appendix B.2 we include an example of an EM
algorithm to estimate the parameters of a bivariate Gaussian distribution
from an incomplete data.

3 Supervised-learning procedures with missing data
on train and test set

Supervised learning typically assumes that the data are i.i.d. In particu-
lar, an out-of-sample observation is supposed to be drawn from the same
distribution as the original sample. Hence it has the same missing-data
mechanism. An appropriate method should be able to predict on new data
with missing values. Here we discuss how to adapt classic missing-data
techniques to machine learning settings, and vice versa.

Notations Following Rubin (1976), Mohan and Pearl (2018) and Yoon
et al. (2018), we define the incomplete feature vector X as X; = NA if
M; =1, and X; = X otherwise. As X is a cartesian product, X belongs to

the space X = ®?:1(Xj U {NA}). We have
X=X0®(1-M)+NAOM,

where ©® is the term-by-term product, with the convention that, for all one-
dimensional x, NA - x = NA. As such, when the data are real, X can be seen
as a mixed categorical and continuous variable, taking values in R U {NA}.
The observed training set, which is available for statistical analysis, is then
defined as Dn,train = ((XZ, }/i))lgifn'

3.1 Out-of-sample imputation

Using missing-value imputation in a supervised learning setting is not straight-
forward as it requires to impute new, out-of-sample, test data, where the
target is unavailable.

A simple strategy is to impute the training data with an imputation model
(whose parameters are estimated via & on the training set). Denoting as X
the imputed data set, a predictive model can then be learned using X and Y
(whose parameters are estimated as /3’ on the training set). Finally, on the
test set, the covariates must be imputed with the same imputation model
(using &) and the dependent variable predicted using the imputed test set
and the estimated learning model (using B)



This approach is easy to implement for univariate imputation methods that
consider each feature separately, for instance with mean imputation: the
mean fi; of each column is learned on the training set, and any new obser-
vation can be imputed by (i1, ..., 7). The imputation with joint Gaussian
model on (X,Y’) — with parameters are learned by the EM algorithm on the
training set— is also appropriate as one can impute the test set using the
conditional expectations of the missing features given the observed features
(and without a Y') and the estimated parameters.

For more general imputation methods, two issues hinder out-of-sample im-
putation. First, many available imputation methods are “black-boxes” that
take as an input an incomplete data and output a completed data: they do
not separate estimation of model parameters from using them to complete
the data. This is the case for many implementations of iterative conditional
imputation such as MICE (van Buuren, 2018) or missForest (Stekhoven and
Bithlmann, 2011). It is also difficult for powerful imputers presented in
Section 2.2.2 such as low-rank matrix completion, as they cannot be easily
marginalised on X alone.

As most existing implementations cannot impute a new data set with the
same imputation model, some analysts resort to performing separate im-
putation of the training set and the test set. But the smaller the test set,
the more suboptimal this strategy is, and it completely fails in the case
where only one observation has to be predicted. Another option is to con-
sider semi-supervised settings, where the test set is available at train time:
grouped imputation can then simultaneously impute the train and the test
set (Kapelner and Bleich, 2015), while the predictive model learn is subse-
quently learned on the training set only.

3.2 EM and out-of-sample prediction

The likelihood framework (Section 2.2.1) enables predicting new observation,
though it has not been much discussed. Jiang et al. (2018) consider a special
case of this approach for a logistic regression and by assuming a Gaussian
model on the covariates X.

Let the assumptions of Theorem (2.1) be verified (MAR settings). Model pa-
rameters 0* can then be estimated by maximizing the observed log-likelihood
{5 with an EM algorithm (Section 2.2.3). The corresponding MLE 6,, can
be used for out-of-sample prediction with missing values. More precisely, for
a fixed missing indicator m, we write x, = o(x, m) the observed values and
X, the missing values. Given this model, the probability of y as a function
of the observed values x, only, can be related to that on a fully-observed
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data set:

pé (yvxo) 1 /
p,\ X __n @ = — pA 7)( 7)( dx
On(y‘ 0) pén(xo) pén(XO) en(y ms Xo) dXpm,
1

_ / Pi, (9% Xo)Pj, (Xm0
— Ex,X,=x [Pj, (V1 XmsX0)] 2)

It is then possible to approximate the expectation with Monte Carlo sam-
pling from the distribution p; (X/n]|Xs = X,). Such a sampling is easy in
simple models, e.g. using Schur’s complements for Gaussian distributions
in linear regression settings. But in more complex settings, such as logistic
regression, there is no explicit solution and one option is Metropolis Hasting
Monte Carlo.

3.3 Empirical risk minimisation with missing data

The two previous approaches that we discussed are specifically designed to
fix the missing data issue: imputation or specifying a parametric model
and maximizing the observed likelihood. However, in supervised learning
settings, the goal is rather to build a prediction function that minimizes
an expected risk. Empirical risk minimization, the workhorse of machine
learning, can be adapted to deal with missing data.

Recall that in missing-data settings, we do not have access to X but rather
to X. Therefore, given a class of functions .# from X to ), we aim at
minimizing the empirical risk on this class, that is

—~ 1< ~
fn € argmin n;f(f(Xﬁ,Y;) (3)

feF

Unfortunately, the half-discrete nature of X = ®?:1(Xj U{NA}), makes the
problem difficult. Indeed, many learning algorithms do not work with mixed
data types, such as R UNA, but rather require a vector space. This is true
in particular for gradient-based algorithms. As a result, the optimization
problem (3) is hard to solve with typical learning tools.

Another point of view can be adopted for losses which leads to Bayes-optimal
solutions such that f*(X) = E[Y|X]. As there are at most 2¢ admissible

11



missing patterns, the Bayes estimate can be rewritten as

E [Y(X} - me%:l}dnz [V Xops(m), M = m] Tniem, (4)

where X,ps(m) = (X, ..., X;,) with j1 < ... < jp all the indices j such that

mj = 0. This formulation highlights the combinatorial issues: solving (3)

may require to estimate 2¢ different submodels, that is E [V |X s (m), M = m]
appearing in (4) for each m € {0, 1}d, which grows exponentially with the

number of variables.

Modifying existing algorithms or creating new ones to deal with the op-

timization problem (3) is in general a difficult task due to the numerous

possible missing data patterns. We will see in Section 5 that decision trees

are particularly well suited to address this problem.

Remark 3.1. Note that in practice, not all patterns may be possible in the
training and test sets. For instance, if there is only complete data in the
train set, the only submodel of interest is E [Y|Xps(m), M = m]| for m =
(0,...,0), which boils down to the regular supervised learning scenario on a
complete data. However, the train and test set are assumed to be drawn from
the same data distribution. Hence, we expect to observe similar patterns of
missingness in train and test sets. If this is not the case, it corresponds to
a distributional shift, and should be tackled with dedicated methods (see,
e.g., Sugiyama et al., 2017). This may happen for instance, when a study
conducted on past data led to operational recommendations, making the
practitioners measure systematically the variables of interest.

4 Bayes-risk consistency of imputation procedures

Here we show theoretically that simple imputation procedures can lead to
Bayes-optimal prediction when the goal is to estimate the function f*(X) =
E[Y'|X] in the presence of missing data on covariates (in both train and test
sets), and with no additional assumptions on the data distribution.

We start by studying the error rate of a predictor optimal for the complete
data on test data with missing values, using several imputation strategies:
unconditional mean, conditional mean and multiple imputation.

We then consider the full problem of tackling missing values in the train
and the test set. We study a classical approach, described in Section 3.1,
which consists first in imputing the training set, learning on the imputed
data, and predicting on a test set which has been imputed with the same
method. Although mean imputation of variables is one of the most widely

12



used approaches, it is highly criticised in the classic literature for missing
data (Little and Rubin, 1987, 2002). Indeed, it leads to a distortion of the
data distribution and consequently statistics calculated on the imputed data
table are biased. A simple example is the correlation coefficient between two
variables, which is biased towards zero if the missing data are imputed by
the mean. However, in a supervised-learning setting the aim is not to com-
pute statistics representative of the data set, but to minimize a prediction
risk by estimating a regression function. For this purpose, we show in Sec-
tion 4.2 that mean imputation may be completely appropriate and leads to
consistent estimation of the prediction function. This result is remarkable
and extremely useful in practice.

4.1 Test-time imputation

Here we consider that we have an optimal (Bayes-consistent) predictor f for
the complete data, i.e. f(X) = E[Y|X], and we show that when there is
missing data in the test set, in MAR settings, multiple imputation with f
can give the optimal prediction, i.e. Bayes consistency for incomplete data.
In the case of MCAR values, i.e. where the complete data is a random
subsample from the sample, the function f can be obtained for instance by
“listwise deletion” in the train set: fitting a supervised-learning procedure
on data for which the samples with missing data have been removed.

4.1.1 Test-time conditional multiple imputation is consistent

Let us first make explicit the multiple imputation procedure for prediction.
For a given vector X € (R U {NA})¢, we let m be the missing indicator and
write X, = o(x, m) for observed values and x,,, the missing values. We then
draw the missing values X,,, from their distribution conditional on X, = x,
and compute the regression function on these completed observations. The
resulting multiple imputation function is given by:

f;nult imput(i) = EXm\Xo:xo [f(er XO)]' (5)

Note that this expression is similar to the expression Equation 2 given for
EM but assuming that we know the true nonparametric distribution of the
data.

Proposition 4.1. Consider the regression model

Y = f(X) +e,

13



where X = (X1,...,Xy) takes values in R, for all subset S C {1,...,d},

(Mj,5 € 8§)I(Xj,j € S)|(Xy, k € 8) (MAR mechanism) and where e 1l (M1, X1, ..., Mq, X4)
1s a centred noise. Then the multiple imputation procedure described above

is consistent, that is, for all X € (R U NA)?,

f* ult imput(i) - E[Y‘i - i]

m

The proof is given in Appendix A.

4.1.2 Simple mean imputation is not consistent

Given the success of multiple imputation, it is worth checking that simple
imputation is not sufficient. We show with two simple examples that indeed,
single imputation on the test set is not consistent even in MAR setting.
We first show, that (unconditional) mean imputation is not consistent, if
the learning algorithm has been trained on the complete cases only.

Example 4.1. In one dimension, consider the following simple example,
X1 ~U(0,1), Y=X{+e M ~B(1/2)l (X1,Y),
with & an independent centered Gaussian noise. Here, E[Y|X;] = X, and
the regression function f*(X) = E[Y|X] satisfies
X)) = X2 1y,—0 +E[Y|X = NA] - 17,1

= X7 La=o + E[XT] - Ta=1

= X2 Las—0 4 (1/3) - Lagy—r. (6)
In the oracle setting where the distribution of (X1,Y, My) is known, "plug-
ging in” the mean imputation of X1 yields the prediction

fimputation(jz) = )(12 : ]1M1=0 + (E[Xl])Q : ]1]\41:1
= X7 Lan—o + (1/4) - Lag—1. (7)

In this example, mean imputation is not optimal: when X; is missing, the
prediction obtained by mean imputation is 1/4, whereas the optimal predic-
tion (the one which minimizes the square loss) is 1/3 as seen in (6).
Inspecting (6) and (7) reveals that the poor performance of mean imputa-
tion are due to the fact that E[X?] # (E[X;])?. The non-linear relation
between Y and X; breaks mean imputation. This highlights the fact that
the imputation method should be chosen in accordance with the learning

algorithm that will be applied later on. This is related to the concept of
congeniality (Meng, 1994) defined in multiple imputation.
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4.1.3 Conditional mean imputation is consistent if there are de-
terministic relations between input variables

We now consider conditional mean imputation, using information of other
observed variables to impute. Conditional mean imputation may work in
situations where there is redundancy between variables, as highlighted in
Example 4.2. However, we give a simple example below that shows that
using it to impute the test may not give the Bayes prediction rate.

Example 4.2. Consider the following regression problem with two identical
mput variables:

X1=Xo~U(0,1]), Y =X1+X5+¢e, M ~B(1/2)1(X1,X5,Y)
The Bayes-optimal predictor is then given by
= X+ X3 if Xy # NA
[H(X) = 21 v v
X1 +]E[X2|X2 —NA] if Xo =NA

X1+ X3 if Xy #Na
] X1+ X2 if Xo=NA

Single imputation with the mean of Xo in this function leads to

< X1 +X2  if Xo#NA
fimputation(X) - { ! 2 f ~2 #

) X1+ (1/4) if Xo=nA
whereas, imputing Xo by the mean of its conditional on X1 gives

X1+ X2 if Xo A NA

fimputation using X1 (X) = { X, + X12 Zf )}2 —NA

as <]E1[X2’X1])2 = X12

If there is no deterministic link between variables, conditional mean imputa-
tion fails to recover the regression function, in the case where the regression
function is not linear (see Example 4.2, where X; = Xy is replaced by
X1 =Xo+ 6).

4.1.4 Pathological case: missingness is a covariate

Example 4.3 shows a situation in which any imputation methods single
or multiple fail, since missingness contains information about the response
variable Y.
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Example 4.3. Consider the following regression model,
X1 ~U(0,1) My ~ B(1/2)1.X; Y =X -Ip—0+3X1 - Ly =1 + &
Here,

EY|Xq] = X1 -P(M; =0) 43X, -P(M; =1) =2X;. (8)

Unconditional mean imputation prediction is given by

fimputation(X) = Xl : ]l)?;éNA + E[Xl] : ]l)~(:NA
=X L+ (1/2) - Tz_y

whereas, the regression function satisfies

PHX) = X1 Dgy +3E[X My = 1] - 15
=X ]].‘)'Z#NA+ (3/2) . ]l)?:NA'

NA

In this case, the presence of missing values is informative in itself, and having
access to the complete data set (all values of X;) does not provide enough
information. Such scenario advocates for considering the missingness as an
additional input variable. Indeed, in such situation, single and multiple
imputation fail to recover the targeted regression function, without adding
a missingness pattern to the input variables.

4.2 Mean imputation at train and test time is consistent

We now show that learning on the mean imputed training data, imputing
the test set with the means (of the variables on the training data), and
predicting is optimal if the missing data are MAR and if the capacity of the
learning algorithm is large enough.

Theorem 4.1. Consider the input vector X = (X1,...,X4) which has a
continuous density g > 0 on [0,1]? , the response

Y =f(X)+e¢

such that || f||eo ezists, and a missingness pattern My on variable X1 such
that Myl X1|Xo, ..., X4 and such that the function

(xg,...,:td) i—)]P)[Ml = 1‘X2 :$2,...,Xd:$d],
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is continuous. Assume furthermore that € is a centered noise indepen-
dent of (X, My). The imputed data X' = (X1, Xa,...,Xq) is defined as
X1 = Xalan—o+E[X1|1a, 1. If the approzimation capacity of the learning
algorithm is high enough, it will predict, for all x' € R?,

f;mpute(xl) = E[Y|X2 =xg,...,Xq =4, M1 = 1]]lx’1:]E[X1]]lIF’[M1=1|X2=3:2,...,Xd::pd}>0
+EYIX = 21 —gix,) L =1) Xo=as,..., Xg=24]=0
+ E[Y‘XQ =T2,..., Xd = Xd, M1 = O]]ll'/l;ﬁE[Xﬂ

Letting

% { X' if X # E[X)]
(NA, Xs,...,Xq) if X! =E[X4] °

the mean imputation prediction is equal to the Bayes function almost surely,
that is

fi*mpute(Xl) = f*(x)

The proof is given in Appendix A. Theorem 4.1 confirms that it is preferable
to use the same imputation for the train and the test set. Indeed, the learn-
ing algorithm can learn the imputed value (here the mean) and use that
information to detect that the entry was initially missing. If the imputed
value changes from train set to test set (for example, if instead of imputing
the test set with the mean of the variables of the train set, one imputes by
the mean of the variables on the test set), the learning algorithm will prob-
ably perform poorly, since the imputed data distribution would be different
between train and test sets.

Note that the precise imputed value does not matter if the learner capacity
is high enough. By default, the mean is not a bad choice even if it only pre-
serves the first order statistic (mean) of the sample. Theorem 4.1 remains
valid when missing values occur for variables Xi,..., X; under the assump-
tion that (My,..., M;)1.(X1,...,X;) conditional on (X;i1, ..., Xy) and if
for every pattern m € {0,1}7 x {0}477, the functions

(.Tj+1, . ,ﬂjd) — P[M = m|Xj+1 = Tj41y--- ,Xd = l’d],

are continuous.

Almost sure consistency. Note that the equality between the mean im-
putation learner and the Bayes function holds almost surely but not for every

17



x. Indeed, under the setting of Theorem 4.1, let x = (E[X1], 9, ..., zq), for
any zo,...,xq € [0,1] such that

P[M; = 1| Xo = @9, ..., Xg = 24] > 0.
In this case, X' = (E[X1],x2,...,24) and
Simpute X)) = E[Y | Xy = x9,...,Xg = x4, My = 1],
which is different, in general, from
(%) = E[Y|X) = E[X1], Xo = z9,..., Xg = 24].

Therefore, on the event A; = {X, X; = E[X;]}, the two functions Fimpute
and f* differ. Since A; is a zero probability event, the equality

fz'*mpute(X/> - f*(i)

does not hold pointwise (as shown above) but hold almost surely (as stated
in Theorem 4.1). However, a simple way to obtain the pointwise consistency,
i.e. the fact that the imputation function f7, . (x') tends to f*(x) for any
(x',%), is to impute missing data by values that are out of the range of the

true distribution.

5 Decision trees: an example of empirical risk min-
imization with missing data

Decision trees offer a natural way for empirical risk minimization with miss-
ing values. This is in part due to their ability to handle the half-discrete
nature of X.

We first present the different approaches available to handle missing values
in tree-based methods in Sections 5.2 and 5.3. We then compare them
theoretically in Section 5.4 and showing the interest of using the “missing
incorporated in attribute” approach whether the missing values are MCAR
or informative.

5.1 Tree construction with CART

The algorithm CART (Classification And Regression Trees, Breiman et al.
1984) is one of the most popular tree algorithm, originally designed for
complete data set. Each leaf of the tree defines an interval on each variable
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A= H;l:l[ajl, ajr)] C R On A, the algorithm finds the best split (j*, 2*) €
S, where a split is defined by the choice of a feature j along which the split is
performed and the position z of the split. Writing S = {(j,2),j € [1,d], z €
R, z; € [aj,ajr]} the set of all possible splits in the cell A, the best split
is defined as the solution of the following optimization problem

(%, 2*) € argmin E[(Y —E[Y[X; < 2, X € A))° - Ix,<. xea
(2)es

2
+ (Y —E[Y]X; > 2, X € 4])*- 1Xj>Z,X€A] 9)
For each cell A, the problem (9) can be rewritten as

F* € argmin E[(Y - f(X))anGA], (10)
fePe

where P, is the set of piecewise-constant functions on A N {z; < s} and
An{z; > s} for (j,s) € S. Therefore the optimization problem (10) amounts
to solving a least square problem on the subclass of functions P.. Thus,
by minimizing the mean squared error, the CART procedure targets the
quantity E[Y'|X]. In the presence of missing values, this criterion must be
adapted and several ways to do so have been proposed, as detailed below.

5.2 Splitting criterion discarding missing values

The most popular option is to select the split only on the available cases for
each variable:

(j%,2%) € argmin C(j, s), (11)
(j,2)€S

where C(j, s) :]E{(Y —EY|X; <2,XeA M= 0])2 lx;<2XeA M;=0
2
+ (Y - E[Y‘X] >z, X € A,Mj = 0]) . ]lXj>z,X€A,Mj:0] .

As the missing values were not used to construct the criterion, it is still
necessary to specify to which cell they are sent. Indeed, the solution of
discarding missing data at each step would lead to a drastic reduction of the
data set. The different methods to propagate missing data down the tree
are detailed below.

Surrogate splits Once the best split is chosen, surrogate splits search
for a split on another variable that induces a data partition close to the
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original one. More precisely, let (j§,z5) be the selected split. To send

down the tree observations with no jjth variable, a new stump, i.e., a tree

with one cut, is fitted to the response 1 X,«<z5, Using variables (X5) iz
i<

The split (j3,2}) which minimizes the misclassification error is selected,
and observations are split accordingly. Those that lack both variables jg
and ji are split with the second best, j3, and so on until the proposed
split has a worse misclassification error than the blind rule of sending all
remaining missing values to the same daughter, the most populated one. In
the predicting phase, the training surrogates are kept. They are the default
method in the rpart implementation (Therneau et al., 1997). Surrogate
method is expected to be appropriate when there are relationship between
the covariates.

Probabilistic splits Another possibility is to propagate missing obser-
vations according to a Bernoulli distribution B(%), where #L (resp.
#R) is the number of points already on the left (resp. right). This is the

default method in the C4.5 algorithm (Quinlan, 2014).

Block propagation The third choice is to send all incomplete observa-
tions as a block, to a side chosen by minimizing the error. This is the method
in xgboost (Chen and Guestrin, 2016) and lightgbm (Ke et al., 2017).

Note that Hothorn et al. (2006) proposed conditional trees, which adapt the
criterion (11) to missing values. Indeed, this criterion implies a selection
bias: it leads to underselecting the variables with many missing values due
to the multiple comparison effects (Strobl et al., 2007). As a result, it
favors variables were many splits are available, and therefore those with
fewer missing values. Conditional trees are based on the calculation of a
linear statistic of association between Y and each feature X;, T'= (X;,Y)
on the observed feature. Then, its distribution under the null hypothesis
of independence between Y and X is estimated by permutation and the
variable with the smallest p-value is selected. Note that the improvement,
illustrated in Appendix B.1, is meant to be on the selection of the variables
but does not ensure that it improves the prediction performance. Once the
variables have been selected, Hothorn et al. (2006) use surrogate splits to
propagate the missing entries. One potential drawback of this approach is
the use of a linear statistic for association.
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5.3 Splitting criterion with missing values: MIA

The second important class of methods uses missing values to compute the
criterion for each split and thus best split location. Its most common in-
stance is “missing incorporated in attribute” (MIA, Twala et al. 2008). More
specifically, MIA selects

f* € argmin E[(Y — f(X))Z]lXGA}, (12)
fE€Pe miss

where Pc,miss = 7Dc,miss,L U 7Dc,miss,R U 7Dc,miss,sep with

® Pemiss,, is the set of all functions piecewise constant on a partition of
the form {{X; < zV X; =NA}, {X; > z}}, for any z € R, j € [1,d]}.

® Pcmiss,r is the set of all functions piecewise constant on a partition of
the form {{X; <z}, {X; > 2V X; =NA}}, for any z € R, j € [1,d]}.

® Pemiss,sep is the set of all functions piecewise constant on a partition
of the form {{X; # NA},{X; = NA}}, for any j € [1,d]}.

This means that the missing values are treated like a category by the algo-
rithm, they are simply distinct from real numbers which is appropriate to
handle the space R UNA. It is a greedy algorithm to minimize a square loss
between Y and a function of X and consequently targets the quantity (4)
which separate E[Y'|X] into 2¢ terms. However, it is not exhaustive: at each
step, the tree can cut for each variable according to missing or non missing
and selects this cut when it is relevant, ¢.e. when it minimizes the prediction
error. The final leaves can correspond to a cluster of missing values patterns
(observations with missing values on the two first variables for instance and
any missing patterns for the other variables). MIA is thought to be a good
method to apply when missing pattern is informative, as this procedure al-
lows to cut with respect to missing/ non missing and uses missing data to
compute the best splits. Note this latter property implies that the MIA ap-
proach does not require a different method to propagate missing data down
the tree.

Remark 5.1. Implicit imputation: Whether it is in the case where the miss-
ing values are propagated in the available case method (Section 5.2), or
incorporated in the split choice in MIA, missing values are assigned either
to the left or the right interval. Consequently, handling missing values in a
tree can be seen as implicit imputation by an interval.
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5.4 Theoretical comparison of CART versus MIA

We now compare theoretically the positions of the splitting point at the root
and the prediction errors on simple examples with MCAR values. Propo-
sition 5.1 computes the splitting position of MIA and CART, and high-
lights that splitting position of MIA varies even for MCAR missing data.
Proposition 5.2 then compares the risk of the different splitting strategies:
probabilistic split, block propagation, surrogate split, and MIA. We prove
that MIA and surrogate splits are the two best strategies, one of which may
be better than the other depending on the dependence structure of covari-
ables. Recall that C(j, s) is the value of the splitting criterion at (j,s) € S
computed on the complete data only.

Proposition 5.1. Let p € [0,1]. Consider the regression model

{Y = X1 {P[Mlz()] = 1—p
X, ~ U([0,1]) PMy =1 = p

where Myl (X1,Y) is the missingness pattern on Xi. Let Cpra(j, s,q,p) be
the value of the splitting MIA criterion computed at (j,s) € S,q € {L, R},
where q stands for the side where missing values are sent. Therefore,

1. The best split s* given by the CART criterion (11) is s* = 1/2.

2. The best splits sya 1,(p) and sia r(P) given by the MIA criterion
(12), assuming that all missing values are sent to the left node (resp.
to the right node), satisfy

SMIA,L(p) = a’rgmin CMIA(17 S, L7 p)7 (13)
s€[0,1]

where

—1n)s?
Cunnll,o Lop) = 5 =~ (B4 BEP) = a0

and Syra p(P) =1 — Siya.1(P)-

The proof is given in Appendix A. Proposition 5.1 shows that the split
given by optimizing the CART criterion does not depend on the percentage
p of missing values since the pattern is independent of (X,Y’). A numerical
solution to equation (13) is displayed in Figure 1. When, p is equal to 0, we
retrieve 1/2. When p increases, the threshold does not correspond anymore
to the one calculated using observed values only as it is influenced by the
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missing entries even in the MCAR setting. Indeed, with MIA the threshold
is selected as the one minimizing the prediction error. Hence MIA optimize
both the threshold and the side of the split on which it sends all the missing
entries such that the prediction error is the smallest. This is important as
it allows to propagate a new observation in the test set with missing values.
Recall that the quadratic risk R of a function f* is defined as

R(f*) = E[(Y - f*(X))].

Proposition 5.2 enables us to compare the risk of a single split performed
with the different strategies. It highlights that even in the simple case of
MCAR, MIA gives more accurate predictions than block propagation or
probabilistic split.

Proposition 5.2. Consider the regression model

y = & PW=0 = 7 {P[Mlzo]
=1 ’

X; ~ U([0,1])
X; = Xilw= {P[W ] 1=

where (M1, W)1.(X1,Y). The random variable My is the pattern of miss-
ingness for X1 and W stands for the link between X1 and Xo. Let fy;a,
Fhiock: ;mb, T be respectively, the theoretical prediction resulting from one
split according to MIA, CART with block propagation and CART with prob-
abilistic splitting strategy, and a single split, where missing data are handled

via surrogate split (in the infinite sample setting). We have

PMy =1] = p,

R(f¥ra) = min Cya(l,s, L,p)lp<i—p + min Cyra(l,s, L1 —n)1ps1—y,
s€[0,1] s€[0,1]

R(f;;lock) = Cumia (p7 1/2)

2
p- p, 1
R(fr.p) =——=+=+—,
Fprot) = =15+ 5 + 13
1
R(f:urr) = Z8 + Z8Up~
0.65
Figure 1: s},;4, the split chosen by
the MIA criterion, as a function of the g 060
fraction p of missing values on X, as- & 055
suming values are sent left.
0.50

0.0 0.2 0.4 0.6 0.8 1.0
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Figure 2: Theoretical risk of the four splitting methods in function of p, for
three values of 1 parameter that controls the amount of coupling between
X1 and X5 in the model of Proposition 5.2.

where Cpya(1, s, L,p) is defined in Proposition 5.1. In particular,

R(fira) < R(f0er)  and  R(fia) < R(fprop)-

Figure 2 depicts the risk of each estimate, in the context of proposition 5.2,
resulting from a split computed via one of the four methods described above.
Only surrogate and MIA risks depend on the value n which measures the
independence between X7 and X5. As proved, the risk of probabilistic split
and block propagation is larger than that of MIA. Besides, surrogate split
is better than MIA if the link between X; and Xs is strong (small values of
n) and worse if this link is weak (high values of 7).

6 Simulations

This section illustrates experimentally the take-home messages of the ar-
ticle. First, mean imputation can be appropriate and is consistent in a
supervised learning setting when missing values are MAR and not related
to the outcome. Second, tree-based methods are an efficient way to target
F*(X) = E[Y|X] especially when using MIA (Section 5.3) and can handle
well informative pattern of missing values. While proposition 5.2 compares
the risk of the tree methods for a single split, simulations allow us to study
grown trees.

We compare imputations methods, using the ”proper way” to impute as
described in Section 3.1, i.e., where imputations values from the training
sets are used to impute the test sets.
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In addition, we consider imputation with the missing indicator M in the
features. The rationale behind this indicator is that it can be useful to
improve the prediction when going beyond the hypothesis of Theorem 4.1,
i.e. with a non-infinity capacity learner and with missing values that can
be either MNAR or depend on Y.

6.1 Simulation setting

We consider the following model Y = X?+& where the covariates (X1, ..., Xg)
are distributed as N (u, X)) with

p=1y4 and ¥ = p11T + (1 - p)I,.

We introduce missing values on X; according to the following mechanism.

MCAR. Forp € [0, 1] the missingness is generated according to a Bernoulli
distribution
Vi € ﬂl,nﬂ,Mm ~ B(p)

Censoring MAR. A direct way to select a proportion p of missing values
on a variable, that depends on the values of another variable is to crop them
above the 1 — p-th quantile

Vi€ [1,n], M;; = Lx, 05 [Xa) 1y
Censoring MINAR. In the same way, missing not at random can be
generated with

Vi€ [1,n], M;1 = Lx, > X100y

We compare the following methods using implementation in the R (R Core
Team, 2018) software and default values for the tuning parameters:

e MIA: missing in attributes, implemented as described in Remark 6.1

e rpart+mask/ rpart: CART - surrogate, implemented in the package

rpart (Therneau and Atkinson, 2018) with or without the pattern M as
covariates
e ctree+mask/ ctree: conditional trees, implemented in package ctree
(Hothorn and Zeileis, 2015) with or without the pattern M as covariates
e impute mean+mask/ impute mean: CART when missing values are
imputed by unconditional mean with or without the pattern M added as
covariates
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e impute Gaussian: CART when missing values are imputed by condi-
tional expectation when data are assume to follow a Gaussian multivari-
ate distribution.

To train and evaluate the performance of the methods, we decompose the
observations into a training set (80%) and a test set (20%) and repeat the
process 5 times. The metric is the percentage of explained variance com-
puted on the test set, (i.e. the R? statistic computed on the test set). When
the target variable Y is categorical, the metric used is the accuracy.

Remark 6.1. From a practical point of view, we suggest a simple way to
implement MIA by duplicating the incomplete columns, and replacing the
missing entries once by 400 and once by —oo (or an extreme out-of-range
value). This creates two dummy variables for each original one containing
missing values. Splitting along a variable and sending all missing data to the
left (for example) is the same as splitting along the corresponding dummy
variable where missing entries have been completed by —oo.

6.2 Results

Figure 3 presents the results for one choice of correlation between covariables
and percentage of missing entries as others give similar interpretation.

In the MCAR and MAR cases, all tree methods behave in the same way.
Having previously performed a “good” imputation, i.e. one that captures
the relationships between variables in relation to mean imputation, slightly
helps prediction. This is all the most true as the correlation between vari-
ables increases.

When the pattern is more complex (MNAR), there are obvious differences
between methods. As expected, MIA achieves excellent performance while

P - .
¢ uﬂogaxeaﬁsv\ o DU — - JIR N
gpart (U
e \S“‘mqﬁre\as“
" ) + - + . ..+
u\emean+ma

e
oVt 02 0.50 -0.25 0.00 0.50

o

7

0. 0.25 0.25
Explained variance Explained variance Explained variance

Figure 3: Explained variance for different mechanisms with 20% of missing
values, n = 1000, d = 3 and p = 0.5.
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the classic version of rpart (cut-off on observed data and surrogate split)
and ctree are not appropriate. We also see that the fact of adding the
mask, allows to compensate for the issue of both methods. What is per-
haps remarkable is that the mean imputation with rpart still has excellent
performances.

6.3 Consistency

In the second experiment, we compare the methods of Section 6.1 varying
sample size to assess their asymptotic performances.

We consider two models. The first model is linear as in Section 6.1, with 10
correlated covariables with p = 0.5 and 40% of MCAR values. The second
one is nonlinear and has been used as a benchmark for tree methods by
several authors, including Friedman (1991) and Breiman (1996). We added
covariance between the features to help conditional imputation. It is given
by

(Xo,...,Xo) ~N(0,5x),
Y = 10sin(7X0X1) + 20(X3 — 0.5)2 4+ 10X3 + 5X4 + N(0,0.2)
My, ..., My ~ B(0.4).

We wish to compare the tree methods to the Bayes rate. Assuming MCAR,
the Bayes estimator is the expectation of Y conditionally to the observed
values,

E[Y|X] = E[f(X)|X] = E[f(X)|o(X, M)].

It has an easy closed expression only if the joint distribution of (X,Y") is
Gaussian. To compute an approximate Bayes rate for a nonlinear regression,
we apply multiple imputation, as justified in Section 4.1.1, on a very large
sample.

Figure 4 (left) shows that impute Gaussian benefits from correlations be-
tween features and is the most efficient method; mean imputation, MIA
and surrogate splits are also consistent, but their convergence rate is much
slower; adding the indicator matrix in the data does not help. The bene-
fits brought by iterative imputation over the others methods in the linear
regression do not seem to carry over to non-linear associations, (Figure 4,
right). Here, surrogate splits also perform slightly worse than the others for
large sample sizes.
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Figure 4: Consistency over 200 repetitions, with 40% of MCAR values on
all variables, on a linear dataset (left) and a nonlinear dataset (right).

7

Discussion and conclusion

We have studied procedures for supervised-learning with missing data. Un-
like with the classic missing-data literature, the goal of the procedures is
to yield the best possible prediction on a test data with missing data. Our
theoretical and empirical results outline simple practical recommendations:

Given a model suitable for the full-observed data, good prediction can be
achieved on a test set by multiple imputation of its missing values with
a conditional imputation model fit on the train set (prop.4.1).

To train and test on data with missing values, the same imputation model
should be used. A simple mean imputation is consistent, provided a
powerful, non-linear model (Theorem 4.1).

For tree-based models, a good solution for missing values is Missing Incor-
porated Attribute (MIA, Twala et al. 2008, see implementation Remark
6.1), which optimizes not only the split but also the handling of the
missing values (Proposition 5.2 and experimental results).

Empirically, good multiple imputation methods applied at train and test
time reduce the number of samples required to reach good prediction
(Figure 4).

When missingness is related to the prediction target, imputation does
not suffice and it is useful to add indicator variables of missing entries as
features (Example 4.3 and Figure 3).
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These recommendations hold to minimize the prediction error in an asymp-
totic regime. More work is needed to establish theoretical results in the
finite sample regime. In addition, different practices may be needed to also
control for the uncertainty associated to a prediction.
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A  Proofs

A.1 Proof of Proposition 4.1

Proof of Proposition 4.1: consistency of test-time conditional multiple imputation.
Let x € (RUNA)Y. Without loss of generality, assume that only #1,...,%;

are equal to NA, for some j € {1,...,d}. Let gz, , .z, be the distribution

of (X1,...,X;) conditional on the event {)Z'jﬂ =Tjq1,... Xy = T4}

Let (Xl, . ,Xj) be a random vector with distribution gz, , . z,. By def-
inition, the multiple imputation prediction described in Proposition 4.1 is

given by

X)) =Ey 5 [f(X1,... X5, %41, ..., Ta)]

J

=E[f(X1,..., X, Xji1, ., Xa)| Xjo1 = Ej11, ..., Xg = Z4]
=EY[Xj41 = Fj41,. .., X = Za), (14)

f*
mult imput

since Y = f(X) + ¢, where eIl (X, M). On the other hand, note that, since
the missing pattern is MAR,
E[Y‘i = §] = E[Y‘)}l =NA, ..., )?j = NA,X]'_;d =Tjy1,... ,Xd = .fd]
=E[Y|My=1,...,M; =1, X411 = &j41,..., Xg = 24|
=E[Y|Xj1 = Fji1,. .., Xa = Td)- (15)

Combining (14) and (15), we finally obtain

f;@ult imput(i) = E[Y’X = i]

A.2 Proof of Theorem 4.1

Proof of Theorem /J.1: consistency of mean imputation at train and test time.
Let x € [0,1]% such that @ # E[X;]. Thus, for 0 < h < |21 — E[X1]],

E[YTx/epx,n)]

P[X' € B(x, h)]

E[YTxep(x,n) L =o]

P[X € B(x,h), M; = 0]

—E[Y|X € B(x, h), My = 0]. (16)

E[Y|X' € B(x,h)] =
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Taking the limit of (16) when A tends to zero,
E[Y[X' = x] = lim E[Y|X’ € B(x, h)]
h—0
—E[Y|X = x, M; =0]. (17)

Now, let x € [0,1]¢ such that z; = E[X3]. If P[M; = 1| X2 = 22,..., X4 =
zq] = 0, then {X' =x} = {X' = x, M} = 0} = {X = x}, and consequently,

EY|X' =x] = E[Y|X = x].. (18)
Now, if P[M; = 1| X2 = x9,..., X4 = 24 =n > 0, we have
PX’ € B(x,h)] = E[lxepx,nLan=o] + E[lxrenx,nLan=1]
= ]E[]IXGB(X,h)]]'MIZO] + ]E[]]‘(Xg,...,Xd)GB((wQ,...,xd),h)]1M1=1]7
and
E[f(X)1xeBx,n] = Elf (X)Lxep(x,n) Ly =o]
+ Elf (X)L (xs,.... X0)€B((2,... 2q) k) Lar =1]-

Therefore,

E[f(X)1x/epx,n)]
PX’ € B(x, h)]
_ B X)IxenpmLan=o] + E[f (X)L (x,. . X0)eB (w2, ) n) Lar=1]

E[Y|X' € B(x,h)] =

Elxepx,nlan=0] + E[L(x,, .. x,)eB((@o,...0q),h) L =1]

(19)
The terms in (19) involving M; = 0 satisfy
/2
E[lxepx,nlm=0] < pu(B(x,h)) < m”gﬂmhd, (20)
and
IE[f(X)Ixepx,nlan=0]l < E[|f(X)[Ixecpx,n)l
—d/2 .
< m”f]”m”f“ooh : (21)
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The second term of the denominator in (19) can be bounded from below,

]E[]]'(Xg,...,Xd)GB((IEQ,...,wd),h)]1M1=1]
:E[]1(Xz,...,Xd)EB((acg,...,xd),h)P[Ml = :HXQ’ R ,Xd]]

(d-1)/2
T (inf g)h? 1. (22)

>
TI(%E +1) o

The second term of the numerator in (19) verifies

E[f(X)L(x,,... x0)eB((wa,...za)h) Lar =1]
=E[1(x,,.. x)eB((@,....vq),n) ELf (X)Las =1 X2, . . ., X4]]
=E[L(x,,.. x)eB((x2,mza) ) BLF (X) X2, .., Xa]E[Lps 1] X, . . ., Xd]]-

If E[f(X)| X2 = x2,...,X4 = x4 > 0, by uniform continuity of f and g,
E[L(x,,.. x)eB((@2,...aq)n)ELf (X) [ X2, . .o, XaE[Lpn=1| X2, . . ., Xd]

(d—-1)/2

™

—————(inf g)h?® .
r(%+1)([$ﬂ]d9) U

>E[f(X)[X2 =x2,...,Xq = 74
Similarly, if E[f(X)| X2 = x2,...,Xq = z4] < 0, we have
E[L(x,,...x)eB((@a,...aq)n)ELf (X)[ X2, . . o, XaE[Lpn=1| X2, . . ., Xd]

(d-1)/2
- (inf g)n™'p

<E[f(X)| Xy = o Xy = _—
<E[f(X)| X2 =x2,...,Xq xd]l“(%+1) i

<0.
Hence, if E[f(X)|X2 =z2,..., Xg=x4] #0
IELf (X)L (x,.... Xa)eB((w2,.0nswa) k) Ly =1]|

(d—1)/2
T (inf g)h?1n. (23)

>|E|f(X)]| X2 = o Xg = —_—
LN = X2 Xa = vl

Gathering inequalities (20)-(23) and using equation (19), we have, if E[f(X)| X2 =
xg,...,Xded] 7'&0

E[f(X)1 TS T
lim ]E[Y|X, e B(X, h)] — lim [f( ) (X2,...,Xqa)EB((w2,...,xq),h) + M1 1]
h—0 h—=0  E[l(x, . X,)eB((@sq)h) Lan=1]
=E[f(X)| X2 =x2,...,Xq = x4, M; = 1].
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Finally, if E[f(X)|X2 = x2, ..., X4 = x4] = 0 then by uniform continuity of
f, there exists 5, such that €, — 0 as h — 0 satisfying,
/2

™
~d s 19lleo;

IELf (X)L (x,,... Xa)eB((wa.ra). i) Lan=1]] < ph®

hence
lim E[Y|X' € B(x,h)] =0
h—0
=E[f(X)| X2 =x2,..., X3 = xg]
= E[f(X)|X2 = X2, .. 'aXd = XdaMl = 1]>

since Ml X1|(Xa,...,Xq). Consequently, for all x € [0, 1]¢ such that z; =
E[X],

}Lif%E[Y’X/ € B(x,h)] = E[f(X)[X2 =x2,...,Xg =xq, M1 =1].  (24)

%

Combining equations (17), (18) and (24), the prediction given by the mean
imputation followed by learning is, for all x’ € R¢,

Formpute(X) = E[Y X2 = xa,..., Xg = X4, M1 = 1oy —gx, ] Lp[M, =1] Xa=xa..... Xg=x4]0

+E[Y|X = X1y —gx, ) Lp[a, =1) Xo=xa..... X g=x4]=0
+ E[Y|X2 = X2,... ,Xd = X{, M1 = O]]lx’l;éE[le

which concludes the proof. O

A.3 Proof of Proposition 5.1

Cart splitting criterion. Under the model given in Proposition 5.1, simple
calculations show that

PX €[0,s]]=s, PXe€ls1]]=1-s.
Thus the CART spltting criterion can be written as
C(1,s) = E[Y? — (P[X € [0,s])(E[Y|X €[0,s]])* + P[X € [s, ])(E[Y|X € [s,1]])?)

-5 (6 ()

s(s—1) 1
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By definition,

1 1
§* = argmin (s(s —-1)+ > =1/2,
s€[0,1] 4 12

and the criterion evaluated in s = 1/2 is equal to 1/48. The calculations are
exactly the same when a percentage of missing value is added if My 1l X;.
MIA splitting criterion. By symmetry, we can assume than missing
values are sent left. It is equivalent to observing

X' =01p—1 + X1p—0.
The MIA splitting criterion is then defined as
Siia,L, = argmin E [(Y ~E[Y|X' < s]ly<, — E[Y|X' > 3]1X,>S)2]
s€[0,1]

= argmin P(X’ < s)E [(Y —-E[Y|X' < 3])2‘X’ < 5]
s€[0,1]

+P(X' > $)E [(Y _E[Y|X > s])Q‘X' > s} .
We have

E[Y|X' €[0,s]] = E[X|X’ € [0, s]]
= B[XTy—1 + X1a—o| X’ €0, 5]

1
- WE[XHM:LX’E[&S] + X1 p—0,x7¢(0,9]]

1 <p+(1—p)82)‘

p+(1—p)s\2 2
Besides,

E[Y? X' € [0,s]] = B[X? X' € [0,s]]
= E[X?1p=1 + XL p—o| X' € [0, 5]]

1
= 57T e B Lumog + X Larmo xrcp.)
S S (Z+ <1—p>83)
Tp+(1-p)s\3 3
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Thus the left-part of the criterion is given by
P(X' € [0, s)E[(Y — E[Y]X" € [0,s]))*|X" € [0, 5]
= (p+ (1= p)s) (EDIX" € [0, )] - (EV]X' € [0,5]))?)

=(pra-m)(; +(f_ % (5+)
ol 2))2>

-+ et

On the other hand, we have

_l’_

(VRIS

E[Y|X' € [s,1]] = B[X|X' € [s,1]]
= E[X]l]\/[:l + XﬂM:O’X/ € [37 1]]
1
= B[X1y—q xrersa + XLa—o xrels
I—p)1—s (X1, 1,X’€[s,1] M=0,X'€] ,1]]

1 1—s?
:(1—p)(1—s)<(1*p) )
1+
_1re

Besides,

E[Y? X' € [s,1]] = B[ XX’ € [s,1]]
= E[XQ]Ile + XZ]IM:()‘X/ € [8, 1]]

1

= mE[XQ]lM:LX’G[s,I] + X ar—o x7e[s,1)]
1 183

“a-pa —s)((l -»)—5)

1= 3

C3(1—s)
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Thus the right-part of the criterion is given by
P(X' € [s,1DE[(Y — E[Y|X’ € [s,1]])?*|X’ € [s,1]]
= (1 =p)(1 = 9)) (E?X" € [5,1] - (B[V]X" € [5,1])?)

- ((1 —p) - S)) (311_—82) - JQF 3)2)

1-—s3 14 5\2
= (1-p)—5——(-p-s) ()"
Finally,
. o A=p)sy 1 p | (1—p)s®\2
SMIA,L—aSI'Gg[Ig’lll}n{(S-i— 3 ) p+(1—p)s(2+72 )

—53 S
- - p - (s )2},

which concludes the proof.

A.4 Proof of proposition 5.2

Probabilistic and block propagation. First, note that the variable Xy =
X 1y~ is similar to the variable studied for the computation of the MIA
criterion in Proposition 5.1. Therefore, the value of the CART splitting
criterion along the first variable is Cyra(1,1/2,L,0) and its value along the
second variable is Cwra (2, sy AL L 7). Since the function

a = Ovia (s shra L, Ly @)

is increasing, splitting along the first variable leads to the largest variance
reduction. Thus, for probabilistic and block propagation, splits occur along
the first variable. Let us now compare the value of these criteria. We have

PX; <1/2] =P[X; >1/2]=1/2.
The quantities related to the left cell are given by

1 1
E[Y|X, < 1/2] = % and E[Y?X;<1/2]=24

—1—12.

P S]
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The quantities related to the left cell are given by

p

E[Y|X, > 1/2] = 3% and E[V2|X, > 1/2] =

12

]

Thus, the value of the criterion satisfies

2
=5 - ()

Let, for all p € [0, 1],

h(p) = R( grob) - R(fglock)

2 1 11 13p+2
it (Bei)

16 ' 8 ' 48 48 " 82p+1
2 1 1 1
R T .
16 8 16 162p+1
We have,
p 1 1
R(p)=—=+ =
P =5 s sy
and consequently,
1 1
R'(p)=—-—=—-—"_.
) ==5 =331 1)

An inspection of the variation of h reveals that h(p) > 0 for all p € [0, 1],
which concludes the first part of the proof.

MIA. As noticed above, the criterion computed along the second variable
is given by

CMIA(27 SK/HA,L7 L, 77)

Since the function
o= CMIA('a SﬁdIA,La L, a)
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is increasing, MIA split will occur along the first variable if p < n and
along the second variable if p > 1. Therefore, the risk of the MIA splitting
procedure is given by

R(deIA) = min CMIA(L S>L1p)ﬂp§77 + min CMIA(lavaan)]lp>T]'

s€[0,1 s€[0,1]
Surrogate split. Consider the model Y = X; and X5 = X 1yw—1, where
P[W = 0] = n. Let us determine the best split along Xs to predict Z =
lIx,<05. Since {Xs < s} ={X; <s,W =1} U{W = 0}, and {X3 > s} =
{Xl >s, W = 1},

PXo <s]=s(l—p)+p and P[Xs>s]=(1-s)(1-p).
Consequently,

E[lx,<0.5x,<s
P[X; < |
1
=— " FE[1 -1+1 =
SO—p) 7 1 x,<0.5x <s,w=1 + L x,<0.5,Ww=0]
1 D
. [1-p)min(05,s) + 2.

E[Z| X, < 5] =

E[lx,<0.5x,>s
IP[XQ > S]
1
=—— PX;<05,W=1,X; >
(1—8)(1—])) [ 1> ; ) 1_8]
(05— S)+
1—s

E[Z| Xy > s] =

Besides, note that E[Z?] = P[X; < 0.5] = 0.5. Therefore, the splitting
criterion to predict 1 x,<o.5 with X5 is given by

£(s) = % — P[X; < 8](E[Z] Xz < 8])? — P[X, > 5] (E[Z| X, > s])?
1 1 : p\2 1-p
= s e P08 ) (05 -

For s > 1/2,



which is minimal for s = 1/2. For s < 1/2,

1 1 p? 1—p
h(s)==—= .
() =3 4<p—|—s(1—p)+1—5)

Hence,

1—p (1—2p)s®+2ps
4 (1-52(s(1=p)+p)*

Let g(s) = (1 —2p)s® + 2ps. If p < 1/2, the solutions of g(s) = 0 are
negative, thus, g(s) > 0 for all s € [0,1/2] and thus the minimum of A is
reached at s = 1/2. If p > 1/2, one solution of g(s) = 0 is zero and the other
is s =2p/(2p — 1) > 1. Thus, g(s) > 0 for all s € [0,1/2] and the minimum
of h is reached at s = 1/2. Finally, the minimum of A is reached at s = 1/2.
The risk of the surrogate estimate is then given by

R(fs*urr) = E[(Y - fs*urr(X))2]
= E[(Y - fs*urr(X))Q]lMlil + (Y - fgurr<X))2]lM1:1]'

h'(s) = —

Here,
E[(Y — fiu(X))?[ My = 1]
= E[(X; —0.25)%1x,<05 + (X1 — 0.75)*1 x,>0.5]
= nE[(X1 —0.25)%] 4+ (1 — n)E[(X1 — 0.25)*1 x,<0.5]
+ (1= nE[(X1 — 0.75)*1 x,50.5]
1 6n
- 5T
Finally,

1—p 1 6n 1 6
R * = — —_— _— = — _ .
(fourr) %4WQQ%J 18 T g

B Miscellaneous

B.1 Variable selection properties of the tree methods with
missing values

Decision trees based on the CART criterion (implemented in the function
rpart of the R library rpart) and on the conditional inference criterion
(implemented in the function ctree of the R library party) lead to different
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Sample size Sample size
(a) CART (b) Conditional trees

Figure 5: Frequency of selection of X; when there are missing values on X3
and X

ways of selecting splitting variables. We illustrate this behaviour on a simple
model,

X1l Xo ~N(0,1)
e ~N(0,1)
Y —025X, +e,

to which we apply missing values, either MCAR on the first variable or on
both variables. Stumps (decision trees of depth one) are fit on 500 Monte-
Carlo repetitions of each setup. When there are balanced missing values on
both variables (figure 5), CART is almost as robust as conditional trees to
increasing missing rate or decreasing sample size. However, missing values
on X alone affect CART more severely (figure 6). For instance, for a sample
of size 50 with 75% missing values, CART will select the non-informative
variable X9 more frequently than X, while conditional trees keep selecting
X1 more often.

B.2 Example of EM algorithm

Let us consider a simple case of n observations (x1,x2) = (i1, Zi2)1<i<n
sampled from the distribution of (X7, Xs), a bivariate Gaussian distribution
with parameters (u,Y). We assume that Xs is subjected to missing val-
ues and that only r values are observed. The aim is to get the maximum
likelihood estimates of (u,¥) from the incomplete data set. The algorithm
described below can be straightforwardly extended to the multivariate case.
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Figure 6: Frequency of selection of X; when there are missing values on X3
only

~

Note that from (fi,), it is then possible to directly estimate the parame-
ters of a linear regression model and thus to perform linear regression with
missing values.

We denote by f12(x1,X2; 1, X), f1(X1;p1,011) and fo; (x2|x1; 1, X), respec-
tively, the probability of joint distribution of (X7, X2), marginal distribution
of X1 and conditional distribution of X5|X;. The joint distribution of ob-
served data can be decomposed as:

n T
fra(xi,xo; . D) = [ [ Aul@ans g, o11) [ fop (@ialwgns 1, 2),
i=1 j=1

and the observed log-likelihood is written (up to an additional constant that
does not appear in the maximization and that we therefore drop):

n

n 1 (vi1 — 1) 7 o?
o, X, =——1 2 __E:_Z - _ Oi2.2
(/’La 7X1>X2) 2 Og(gll) 2 pa 0_%1 9 og (0'22 0_11)

2
1 <« (%‘2 —p2 — Z2(za — m))
2 — ( ‘7%2)2

UQQ—E

We skip the computations and directly give the expression of the closed form
maximum likelihood estimates of the mean:

n

- -1

1 =n E Ti1
i=1
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fi2 = B20.1 + B21.1fi1,
where
Bo11 = s12/s11, P201 = T2 — P21.171,

T T
Tj = ! Zl‘ij and Sjk = 1 Z(.’L’U — f])(wzk — i‘k), 7, k=12.
i=1 i=1

In this simple setting, we have an explicit expression of the maximum likeli-
hood estimator despite missing values. However, this is not always the case
but it is possible to use an EM algorithm to get the maximum likelihood
estimators in the cases where data are missing.

The EM algorithm consists in maximizing the observed likelihood through
successive maximization of the complete likelihood (if we had observed all
n realizations of x; and x3). Maximizing the complete likelihood

n

n 1 _
le(p, X5 X1, X2) = —Elog (det(X)) — 3 Z(azzl — )T N — )
=1

would be straightforward if we had all the observations. However elements
of this likelihood are not available. Therefore, we replace them by the con-
ditional expectation given observed data and the parameters of the current
iteration. These two steps of computation of the conditional expectation (E-
step) and maximization of the completed likelihood (M step) are repeated
until convergence. The update formulas for the E and M steps are as follows:
E step: The sufficient statistics of the likelihood are:

n n n n n
2 2
S1 = g Ti1, S22 = g Ti2, S11 = g Ty, S22 = g Tio, S12 = g Xi1T42-
i=1 i=1 i=1 i=1 i=1

Since some values of xo are not available, we fill in the sufficient statistics
with:
E[zio|wi1; p, ¥] = Bao.1 + Ba1.1Ti1

Elzh|2i1; 1, %] = (Ba01 + Borawin)? + 0921
Elzioxia|zit; 1, B] = (B20.1 + Bor.1%in)xit .-

with, Bo1.1 = 012/011, B201 = p2 — Par.apr, and 0221 = 092 — 01y /011
M step: The M step consists in computing the maximum likelihood esti-
mates as usual. Given s1, s9, s11, S22, and s12, update i and & with

fi1 = s1/n, fio = sa/n,
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o 2 A D A P
01 = s11/n — 1], G2 = s22/n — fi3, 612 = s12/n — fi1fi2

Note that s, s11, i1 and 61 are constant across iterations since we do not
have missing values on x;.

Remark B.1. Note that EM imputes the sufficient statistics and not the
data.
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