Estimation of the spatial resolution of a 2D strain estimator using synthetic cardiac images
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Abstract—Although myocardial deformation imaging is often used in clinical practice, to date, the spatial resolution of any speckle tracking algorithm has not been tested. The minimum size of the resolvable dysfunctional areas with these techniques remains unknown while this is relevant for reliable clinical diagnosis. The current study therefore aimed at determining the spatial resolution of our previously validated non-rigid image registration (NRIR) algorithm in 2D ultra-realistic in-silico B-mode images with eight varying sizes of dysfunctional regions. A correlation coefficient obtained between the NRIR-end-systolic (ES) strains and the true ones was 0.97, indicating a good tracking performance. Mean ES strain errors and limits of agreement mates in ultra-realistic 2D in-silico model images with eight varying sizes of dysfunctional regions. A correlation coefficient obtained between the NRIR-end-systolic (ES) strains and the true ones was 0.97, indicating a good tracking performance. Mean ES strain errors and limits of agreement respectively 
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II. MATERIALS AND METHODS

Data

Ultra-realistic 2D synthetic B-mode apical images (A3C and A4C) were generated by combining a complex electromechanical (E/M) model of the heart with a novel ultrasound (US) simulation approach [2]. Specifically, the Bestel-Clement-Sorine E/M model [3] was used to generate the synthetic motion field across the whole cardiac cycle. Next to a model mimicking a normal heart, 8 data sets with dysfunctional areas ranging from 1.6 cm to 5.2 cm in diameter were generated by locally modifying biophysical parameters such as the active contractile force, stiffness and conduction. The dysfunctional regions located on the lateral wall lying in between the A3C and A4C images were simulated with realistic extent and shapes as generated in [4]. Furthermore, the ventricle geometry and realistic speckle textures were obtained from the templates of real clinical US recordings [2].

Non-rigid image registration

Non-rigid image registration computes the inter-frame displacement field \( \mathbf{T}_\xi = (T_x, T_y) \) at every pixel \( r = [x, y] \) and it was modeled as a tensor product of 2D cubic B-splines \( \beta_\xi^3 \) \( (\xi \in (x, y)) \) [5]:

\[
T_\xi(r) = \sum_{i \in N_x} \sum_{j \in N_y} \mu_{ij} \beta_\xi^3 \left( \frac{x - \kappa_{ij}^x}{\sigma_x} \right) \beta_\gamma^3 \left( \frac{y - \kappa_{ij}^y}{\sigma_y} \right)
\]

where within the compact support of the cubic B-splines \( (\beta_\xi^3) \) lies a set of control grid points \( N_\xi \), with an inter-grid spacing of \( \sigma_\xi \). \( \mathbf{T}_\xi(r) \) was parametrized by B-spline coefficients \( \mu_{ij} \), located at every control point node. During an iterative optimization process, these coefficients were updated to optimum values by minimizing a cost function.

In a multi-resolution framework [5], [6], firstly the transformation complexity was gradually increased by progressively decreasing the inter-grid spacings, \( \sigma_\xi \) between control points in subsequent levels. Secondly, the data complexity was gradually increased by convolving the images with a Gaussian scale space, where the size of the smoothing kernel was reduced at each scale.
This large number of coefficients $\mu_{ij}$, were optimized by a limited memory Broyden-Fletcher-Goldfarb-Shanno (LBFGSB) optimization routine with simple bounds, generally suitable for optimization of a large set of parameters due to its low memory requirement [7].

The cost function used for optimization can be expressed as:

$$C = S + \omega R$$

(2)

where $S$ is a similarity measure and $R$ is a regularization term, weighted by a factor $\omega$ to adjust the strength of $R$. Here, the sum of squared differences (SSD) has been chosen as the similarity measure $S$, primarily due to its good performance in monomodal registration and computational simplicity. Additionally, physically impossible solutions of the displacement field ($T_\xi$) were penalized by computation of a bending energy (BE) penalty term which was derived as a squared second order derivative of $T_\xi$ and represented here by $R$ [5].

Conventionally, the BE penalty term is computed by the second order derivatives of the underlying transformation field at every pixel location, $r$ in the image consisting of $P$ pixels, therefore making the computational complexity proportional to the total number of pixels ($P$) present in the image. An alternate closed analytic representation of $R$, originally proposed in [8] and shown to be applicable in in-silico cardiac data in our previous work [9], can speed up the computational efficiency. In particular, the computation of $R$ is directly proportional to the number of regions $\Omega$, that sum up to represent the whole transformation field.

$$R = \frac{1}{P} \sum_{\Omega} R_{\Omega}$$

(3)

where $R$ is sum of individual contributions of the bending energy for each region $R_{\Omega}$, which can be represented as:

$$R_{\Omega} = \sum_{(\delta_x, \delta_y)} \left( \mu_i^T V(\delta_x, \delta_y) \mu_i + \mu_j^T V(\delta_x, \delta_y) \mu_j \right)$$

(4)

for $(\delta_x + \delta_y = 2)$

where $\mu_i$ and $\mu_j$ are the B-spline coefficients associated to the relevant control points for $\Omega$ in $x$ and $y$ directions respectively. Importantly, $V(\delta_x, \delta_y)$ represent the matrices containing the contribution of the derivative of the BE penalty at every control point $\mu_{ij}$. For one particular pyramid level, a unique matrix based on the inter-grid spacings $\sigma_\xi$ in physical space, constant for that grid resolution can be constructed. This matrix contains the contribution of BE and it can be precomputed and stored for each grid resolution. In case of 2D images, for every grid resolution three of these matrices were pre-computed and stored. For further details, the reader is referred to [9].

On the end-diastolic (ED) frame (i.e., first frame) of each image sequence, a region of interest (ROI) indicating the myocardial wall was manually contoured. The ROI was sampled into 180 points and six segments were defined according to the recommendation guidelines [10]. The ground truth deformation estimates obtained from the E/M model, were available at the sampled points along the whole cardiac cycle. Subsequently, the ground truth mid-myocardial longitudinal strain ($\epsilon(t)$) was computed, where the strain is defined as deformation of the myocardial length ($L(t)$) along the longitudinal direction at any time $t$ in the cardiac cycle and $L_0$ being the initial length in the first frame.

$$\epsilon(t) = \frac{L(t) - L_0}{L_0}$$

(5)

Ground truth strain curves were obtained at i) each sample of the ROI and, ii) along each of the six segments. For each case the initial length, $L_0$ was defined as i) the distance between two consecutive samples of the ROI and ii) the total length of ROI along each segment. The respective end-systole (ES) strains were extracted from both sets of strain curves.

NRIR-based deformation was estimated at all the samples along the ROI. Similar to the ground truth strain curves as described above, two sets of NRIR-based strain curves corresponding to each sample of the ROI and along each segment were obtained. Drift correction was applied to the strain curves, followed by the extraction of the ES strains.

**Evaluation**

**Tracking performance:** To quantify tracking performance, the ideal ES segmental strains as obtained from the E/M model, considered as the reference values were correlated to the NRIR-based ES segmental strains as expressed by the Pearson’s correlation coefficient. Bland-Altman (BA) analysis was used to assess the limits of agreement between the ideal and the NRIR-based ES segmental strains. The mean error of the NRIR-based strain (i.e. the bias of the BA analysis) was tested to be significantly different from zero using a paired t-test and a p-value less than 0.01 was considered to be statistically significant.

**Tracking resolution:** In an ideal scenario it can be assumed that due to reduced contractility the dysfunctional regions show lower strain values in comparison to the normal regions. The ground truth and the NRIR-estimated dysfunctional areas

---

Figure 1. Visual representation of 3D meshes where (a) the smallest and (b) the largest dysfunctional regions are represented by the red parts. The A3C intersecting slice is shown by the green imaging plane.
were therefore defined as the samples at the ROI with reduced ES strains with respect to the samples in the respective normal heart model at the same location. Subsequently, for both the ground truth and the NRIR, the size of the dysfunctional areas were determined as the largest spatially continuous dysfunctional regions across the ventricle.

The tracking resolution was evaluated by computing the correlation coefficient between sizes of the dysfunctional area as determined by the NRIR and the ground truth. In addition, to assess dysfunction, sensitivity, specificity and accuracy was computed on a pixel-by-pixel basis and the dysfunctional size was defined to be resolved when accuracy was > 60%. Finally, the receiver operating characteristics (ROC) was computed followed by the estimation of the area under the curve (AUC).

III. RESULTS

Figure 1 shows the visual representation of example 3D meshes (models) with the smallest (a) and the largest (b) dysfunctional regions shown in red. The A3C imaging plane (green) gives a visual estimation of the size of the dysfunctional regions on the imaging plane.

The pixel-wise ES strain differences sampled at the ROI in the normal heart and the heart with the smallest (left) and the largest (right) dysfunctional regions is shown in Figure 2. The x-axis denotes the length of the myocardium along the base-apex-base where the dashed vertical line denotes the position of the apex. The ground truth and the NRIR strain differences are shown in red and black respectively, where the regions with positive ES strain differences correspond to the dysfunctional regions.

Figure 3 shows the correlation between the NRIR-based ES segmental strains against the ideal ES segmental strains and a correlation coefficient of 0.97 was obtained. The mean error and the limits of agreement of the NRIR-ES segmental strains with respect to the ground truth measurements were 0.19% and -3.37·3.76% respectively (see Figure 4), with the difference being statistically significant (p < 0.01).

The correlation coefficient of the NRIR estimated sizes of the dysfunctional area against the ideal sizes was 0.92 (see Figure 5). The pixel-wise accuracy from 1.6 cm to 5.2 cm of dysfunctional region increased from 52% to 82%; while the corresponding AUC increased from 0.49 to 0.95. A comprehensive overview of our findings for all sizes of dysfunctional areas is presented in Table I.
Table 1  
**Comprehensive overview of the analysis for all the sizes of the dysfunctional areas**

<table>
<thead>
<tr>
<th>View</th>
<th>Size(cm)</th>
<th>Accuracy(%)</th>
<th>Sensitivity(%)</th>
<th>Specificity(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A3C</td>
<td>1.6</td>
<td>51.9</td>
<td>51.7</td>
<td>51.9</td>
</tr>
<tr>
<td></td>
<td>3.4</td>
<td>71.9</td>
<td>90.84</td>
<td>67.2</td>
</tr>
<tr>
<td></td>
<td>4.3</td>
<td>74.2</td>
<td>100</td>
<td>66.67</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>81.9</td>
<td>100</td>
<td>75.4</td>
</tr>
<tr>
<td>A4C</td>
<td>1.9</td>
<td>62.23</td>
<td>71.43</td>
<td>61.38</td>
</tr>
<tr>
<td></td>
<td>3.5</td>
<td>68.1</td>
<td>84.21</td>
<td>64.53</td>
</tr>
<tr>
<td></td>
<td>4.6</td>
<td>72.36</td>
<td>82.09</td>
<td>69.02</td>
</tr>
<tr>
<td></td>
<td>5.2</td>
<td>74.29</td>
<td>94.23</td>
<td>67.7</td>
</tr>
</tbody>
</table>

Figure 5. The correlation plot of the sizes of the dysfunctional regions estimated by NRIR against the true ones.

IV. DISCUSSION AND CONCLUSION

The current study investigated the spatial strain resolution of 2D NRIR on ultra-realistic synthetic B-mode images simulated with eight dysfunctional regions. A reliable NRIR-based tracking performance was supported by a high correlation coefficient of 0.97 (see Figure 3). In addition, a high correlation coefficient of 0.92 (see Figure 5), is suggestive of good tracking resolution.

A difference in the tracking performance was noted between the A3C images and the A4C images. A closer look in Table I, shows that for a comparable size of dysfunctional area the accuracy for A3C was better than that of the A4C. One of the potential explanations could be the out-of-plane motion in the A4C images which could have been more pronounced due to the generation of the 2D images from the 3D mesh. This hypothesis however remains to be proven.

Although we have used ultra-realistic synthetic images, in the future it will be interesting to extend these experiments in clinical in-vivo images, where the corresponding cardiovascular magnetic resonance cardiac data can be used as a reference.

As a conclusion, we have found that the discriminative power of our NRIR algorithm was adequate to resolve dysfunctional areas down to 1.9 cm.
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