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MATHEMATICAL FORMULATION AND APPROXIMATE METHODS FOR AN EXTENSION OF THE RCPSP: THE MULTI-SITE RCPSP

Arnaud Laurent, Nathalie Grangeon, Laurent Deroussi, Sylvie Norre

Abstract

This article proposes an extension of the Resource Constrained Project Scheduling Problem: the Multi-Site RCPSP with resource pooling between several sites. This extension considers new constraints for the RCPSP like transportation times and choice of the site where tasks are performed. A linear program of this problem is given. Four approximate methods are described: local search, simulated annealing and Iterated Local Searches with two different acceptance criteria: Simulated Annealing type acceptance criterion and Better Walk acceptance criterion. We compare the results obtained with each method. Simulated Annealing and Iterated Local Searches give good results.
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1. INTRODUCTION

Resource pooling management for multi-site organisations receives an increasing interest from decision workers. Resources are shared between several sites and have the possibility to move from one site to another. A lot of practical applications can be mentioned to illustrate the interest of resource pooling:

- Factory 4.0 with production cells that can move from a site to another, at the tactical level
- The moving of the construction machinery between different building sites
Hospital systems, in which health personnel can work on several sites ("Groupement Hospitalier de Territoire" in the recent French health law)

This kind of considerations leads us to propose a new variant of RCPSP called the Multi-Site RCPSP because literature variants do not permit to model the resource moves, when some resources and tasks have to be assigned on a site. So this paper is devoted to the presentation and the study of the Multi-Site RCPSP. It is organised as follows. First we present the problem and the economic impact of resource pooling. Secondly we present a literature review of similar problems. Then we propose resolution methods, a mathematical model and approximate methods for solving the proposed problem. We present some results of the mathematical model and of the approximate methods. Finally we conclude about our work and our prospects.

2. PRESENTATION OF THE MULTI-SITE RCPSP

2.1. Description of the problem

This problem is an extension of the classical Resource Constraint Project Scheduling Problem (RCPSP) in which a set of $N$ tasks has to be scheduled. The duration of the task $j$ is $p_j$. Each task has a set $P_j$ of precedence relations. Each task $j$ needs a set of $r_{j,k}$ resources of type $k$, for each $K$ types. Mathematical models have been proposed by Oğuz and Bala\cite{24} and Correia and al.\cite{3}.

Because of the multi-site context, new characteristics which are not considered in the classical RCPSP have to be used. We first introduce the notion of site. Each task needs a site to be performed. The second concept is the distinction between fixed resources and mobile resources. For example, a fixed resource can be a machine that can not be moved. Thus, its use for a task will determine the site where the task will be assigned. A fixed resource can not be assigned to a task performed on a site where the resource is not located. In contrast, a mobile resource can execute tasks on every site.

If a mobile resource executes two consecutive tasks on two different sites, time constraints must be considered to model the transportation time of the resource from one site to another. Mobile resources are available on the site where they realized their first task. A transportation time results in a minimum delay between the end of the execution of the first task and the beginning of the execution of the second task. This time depends on the pair
of sites where both tasks are performed. There is another case in which a transportation time is applied: when two tasks are linked by a precedence relation and are realized on different sites. In this case, it represents the transportation time of a semi-finished product between two sites.

This problem extends the definition of the RCPSP. If only one site is considered for an instance of the RCPSP multi-site, the remaining problem is a classical RCPSP. As the RCPSP is NP-hard in the strong sense, this extension is NP-hard too.

2.2. Example

To illustrate this new problem, we consider an instance composed of seven tasks and five resources of 4 different types. There are two resources of type 1 (R1,1 and R1,2), one of types 2,3 and 4 (R2, R3 and R4 respectively). R1,1 and R2 are assumed to be fixed, the other ones are mobile. There are two sites. It takes 2 time periods to travel from one site to the other one. Precedence graph is represented in Figure 1. Each task is represented by a circle, the duration of the task is written above the circle, the needed resources are below. Tasks 1 and 9 are fictitious tasks of beginning and end of the project.

A schedule is given in Figure 2. With this solution, two mobile resources are moving. R3 performs task 2 and 4 on site 1, and then goes to site 2 to perform task 5. At the same time, R1,2 performs task 2 and 4 on site 1 and then moves to site 2 to perform task 6. Thus, two transportation times are applied for mobile resources. Two more transportation times are applied: between tasks 2 et 3 and between tasks 4 and 5. Indeed these tasks are linked by precedence relation and they are not performed on the same site. The makespan of this solution is equal to 12 periods.

2.3. Economic relevance

The practical application for which we define this problem comes from the public health sector. A pool of human resources is shared on several distant hospitals within a community. The involved problem is to find a hospital assignment for the patients and their operations and for each operation, to assign the needed resources. The hospitals are distant, so the patients and human resources have to take into account transportation times. The goal is to improve the productivity by pooling human resources and patients within the community. Other applications could be imagined (production sites with
shared machines, multi-site time tabling, ...), rising yet the interest of taking into account the resource transport in a project scheduling context.

We present a small example in order to illustrate the interest of resource pooling. We consider a hospital community with 2 sites. On these sites, 13 medical examinations have to be programmed. The transportation time between the two sites is equal to 1 period. On site 1 there are a scanner (S1) and 2 manipulators (M3 and M4). On site 2 there are a MRI (Magnetic
Resonance Imaging) (MR1) and 2 manipulators (M1 and M2). The medical examinations are:

- 9 MRI, which last 1 period each
- 4 scanners, which last 2 periods each

In this case, we consider 11 patients with one or two medical examinations to do. The examinations 1 and 13 involve the same patient. The examinations 3 and 12 also involve the same patient. In the case of several medical examinations, precedence constraints can be used to model the patient. Medical examinations from 1 to 9 are MRI examinations and the ones from 10 to 13 are scanner examinations. A scanner and a MRI examinations require a manipulator and a scanner and a MRI respectively, to be executed. The examinations 2, 4, 7, 11 and 13 involved patients with reduced mobility and require a second manipulator to do their exam.

When each resource is assigned to a site, an optimal solution is given in Figure 3. This schedule has a makespan of 9 periods. In this case none of the resources are pooled, the resources can work only on their employing units. In the case of manipulator pooling between the two sites a new schedule can be proposed.

When resources are pooled and can work from one site to another, an optimal schedule is given by Figure 4 with only 3 manipulators. In this schedule the manipulator M3 executes 3 medical examination on site 1 and then goes to the site 2 to execute 3 MRI. This solution has still a makespan of 9 unless only three manipulators are consumed.

Gourgand and al. have shown the interest of resource pooling at tactical level for the same practical problem. Their problem consists in planning the medical examinations at a day granularity without consideration of the schedule of activities. They consider 100 medical examinations to plan in a week. Without resource pooling, only 88 can be planned in the time horizon. When the same resources are pooled between the sites, all the medical examinations are planned in the time horizon.

There are several interests in resource pooling in this context. The schedule can be more robust to material failure or the lack of personnel. There is also the economic impact on the consumption of the resources. We present a small example in order to illustrate that the resource pooling reduces the consumption of resources.
Figure 3: Schedule with no resource pooling
Figure 4: Schedule with resource pooling
3. SIMILAR PROBLEMS IN LITERATURE

3.1. Extensions of the RCPSP

The classical Resource Constraint Project Scheduling Problem, written \( PS|\text{prec}|C_{\max} \) by Kan\[9\], consists in scheduling each task and assigning resources to it. A version of this problem exists with several modes of execution for each task. This problem is called MRCPSP for Multi-mode RCPSP.

Two extensions of the RCPSP and three extensions of the MRCPSP are related to our problem:

- RCPSP with minimum time lags (RCPSP min) proposed by Klein\[11\]
- RCPSP with conditional minimum time lags (RCPSP-CTL) proposed by Toussaint\[27\]
- MRCPCP with generalized precedence relations (RCPSP-GPR) proposed by De Reyck and Herroelen\[4\]
- Multi-mode Resource-Constrained Project Scheduling Problem with Mode Dependent Time Lags proposed by Sabzehparvar and Seyed-Hosseini\[26\]
- MRCPSP with schedule dependent set-up time (RCPSP-SST) proposed by Mika and al.\[23\]

All of these RCPSP extensions can model transportation times. The RCPSP with minimum time lags considers a time between the end of a task and the beginning of another task. This time is known and given for each pair of tasks. With the notations given in section 3 and a minimum time lag \( \text{lag}_{\min}(i, j) \) between tasks \( i \) and \( j \).

This extension can model transportation time between two tasks, like the transportation time of a job from a machine to the next one. Many studies have focused on the integration of these minimum time lags such as Klein\[11\], Klein\[12\], Lombardi and Milano\[18\].

In the RCPSP with minimum conditional time lags proposed by Toussaint\[27\], the minimum time lag is applied only in two cases:

- There is a precedence relation between the tasks
- At least one resource is transmitted from one task to another
This extension allows us to model transportation time of a resource and semi-finished product which has to move from the location where the first task is performed to the location where the second task is performed.

The Multi-mode Resource-Constrained Project Scheduling Problem with Generalized Precedence Relations (MRCPSP-GPR) proposed by De Reyck and Herroelen added minimum and maximum time lags. This problem can also model transportation between tasks.

The main interest of the multi mode aspect is that a task has different ways to be executed, so a mode can model a way to execute a task on a specific site. If this is the case, the time lag between two tasks will depend on the mode used to execute each task. A model is proposed by Sabzehparvar and Seyed-Hosseini for this problem called Multi-mode Resource-Constrained Project Scheduling Problem with Mode Dependent Time Lags. For each couple of tasks the time lag between them depends on which mode is applied for each task. This problem allows to model transportation time between tasks without the knowledge of where each task will be executed.

Another way to model transportation time with the MRCPSP is proposed by Mika and al. In this problem the authors model transportation times by set-up time between each task. In addition of a mode, a task needs a location to be executed. Therefore, the set-up time between two tasks is schedule dependent, which means that it depends on the sequence of tasks and resources assignment. Every resource is fixed on a location and if two tasks need to transfer set-up required resources, the set-up time will depend on which location each task is executed.

There is also some papers that address the Resource Constraint Multi-Project Scheduling Problem (RCMPSP) with transfer time between each project. Yang and Sum study different priority rules for resources assignment in a multi-project problem with resource transfer time. Several other substantial work on this problem have been done by Dodin and Elimam, Yang and Sum and Krüger and Scholl.

3.2. Transportation in scheduling problems

Transportation constraints have been considered in many other scheduling problems. One of them, considered by Maggu and Das and Maggu and al., is the flow shop problem with two machines. Several other papers consider transportation times in flow shop problems with more than two machines, as Maggu and al., Kise.
Some papers deal with hybrid flow shop problem. For instance in Langston \cite{16}, the transportation times between two tasks are deduced according to the pair of machines assigned to execute the job. There are a lot of papers which consider a vehicle to carry jobs, as in Lee and Chen \cite{17}. For the job shop problem, Bilge and Ulusoy \cite{11} were interested in the simultaneous scheduling of transportation resources and production resources. There is still a lot of work done on these extensions like Kumar and Kumar \cite{15} and Gupta \cite{8}.

Another type of scheduling problem is the multiprocessor scheduling problem proposed by Garey and Johnson \cite{6}. This problem considers a transportation time if two tasks with precedence relation are not performed by the same processor.

To conclude, all the different extensions of the RCPSP can not model our problem. None of them can model the assignment of resources to sites. The goal of our problem is to add a transportation time to the RCPSP which depends on the location where tasks are performed. Compared to the literature, we extend the RCPSP with conditional time lags by adding the assignment of tasks to the site. Time lags become transportation times, because they are no longer given for a pair of tasks, but for a pair of sites.

4. MATHEMATICAL MODEL

The extension consists in adding the multi-site aspect to the classical RCPSP problem. So, two new elements are added: the sites and the fact that a resource is mobile (it can move between two sites) or not (a resource is assigned to a site and cannot move to another site). Transportation times are the main new aspect. Two distinct cases must be considered:

- Two tasks consecutively assigned to a same mobile resource are realized on two distinct sites. A time lag must be taken into account between the end of the first task and the beginning of the second, it corresponds to the transportation time of the resource between the two sites.

- There is a precedence constraint between two tasks and these two tasks are assigned to two distinct sites. The time lag between the end of the first task and the beginning of the second corresponds to the transportation time between the two sites (the result of the first task must be moved to the second task).

Unlike the RCPSP with conditional time-lags, lags are not known in advance because they depend on the sites the tasks are assigned to.
4.1. Data

- $N$: Number of tasks, with 1 and $N$ the two fictitious tasks of beginning and end of the project
- $p_j$: Duration of task $j = 1, N$
- $P$: Set of tasks which have to precede task $j = 1, N$
- $K$: Number of different types of resources
- $R_k$: Number of resources of type $k = 1, K$
- $r_{j,k}$: Number of resources of type $k = 1, K$ needed for task $j = 1, N$
- $T$: Maximum number of periods
- $M_{k,r} = 1$ if resource $r = 1, R_k$ of type $k = 1, K$ is mobile, 0 otherwise
- $S$: Number of sites
- $\delta_{s,s'}$: Transportation time between site $s = 1, S$ and site $s' = 1, S$
- $loc_{k,r}$: Location site for resource $r = 1, R_k$ of type $k = 1, K$
- $H$: A large number

4.2. Variables

- $X_{j,t} = 1$ if task $j = 1, N$ ends in period $t = 1, T$, 0 otherwise
- $Y_{j,k,r} = 1$ if resource $r = 1, R_k$ of type $k = 1, K$ is assigned to task $j = 1, N$, 0 otherwise
- $Z_{j,s} = 1$ if task $j = 1, N$ is performed on site $s = 1, S$, 0 otherwise
- $\omega_{j,h} = 1$ if a transportation time has to be applied between the end of task $j = 1, N$ and the beginning of task $h = 1, N$, 0 otherwise. When two tasks are consecutively assigned to a same resource or when two tasks are subject to a precedence constraint. However, the corresponding transportation time will be equal to 0 if the two tasks are assigned to a same site.

4.3. Objective

\[
\text{Minimize } \sum_{t=1}^{T} t \times X_{N,t} \quad (1)
\]
4.4. Constraints

\[
\sum_{t=1}^{T} X_{j,t} = 1; j = 1, N; \quad (2)
\]
\[
\omega_{h,j} = 1; j = 1, N; h \in P_{j}; \quad (3)
\]
\[
Y_{j,k,r} + Y_{h,k,r} \leq \omega_{j,h} + \omega_{h,j} + 1;
\]
\[
1 \leq j < h \leq N; k = 1, K; r = 1, R_k;
\]
\[
\sum_{t=1}^{T} t \times X_{j,t} \geq \sum_{t=1}^{T} t \times X_{h,t} + p_j + (Z_{j,s} + Z_{h,s'} - 1) \times \delta(s, s') - H \times (1 - \omega_{h,j});
\]
\[
j, h = 2, N - 1; s, s' = 1, S; \quad (5)
\]
\[
\sum_{t=1}^{T} t \times X_{j,t} \geq \sum_{t=1}^{T} t \times X_{h,t} + p_j;
\]
\[
((j = N) \land (h = 2, = N - 1)) \cup ((h = 1) \land (j = 2, N - 1)); \quad (6)
\]
\[
\sum_{r=1}^{R_k} Y_{j,k,r} = r_{j,k}; j = 1, N; k = 1, K; \quad (7)
\]
\[
Y_{j,k,r} \leq Z_{j,loc_{k,r}}; j = 1, N; (k = 1, K; r = 1, R_k) \land (M_{k,r} = 0); \quad (8)
\]
\[
\sum_{s=1}^{S} Z_{j,s} = 1; j = 1, N; \quad (9)
\]
\[
X_{j,t} \in \{0; 1\}; j = 1, N; t = 1, T; \quad (10)
\]
\[
Y_{j,k,r} \in \{0; 1\}; j = 1, N; k = 1, K; r = 1, R_k; \quad (11)
\]
\[
Z_{j,s} \in \{0; 1\}; j = 1, N; s = 1, S; \quad (12)
\]
\[
\omega_{j,h} \in \{0; 1\}; j, h = 1, N; \quad (13)
\]

The proposed model is based on the literature models from Oğuz and Bala\cite{24} and Correia and al.\cite{3}. The aim is to minimize the makespan \( (H) \). The non-preemption and the realization of each task are expressed by the constraint \( (2) \). The constraints \( (3), (4) \) and \( (5) \) model that a transportation time must be taken into account in the two following cases:

- Two tasks are subject to a precedence constraint (constraint \( (4) \))
- A same resource is assigned to two tasks. In this case, these two tasks cannot overlap (constraint \( (5) \)).
The transportation times are equal to zero if the two tasks are assigned to a same site. The constraint (3) computes the completion time of the tasks by integrating the transportation times which depend on the sites tasks are assigned to. It can be noticed that this modeling can be applied in the case of conditional time lags for which the notion of site does not appear. The term \((Z_{j,s} + Z_{h,s'})\times \delta(s,s')\) must be simply replaced by the time lag between the tasks \(j\) and \(h\). The completion times of the fictitious tasks are computed by constraint (4). The constraint (7) expresses that the right amount of resources is assigned to a task. If no mobile resource is assigned to a task, this task must be assigned to the associated site (constraint (8)). Each task is assigned to one and only one site (4). Constraints (5)(6)(7)(8) are binary constraints.

In this model, we propose to consider each resource individually. Thus it is easier to deal with the site assignment and to take into account the transportation times. The standard constraint in RCPSP which expresses that the number of assigned resources to tasks at a given time is lower than the number of available resources does no longer appear as such. Constraints (5) and (7) both mention this point. At a given time, either a resource is assigned to a task or moves between two sites.

5. APPROXIMATE APPROACHES

As this problem is NP-hard in the strong sense, approximate methods form a good alternative to solve large instances. Among them, metaheuristics are a family of generic methods that are considered to be efficient for solving hard problems. We propose to implement individual-based metaheuristics. We describe first the solution representation used for this problem. Then, we define two neighborhood systems before we present the metaheuristics.

5.1. Solution representation and list-scheduling based algorithm

A solution is represented by the concatenation of two vectors \(X = (\sigma, l)\). The vector \(\sigma\) is the sequence of tasks while the vector \(l\) assigns a site to each task. More formally,

- \(\sigma = (\sigma_1, ..., \sigma_N)\) is a permutation of the tasks. We assume that we will only work with valid permutations, e.g. permutations for which the precedence constraints are all satisfied. \(\sigma_1\) and \(\sigma_N\) are two fictitious project tasks, representing respectively the beginning and the ending
of the project. Resources have to respect the execution order of the tasks. Thus, if task \( j \) precedes task \( i \) in \( \sigma \) then no resource can execute \( i \) before \( j \).

- \( l = (l_1, \ldots, l_N) \) with \( l_j \in \{1, \ldots, S\} \) is the site where the task \( j \) will be performed. Only the sites having enough resources for processing a task can be selected.

Starting from a solution thus defined, a list-scheduling based algorithm is then applied, inspired by the works of Carlier[2]. This list algorithm permits to schedule the tasks by computing the earliest ending date \( d_j \) of each task \( j \) as shown below.

For each resource \( r \) of type \( k \), its availability date \( av_{k,r} \) is determined, according to three possible cases:

- The resource \( r \) is mobile. Its availability date is defined by \( av_{k,r} = 0 \) if the current task \( j \) is the first one that is assigned to \( r \); \( av_{k,r} = d_h + \delta(l_h, l_j) \) if \( h \) is the last task assigned to \( r \) before the current task \( j \).

- The resource \( r \) is fixed and \( l_j \neq loc_{k,r} \). The resource cannot be assigned to \( j \) and by convention \( av_{k,r} = \infty \).

- The resource \( r \) is fixed and \( l_j = loc_{k,r} \). The availability task is \( av_{k,r} = d_h \) if \( h \) is the last task assigned to \( r \).

For each required type \( k \), the \( r_{j,k} \) earliest available resources are assigned to the task \( j \) \((Y_{j,k,r} = 1)\). Then, its completion time \( d_j \) can be determined using the formula (14) to (16). \( A \) represents the date for which all the preceding tasks of \( j \) are completed (including the transportation times). \( B \) ensures that all the resources required for the execution of task \( j \) are available.

\[
A = \max_{h \in P_j} (d_h + \delta(l_h, l_j)) \tag{14}
\]

\[
B = \max_{k \in \{1, \ldots, K\}; r \in \{1, \ldots, R_k\}; Y_{j,k,r} = 1} (av_{k,r}) \tag{15}
\]

\[
d_j = \max(A, B) + p_j \tag{16}
\]

The list-scheduling based algorithm is shown in algorithm 1.
Algorithm 1 List-scheduling based algorithm for the multi-site RCPSP

Require: $X = (\sigma, l)$
\begin{align*}
   \text{av} &:= \{0, ..., 0\}; \\
   \text{d} &:= \{0, ..., 0\}; \\
   \text{for } j = \sigma_1 \text{ to } \sigma_N \text{ do} \\
   &\text{Computation of the availability date of each resource } av_{k,r} \\
   &\text{Assignment of the selected resources to the task } j \\
   &\text{Computation of the completion time } d_j \text{ (Eq. 14 to 16)} \\
   \text{end for}
\end{align*}

5.2. Neighborhood system

The neighborhood system used in the different methods is composed of two basic moves. The first one is dedicated to the permutation of the tasks, and the second one concerns the site assignment $l$. At each iteration, each move is randomly chosen. Let us describe these moves.

5.2.1. Permutation of the tasks

The first move modifies the tasks by applying an insertion move. A task is moved from a position $p$ to another position $p'$ ($p' \neq p$). A move is said to be feasible if the resulting permutation of tasks satisfies the precedence constraints. This neighborhood system is implemented such that only the feasible moves are considered. This means in particular that the starting and the ending project task respectively stay in the first and last position.

5.2.2. Site-assignment move

The second move modifies the site assigned to a task $j$. Like the previous one, this move preserves the feasibility of the solution. For each type of resources, the sum of the fixed resources located in the new site and the mobile resources must be lower than the amount of resources required for executing the task $j$.

5.3. Resolution methods

We use 4 different methods:

- a local search (LS)
- an inhomogeneous Simulated Annealing (SA) proposed by Metropolis and al.[22]. The principle is to do a local search but with a time-based
decreasing probability to accept lowest quality solutions. The probability to accept a lowest quality solution \(X'\) with a current solution \(X\) is given by equation 17:

\[
p(X', i) = \exp \left( \frac{H(X) - H(X')}{T_i} \right)
\]  

(17)

The value \(T_i\) corresponds to the temperature at iteration \(i\). The temperature follows a geometric sequence with common ratio \(\alpha < 1\). We use the algorithm of Romeo and Sangiovanni-Vincentelli [25] to fix the initial temperature \(T_0\) for the simulated annealing. At each iteration the temperature is multiplied by \(\alpha\). The value of \(\alpha\) is given by the following equation:

\[
\alpha = \sqrt[\text{iterMax}]{\frac{T_a}{T_0}}
\]  

(18)

\(T_a\) represents the final temperature. For our experimentations the final temperature is set to 0.001.

- an Iterated Local Search proposed by Lourenço and al. [19] (algorithm 2)

**Algorithm 2** Algorithm of the Iterated Local Search (ILS)

**Require:** \(X_0\) : initial solution;

\(X^* \leftarrow \) local search on \(X_0\);

**while** Stopping criterion is not satisfied **do**

\(X' \leftarrow \) Perturbation of \(X^*\);

\(X' \leftarrow \) Local search on \(X'\);

\(X^* \leftarrow \) Acceptance criterion of \(X'\) to \(X^*\) taking into consideration the history;

**end while**

**return** \(X^*\)

The two acceptance criteria used are:

- Better walk: \(X''\) is returned if \(H(X'') < H(X^*)\), otherwise \(X^*\)
- Simulated Annealing acceptance type criterion (17)
We only use one neighborhood system which consists in applying V1 and V2 with the same probability. The stopping criterion for the local searches in the ILS is reached when 500 iterations with no upgrade of the solution are done.

6. RESULTS

The goal of this section is to compare the results obtained by the different metaheuristics in a short amount of time. First, we test our resolution methods by solving literature instances of the classical RCPSP for which the optimal solution is known. In the second part, we adapt these instances to our problem and we solve them. We compute our experimentations on a processor Intel(R) Xeon(R) CPU E7-8870 @ 2.40GHz. The mathematical model has been solved with IBM ILOG CPLEX Optimization Studio v 12.4. Metaheuristics have been implemented in JAVA 1.7. To compare the metaheuristics we use the four approximate methods described previously with a maximum of 100k iterations (stopping criterion). Each method is run 20 times by instance with the parameters described in the previous part.

6.1. RCPSP Results

Our problem is an extension of the classical RCPSP, so we want to test our method on this problem first before applying it to our problem. To do that we use the PSPLIB, a library of instances for the RCPSP. This library is composed of four sets of instances with 30, 60, 90 and 120 tasks. For each set there are 480 instances of 48 different classes. A class is a set of 10 instances generated with the same parameters. All optimal solutions (OPT) for the 30 tasks instances of PSPLIB are known, so we compare our results with the optimal solution of each instance. To this particular case where all the resources are considered on a unique site (classical RCPSP) we do not use the site-assignment move. We compare the results obtained with the four methods, to the optimal solution. We present the number of classes where all the optimal solution are found by the metaheuristic (row 2), and the number of classes where no instance is solved optimally (row 3). For all obtained solutions, we compute the relative gap (RG) compared to the optimal solutions for 30 tasks instances (row 4 and 5). The results are presented in table 1.

The obtained results show that these methods perform well for the classical problem. These results are good but they don’t imply that our methods
work well on the studied problem. We now have to test our methods for the multi-site RCPSP.

6.2. Multi-site RCPSP

6.2.1. Results of the mathematical model

We test the mathematical model presented in section 4. The literature instances of the PSPLIB \(13\) have instances from 30 to 120 tasks, which are too big for our mathematical model. So we create smaller instances with 2 or 3 sites and 10 or 20 resources. In total, 192 small instances have been generated with 5, 10, 15, 20, 25, 30 tasks. We run CPLEX on our model and stop it if it has not finished after 30 minutes. For the instances not solved in less than 30 minutes, we give the Relative Gap (RG) between the Lower (LB) and the Upper Bound (UB). The results on these instances are given in the table 2 depending on the number of tasks, in table 3 depending on the number of resources and table 4 depending on the number of sites.

<table>
<thead>
<tr>
<th># of tasks</th>
<th>% of execution finished</th>
<th>Average RG between LB and UB</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>87.5</td>
<td>2.2</td>
</tr>
<tr>
<td>20</td>
<td>9.4</td>
<td>20.1</td>
</tr>
<tr>
<td>25</td>
<td>12.5</td>
<td>34.91</td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>54.09</td>
</tr>
<tr>
<td>All</td>
<td>51.56</td>
<td>18.69</td>
</tr>
</tbody>
</table>

Table 2: Results depending on the number of tasks

The computation times are 0.89 seconds and 56.33 seconds respectively for 5 and 10 tasks instances. The other size of instances didn’t finish within
the 30 minutes limit. The results show that the model gives optimal results or good results for instances with 15 tasks or less. For instances with 20 tasks and more we do not obtain satisfactory results (RG > 20% between the lower and upper bound). The number of sites and resources also impact the results (table 3) (4).

### 6.2.2. Results of approximate methods

To test our approximate methods on this new problem, we need to create instances. We adapt literature instances of the PSPLIB created by Kolisch and Sprecher[13]. To transform these instances into RCPSP Multi-Site instances, we add to them 2 or 3 sites. Each resource is fixed with a probability of 0.5. Fixed resources are assigned on site randomly. We set transportation time between each site with a value in the same range as the duration of the tasks. These instances are available at http://www.isima.fr/~laurenta/RCPSPMS. The best known solution is also provided on the web site. For each method the Computational Time (CT) is nearly the same, we report the interval of value of the CT for one replication in table 5.

<table>
<thead>
<tr>
<th># of resources</th>
<th>% of execution finished</th>
<th>Average RG between LB and UB</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>54.17</td>
<td>15.58</td>
</tr>
<tr>
<td>20</td>
<td>48.96</td>
<td>21.80</td>
</tr>
<tr>
<td>All</td>
<td>51.56</td>
<td>18.69</td>
</tr>
</tbody>
</table>

Table 3: Results depending on the number of resources

<table>
<thead>
<tr>
<th># of sites</th>
<th>% of execution finished</th>
<th>Average RG between LB and UB</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 sites</td>
<td>52.08</td>
<td>15.87</td>
</tr>
<tr>
<td>3 sites</td>
<td>51.04</td>
<td>21.50</td>
</tr>
<tr>
<td>All</td>
<td>51.56</td>
<td>18.69</td>
</tr>
</tbody>
</table>

Table 4: Results depending on the number of sites
Table 5: Results obtained on Multi-site RCPSP instances with 3 sites

<table>
<thead>
<tr>
<th>Number of tasks</th>
<th>Min CT (s)</th>
<th>Max CT (s)</th>
<th>Average CT (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>9.9</td>
<td>163.5</td>
<td>61.1</td>
</tr>
<tr>
<td>60</td>
<td>28.8</td>
<td>522.4</td>
<td>199.8</td>
</tr>
<tr>
<td>90</td>
<td>37.8</td>
<td>682.3</td>
<td>276.7</td>
</tr>
<tr>
<td>120</td>
<td>73.4</td>
<td>1026.2</td>
<td>353.4</td>
</tr>
</tbody>
</table>

The best results found by all the methods is noted as the Best Known Solution (BKS$_i$) for instance $i$. For all the replications $j = 1, 20$ with the method $m$ on instance $i = 1, 480$, the value obtained is noted $x_{ij}^m$.

$$BKS_i = \min_{\forall m, \forall j = 1, 20} x_{ij}^m; \quad \forall i = 1, 480$$ (19)

We compute the relative gap for an instance $i$ ($R_{Gi}^m$) compared to BKS with the equation 20.

$$R_{Gi}^m = \frac{\sum_{j=1}^{20} x_{ij}^m - BKS_BKS}{20}$$ (20)

The Average Relative Gaps ($R_{Gi}^m$) are computed for each instance and $R_{Gc}^m$ (equation 21) for each class $c$. We report in the results table the $RGAv^m$, the Average Relative Gap for all instances (equation 22).

$$RGC_{Av}^m = \frac{\sum_{i\in c} R_{Gi}^m}{10};$$ (21)

$$RG_{Av}^m = \frac{\sum_{j=1}^{480} R_{Gi}^m}{480};$$ (22)

We report in the result table the number $NBC^m$ of time each method $m$ gives the best Average Relative Gaps ($RGAv^m$) for a class $c$. The results are presented in table 6 for instances with 2 sites and table 7 for instances with 3 sites.
Table 6: Results obtained on Multi-site RCPSP instances with 2 sites

<table>
<thead>
<tr>
<th>Metaheuristic</th>
<th>LS</th>
<th>ILS</th>
<th>BW</th>
<th>ILS</th>
<th>SA</th>
<th>SA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Results for instances with 30 tasks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$RGAv^m$</td>
<td>8,13</td>
<td><strong>2,09</strong></td>
<td>2,95</td>
<td>3,40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$NBC^m$</td>
<td>0</td>
<td><strong>39</strong></td>
<td>10</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Results for instances with 60 tasks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$RGAv^m$</td>
<td>9,22</td>
<td>6,13</td>
<td>8,97</td>
<td><strong>5,75</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$NBC^m$</td>
<td>1</td>
<td>18</td>
<td>1</td>
<td><strong>28</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Results for instances with 90 tasks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$RGAv^m$</td>
<td>12,26</td>
<td>11,28</td>
<td>14,55</td>
<td><strong>9,41</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$NBC^m$</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td><strong>40</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Results for instances with 120 tasks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$RGAv^m$</td>
<td>13,59</td>
<td>13,48</td>
<td>18,16</td>
<td><strong>10,21</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$NBC^m$</td>
<td>16</td>
<td>2</td>
<td>0</td>
<td><strong>30</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7: Results obtained on Multi-site RCPSP instances with 3 sites

<table>
<thead>
<tr>
<th>Metaheuristic</th>
<th>LS</th>
<th>ILS</th>
<th>BW</th>
<th>ILS</th>
<th>SA</th>
<th>SA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Results for instances with 30 tasks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$RGAv^m$</td>
<td>9,55</td>
<td><strong>3,26</strong></td>
<td>5,27</td>
<td>4,69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$NBC^m$</td>
<td>0</td>
<td><strong>45</strong></td>
<td>3</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Results for instances with 60 tasks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$RGAv^m$</td>
<td>16,81</td>
<td>17,51</td>
<td>22,45</td>
<td><strong>13,59</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$NBC^m$</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td><strong>38</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Results for instances with 90 tasks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$RGAv^m$</td>
<td>10,22</td>
<td>11,48</td>
<td>16,59</td>
<td><strong>7,74</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$NBC^m$</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td><strong>42</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Results for instances with 120 tasks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$RGAv^m$</td>
<td>10,83</td>
<td>14,75</td>
<td>20,76</td>
<td><strong>9,27</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$NBC^m$</td>
<td>18</td>
<td>0</td>
<td>0</td>
<td><strong>30</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The optimal solution (OPT) for an instance of the RCPSP is now a lower bound of the optimal solution of the new instance created. The Best Known Lower Bound (BKLB) for RCPSP in literature is also a lower bound for RCPSP Multi-Site. We report in this table, the Relative Gap ($RGLB_i$)
between the Best Known Lower Bound ($BKLB_i$) in the literature (can be optimal) and the Best Known Solution ($BKS_i$) for RCPSP Multi-Site instance $i$.

$$RGLB_i = \frac{BKS_i - BKLB_i}{BKS_i}; \quad \forall i = 1, 480$$ (23)

We report in the results table the Average Relative Gap to Lower Bound $RGLBAv$ for all instances.

$$RGLBAv = \frac{\sum_{i=1}^{480} RGLB_i}{480};$$ (24)

We report these values in the table 8 for instances with 2 sites and 9 for instances with 3 sites.

Table 8: Relative gap to lower bounds for instances with 2 sites

<table>
<thead>
<tr>
<th>Number of tasks</th>
<th>RGLB Av</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>11.01%</td>
</tr>
<tr>
<td>60</td>
<td>14.17%</td>
</tr>
<tr>
<td>90</td>
<td>17.92%</td>
</tr>
<tr>
<td>120</td>
<td>37.37%</td>
</tr>
</tbody>
</table>

Table 9: Relative gap to lower bounds for instances with 3 sites

<table>
<thead>
<tr>
<th>Number of tasks</th>
<th>RGLB Av</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>17.12%</td>
</tr>
<tr>
<td>60</td>
<td>17.69%</td>
</tr>
<tr>
<td>90</td>
<td>34.80%</td>
</tr>
<tr>
<td>120</td>
<td>63.67%</td>
</tr>
</tbody>
</table>

All the instances and the best solutions found to this day are available at http://www.isima.fr/~laurenta/RCPSPMS. On the small instances (30 tasks) the best results are obtained by the iterated local search with local search acceptance criterion. The worst results are obtained with the local search: there are a lot of local minimums in which the local search is trapped. For the other instances with more than 60 tasks, the simulated annealing gives the best results in average. The iterated local searches clearly didn’t converge to the optimal within the 100K iterations limit, but increase the number of iterations will also increase the computation times.
7. CONCLUSION

In this paper, we presented a new problem that extends the classical Resource Constrained Project Scheduling Problem. We modelled this problem as an integer linear programming. We proposed a solution representation composed of two vectors with a list algorithm to schedule the tasks and assign the resources. We created and solved a set of instances based on the literature ones. We shown that the metaheuristics behave well or not depending on the size of the problem.

Our work on the multi-site RCPSP generalizes the problems of scheduling with transportation time. Moreover, our resolution method is easily adjustable to consider new constraints such as incompatibility resources or availability resources. These new constraints could be considered in the list algorithm.

One of our highest priority is to improve our methods on largest instances. We could also see the impact on results if we use a solution structure with one or more vectors. Another perspective is the use of population-based metaheuristics to explore different task distributions on sites.


