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Collisional-Radiative Modeling Behind Shock Waves in Nitrogen

Julien Annaloro∗ and Arnaud Bultel†

Normandie Université, 76800 Saint-Etienne du Rouvray, France

and
Pierre Omaly‡

Centre National d’Etudes Spatiales, 31401 Toulouse, France

Nonequilibrium plasma, produced by the propagation of a shock wave in a shock tube or behind a shock

front detached from a body entering a planetary atmosphere, requires the development of state-to-state models.

The collisional-radiative model for N2 has been elaborated on in this framework for pure nitrogen flows. Its

elaboration is reported in this paper. The model includes N2, N
�
2
, N, N�, and free electrons in thermochemical

nonequilibrium.Themodel is vibrationally and electronically specific insofar as the vibrational states of the electronic

ground state of N2 and the electronic excited states of N2; and the electronic ground and excited states of N�
2
, N,

andN� are individually treated. These states are involved in collisional and radiative elementary processes, forming

a set of around 40,000 basic data. This model is implemented in a one-dimensional flow, numerical code based

on an Eulerian approach. Two test cases are treated at Mach numbers of around 30 and 40, the conditions of which

relate to the reentry experiment of the Flight Investigation of Reentry Environment II probe. The behavior of the

species on their different states is described in detail. It is shown that the vibrational distribution departs from the

Boltzmann equilibrium. The global dissociation and ionization phases of the flow are examined by analyzing the

source term for N ground state and electron densities. The radiative losses do not play a significant role in the present

conditions.

Nomenclature

A = constant of the preexponential factor in the
modified Arrhenius law �k�, K−α

Aji = Einstein coefficient, s−1

a0 = first Bohr radius, m
a1, a2 = rate coefficient nondimensional parameters
B = activation temperature in the modified Ar-

rhenius law, K
b = cross-section nondimensional parameter
Dd = dissociation degree
Di = ionization degree
Ed = dissociation energy, eV
Ev = energy of the vibrational state v of N2�X�, eV
eA; ee; : : : = internal energy per unit volume, J · m−3

fij = mean absorption oscillator strength
g = statistical weight
i, j = excited state
k = rate coefficient, m3 · s−1 or m6 · s−1

kB = Boltzmann constant, J · K−1

kv = vibrationally specific rate coefficient, m3 · s−1

or m6 · s−1

ℳ = Mach number in downstream flow, where x is
greater than 0

ℳ0 = Mach number in upstream flow, where x is less
than 0

m = numbers of the elementary processes involved
in the N�4So3∕2� conservation

me; mXi
; : : : = particle mass, kg

n = numbers of the elementary processes involved
in the electron conservation

ne = electron density, m−3

p = pressure in downstream flow (where x is greater
than 0), Pa

p0 = pressure in upstream flow (where x is less than
0), Pa

QR = radiative losses, W · m−3

R = characteristic length scale of the flow, m
re = equilibrium distance of the excited state

potential curve, m
TA = heavy particle temperature in downstream flow

(where x is greater than 0), K
TA0 = heavy particle temperature in upstream flow

(where x is less than 0), K
Te = electron temperature, K
Texc = electronic excitation temperature, K
Tv;i = vibrational temperature of the group of mole-

cules number i, K
t = elapsed time from the launch for the FIRE II

experiment, s
u = velocity in downstream flow (where x is greater

than 0), m · s−1

u0 = velocity in upstream flow (where x is less than
0), velocity of the Flight Investigation of
Reentry Environment II probe, m · s−1

v = vibrational quantum number of the ground
electronic state X1

Σ
�
g of N2

vmax = maximum value of v
vXi

= diffusion velocity of Xi, m · s−1

X = chemical species
x = position in downstream flow, m
xmin, xmax = nondimensional characteristic energy
y = mass fraction
z = altitude of the Flight Investigation of Reentry

Environment II probe, m
α = power of T of the preexponential factor in the

modified Arrhenius law
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ΔE = excitation threshold, eV
ϵ = electron energy, eV
ϵmax = characteristic energy, eV
Λji = escape factor for the radiative transition j → i

λ = wavelength, nm
μ = reduced mass of colliding particles, kg
ρ = mass density, kg · m−3

σ = cross section, m2

ΩAe = source term resulting from heavy particle–
electron collisions, W · m−3

ωe = first vibrational spectroscopic constant, eV
_ωXi

= collisional and radiative number density source
term for Xi, m−3 · s−1

_ω�, _ω− = positive and negative contributions, respec-
tively, to _ω

I. Introduction

T HE formation of the plasma produced during the entry phase of a
body into a planetary atmosphere is a complex process [1].

Indeed, the incident gas to the body’s surface undergoes a sudden
deceleration at thewall that leads to the increase in its specific internal
energy [2]. This deceleration takes place across a shock front located
a few centimeters from the wall and delimits a shock layer. In this
layer, the plasma is in thermochemical nonequilibrium with strong
gradients, especially in the boundary layer (BL), where the flow
releases a part of its energy to the wall owing to the temperature
difference between the flow and the surface [3]. The observed heating
of the entering body is actually not only due to this transfer. The net
energy flux density at the wall corresponds to the concomitant
contribution of 1) the convective transfer [4], 2) the absorption of a
part of the transmitted radiation produced within the flow [5], and
3) the catalysis phenomena due to the presence of dissociated species
recombining at the wall [6]. The common point of these three
contributions is found in the central role played by the excited states.
They lead to a different internal energy transfer with respect to the
equilibrium case. Besides, they are the source of radiation by spon-
taneous deexcitation. Finally, the energy release to the wall due to
catalytic phenomena depends on the excitation of incident and
desorbed species from the wall [7]. In this context, the key to the
relevant sizing of the thermal protection system (TPS) of the entering
body requires a detailed knowledge of the behavior of the excited
species, not only in the flow but also at the wall.
Since the beginning of the last decade, numerous experimental and

modeling studies have been performed to bring into light the behavior
of the excited species in typical planetary atmospheric entry plasmas.
As far as the modeling studies are concerned, two approaches are
used.
The first approach (approach 1) consists of considering the

classical global chemical mechanisms, the most known of which are
undoubtedly due to Park et al. [8,9]. These mechanisms consist of
considering the species as a whole without distinguishing their
excited states. Their population number density is then assessed by
assuming aBoltzmann distribution at an excitation temperature equal
to the electron temperature Te. The number density can also be
assessed by assuming the quasi-steady state, which means that they
only depend on the local collisional and radiative elementary
processes [10].
The second approach (approach 2) is based on a complete descrip-

tion in the framework of the computational fluid dynamics (CFD),
where the particles in their different excited states are considered as
full species. A state-to-state approach is then used [11].
Although the strategy of approach 2 for treating the problem is the

most relevant one, the strategy of approach 1 remains very useful.
Indeed, very high computational resources are needed in the case
multidimensional flows are modeled using Navier–Stokes or Euler
equations. In addition, treating the excited states as full species
requires the knowledge of a very large set of rate coefficients or cross
sections for the involved elementary processes. Their availability is

sometimes insufficient, and the accuracy of the known data may be
inadequate.
However, from the basic point of view, the strategy of approach 1

for treating the problem comes up against several difficulties.
First, the detailed balance principle is fulfilled for elementary

processes as the result of microreversibility due to the time-reversal
symmetry at the scale of the colliding particles. In contrast, such a
“detailed balance” at the scale of the species has no reason to be
observed. In other words, the ratio between the dissociation and
recombination rate coefficients (considering, globally, the involved
species) does not correspond to the equilibrium constant [12]. A
similar behavior has been observed in the case of ionization and
recombination of carbon, nitrogen, oxygen, and argon atoms for
which the ratio between the ionization and recombination rate
coefficients departs from the Saha equilibrium constant at high
temperature [13]. In this context, treating the chemistry at the scale of
the species without a state-to-state approach leads to results, the
experimental validation of which can be difficult.
Secondly, the strategy of approach 1 results from the identification

of a scenario, which means that a set of processes is considered as
playing a role for a specific situation. Although the same species are
involved in another situation, the scenario can then be inappropriate
in reproducing this new situation. For instance, the CFD treatment of
a nitrogen plasma free jet recombining at low pressure using the
classical global mechanisms relevant for shock fails in the prediction
of the experimental degree of dissociation [14,15]. In addition, using
amultitemperature approach fails to model nozzle flows owing to the
resulting underestimation of the vibrational distribution tail [16].
Third, the strategy of approach 1 ignores the partial renewal of the

elementary cross sections or rate coefficients started at the beginning
of the last decade in Europe and the United States [12] because this
strategy is based on the use of global rate coefficients identified a long
time ago using experimental means. It is important to note that these
global rate coefficients were often identified by interpolating experi-
mental profiles of species densities with theoretical ones, taking into
account the backward process rate coefficients derived from the
forward ones and the equilibrium constant [17–20]. We have under-
lined previously that this derivation is obviously irrelevant. When-
ever possible, modeling has to therefore be performed using a state-
to-state approach and benefit from the new database.
From this point of view, nitrogen is a benchmark species for

atmospheric entry studies. This is mainly due to its proportion in the
Earth’s atmosphere. In addition, this molecule is also found in the
composition of the atmospheres of Mars and Titan. The interest in
nitrogen therefore exceeds the problem of reentries into the atmo-
sphere of Earth and explains why so many experiments and models
have been performed so far in order to reveal its behavior.
Today, nitrogen is certainly the most referenced case [12]. For one-
dimensional flows such as those observed in a shock tube or at the
edge of the shock layer along the stagnation streamline in the case of
an entering body, a detailed study of the formation of the plasma in
nitrogen can therefore be performed by modeling to give valuable
information.
Nitrogen was, of course, considered among the species of our

former collisional-radiative (CR) model for air (N2–O2 mixtures),
elaborated on in 2006 [21]. Since that time, this CR model has been
implemented in CFD codes modeling shock-induced plasmas using
the Rankine–Hugoniot assumptions [22,23] or recombining flows in
diverging nozzles [24]. This CRmodel has been partially validated in
compressed flows behind shock waves [25]. This model is electronic
state specific and resorts to global dissociation rate coefficients.
Vibrationally specific rate coefficients are now available for electron
and heavy-particle-induced collisions as well as for other elementary
processes for nitrogen (see upcoming sections). A complete updating
of the nitrogen model is therefore possible. In addition, this new
model can be tested for modeling compressed flows behind a
shock front.
The present paper deals with these objectives. The collisional-

radiative model for N2 (CoRaM-N2) is described. This model is
implemented in the conservation equations of a hypersonic flow in
thermochemical nonequilibrium using the Rankine–Hugoniot as-
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sumptions. This CR model takes into account N2, N
�
2 , N, N

�, and
free electrons. The model is vibrationally specific for the N2

molecules on their electronic ground state and electronically specific
for all species. Thus, it is possible to simulate realistically the phase of
ladder-climbing vibrational excitation, the resulting dissociation, and
the subsequent phase of ionization. Radiative elementary processes
are accounted for by using the concept of an escape factor, which
allows the treatment of partially optically thick plasmas.
The paper first presents themodel used and the cross sections and/or

rate coefficients adopted to describe the elementary processes between
excited states. Then, a first test-case related to the Flight Investigation
of Reentry Environment (FIRE) II probe at medium altitude is treated.
A detailed analysis of the global dissociation and ionization of the
plasma is performed.A second case is treated relative to higher altitude
for which the relaxation takes place over a larger region.

II. Physical Modeling

A. Species and Energy Diagram

As far as the electronic ground state X1
Σ
�
g ofN2 is concerned, the

model developed in this paper is vibrationally specific. The model
takes into account each of the 68 vibrational states (0 ≤ v ≤ vmax �
67) pointed out by Armenise et al. [26]. The excited electronic states
of N2 are also taken into account without distinguishing the vibra-
tional states. The highest excited electronic state is the E3

Σ
�
g state, the

excitation energy of which is higher than 11.5 eV from the ground
state. Electronic excited states of N�

2 are also accounted for. The
highest excited state is the C2

Σ
�
u state, which corresponds to an

excitation energy higher than 8 eV.N atoms andN� ions are also taken
into account. Their characteristics are taken from the National Institute
of Standards and Technology (NIST) database.§ The states of N have
been, in part, lumped together. Thus, a set of 63 states has been derived
from the NIST database. The energy of the highest excited state is
14.460 eV. ForN�, only the first nine states of the NIST database have
been used. The energy of the highest excited state is 11.512 eV from
the ground state. The energy diagram of the species is enlarged with
respect to the one of the former model elaborated on in 2006 [21].
Table 1 lists the 156 states considered for N2, N

�
2 , N, and N�.

B. Collisional-Radiative Model

1. Collisional Elementary Processes

The different species collidewith heavy particles (temperature TA)
and electrons (temperature Te).N2�X; v� can be vibrationally excited
under electron collisions vibrational process under electron impact
(Ve processes) or N2 or N collisions vibration-translation process
under molecular impact (VT-m processes) and vibration-translation
process under atomic impact (VT-a processes), respectively. As far as
the electron-induced collisions are concerned, the rate coefficients
have been calculated by Laporta et al. [27] and can be freely
downloaded from the Phys4Entry project database Web site.¶ The
rate coefficients for the vibrational excitation due to heavy particle
collisions have been calculated by Armenise et al. [28] and Esposito
et al. [29]. Their data have been used.
For the dissociation of N2 under N2 dissociation by vibration-

translation process under molecular impact (DVT-m processes) or N
dissociation by vibration-translation process under atomic impact

(DVT-a processes) collisions, the data of Armenise et al. [28] and
Esposito et al. [29] have also been used. In contrast, no rate coefficient
is available for the processes N2�X; v� � e− → 2N�4So3∕2� � e−

dissociation by vibrational excitation under electron impact
(DVe processes) and predissociation. We have assumed that the
dissociation occurs when a hypothetical superexcited vibrational
state N2�X; v � 68� is populated. Since the energy difference be-
tween the last high-lying state N2�X; v � 67� and the continuum is
negligibly small, we have considered that the rate coefficient is the
same as the one related to the excitation ofN2�X; v � 67�. Therefore,
the rate coefficients of Laporta et al. [27] have been used.
In the literature, many rate coefficients involving the electronic

ground state X1
Σ
�
g of N2 are available [30]. These rate coefficients

are usually expressed under thewell-knownmodifiedArrhenius form

k�T� � ATα exp

�

−
B

T

�

(1)

Unfortunately, they are often given for the entire electronic state
without distinguishing the vibrational states. Since the CoRaM-N2

does not resort to any assumption about the vibrational distribution of
the X1

Σ
�
g state ofN2, the vibrational state-dependent rate coefficient

has to be assessed. Such rate coefficients are in part available in the
literature. Indeed, Capitelli and Celiberto [31], Capitelli et al. [32],
and Kosarim et al. [33] put forward vibrationally resolved cross
sections for global dissociation and ionization of N2�X� molecules.
State-resolved excitation cross sections have also been calculated.
Unfortunately, all the excited states reported in Table 1 are not con-
sidered. In addition, a part of these data concerns the lower vibra-
tional states (v ≤ 40). Moreover, separating the contribution of the
different channels of reaction has to be performed: for example, in the
case of dissociation, since a total rate coefficient is given. Despite
these relevant data, we prefer to estimate directly the state-dependent
rate coefficient from the total rate coefficient. This is performed using
a vibrational reallocation procedure (VRP) of the rate coefficient.
This procedure consists of assuming that the previous total rate
coefficient is linked to the individual rate coefficient kv�T� by the
summation [26,34]

k�T� ≡ kΣv
�T� �

X

v

�N2�X; v��
�N2�X��

kv�T� (2)

Since the total rate coefficient is given as a function ofT, we state that
the vibrational distribution is of the Boltzmann type for the calcu-
lation of the different kv, which leads to the identification of their
parameters A, α, andB assuming they also respect the form [Eq. (1)].
In Table 2, the indication of VRP means that this procedure has been
used. Additional details can be found in [35].
The dissociation phenomena starting from the electronically

excited states ofN2 are taken into account under electron impact. We
have used the rate coefficients calculated by Teulet et al. for the
electron-induced collisions [36]. The rate coefficients of the electron-
induced dissociation ofN�

2 are also due to Teulet et al. In case the rate
coefficient refers to excited states not reported in [36], we have
assumed that this rate coefficient is

k�Te� � A

�

re

a0

�

2 Ed

Ed�X�
T−0.5
e exp

�

−
Ed

kBTe

�

(3)

wherea0 is the firstBohr radius andA � 6.17 × 10−12 m3 · s−1 · K0.5,
assuming a dissociation cross section of the form [37]

Table 1 Species and states considered in CoRaM-N2

Species States

N2 X1
Σ
�
g �v � 0 → vmax � 67�, A3

Σ
�
u , B3

Πg,W3
Δu, B 03

Σ
−
u , a 01

Σ
−
u , a1Πg, w1

Δu, G3
Δg, C3

Πu, E3
Σ
�
g

N�
2 X2

Σ
�
g , A2

Πu, B2
Σ
�
u , a4Σ�

u , D2
Πg, C2

Σ
�
u

N 4So3∕2,
2Do � �2Do

5∕2 � 2Do
3∕2�, 2Po � �2Po

1∕2 � 2Po
3∕2�, 4P1∕2, : : : (63 states)

N� 3P0, 3P1, 3P2, 1D2, 1S0, 5So2 ,
3Do

3 ,
3Do

2 ,
3Do

1

e− — —

§Data available online at http://www.nist.gov/pml/data/asd.cfm [retrieved
2014].

¶Data available online at http://phys4entrydb.ba.imip.cnr.it/Phys4EntryDB/
[retrieved 2014].
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σ�ϵ� � πr2e

�

ϵ

Ed

�

−1

(4)

where ϵ > Ed. InEqs. (3) and (4),Ed refers to thedissociationenergyof
the state considered,Ed�X� to that of the ground state, ϵ to the electron
energy, and re to the equilibrium distance of the excited state
potential curve.
Electronic excitation can occur under electron impact. For the N2

molecules, data given in [38] are discussed by Capitelli et al. [30].
These data have been used in our model. In particular, we have
interpolated by a modified Arrhenius law [Eq. (1)] the rate coeffi-
cients of excitation from the ground state. The related parameters A,
α, andB are reproduced inTable 2. ForN�

2 , the data due toTeulet et al.
[36] have been implemented. When the states involved in the
excitation process were not treated in [30,36], we used papers from
Brunger and Buckman [39] and Itikawa [40] (A3

Σ
�
u , B3

Πg, W3
Δu,

B 03
Σ
−
u , a 01

Σ
−
u , a1Πg, w1

Δu, C3
Πu, E3

Σ
�
g , and a 0 01

Σ
�
g states of N2)

and Ristić et al. (A2
Σ
�, B2

Πr, B 02
Δ, F2

Δ, and b4Σ− states of NO)
[41] in order to identify an analytical form of the excitation rate
coefficient. For an optically allowed transition, this rate coefficient is
written as

kA�Te� �
�������������

8kBTe

πme

s

σmaxb
�b� 1�xmin � b� 2

�b� 1�2 exp�−xmin� (5)

where σmax � 10−20 exp�−�ΔE∕8.83�4.445� m2 with ΔE (expressed
in electron volts) is the excitation threshold, xmin � ΔE∕�kBTe�,
xmax � ϵmax∕�kBTe�, ϵmax � 50�ΔE∕10�1.812 (ϵmax and ΔE are
expressed in electron volts), and b � 2.22∕�xmax − xmin�. For an
optically forbidden transition, the rate coefficient is calculated by

kF�Te� �
�������������

8kBTe

πme

s

σmax

bxmin � 2

b3�xmax − xmin�
exp�1 − xmin� (6)

with σmax � 2 × 10−21 m2, xmin � ΔE∕�kBTe�, xmax � ϵmax∕
�kBTe�, and ϵmax � 1.12ΔE� 5, with ϵmax and ΔE expressed in
electron volts; and b � 1� �xmax − xmin�−1.
For excitation of N orN� under electron impact, we have used the

rate coefficients calculated in [21] and the well-known cross sections
of Drawin [42] integrated over Maxwell–Boltzmann distributions
and expressed under analytical forms involving exponential
integrals [13,43].
Besides, the rate coefficients related to electronic excitation of

N2, N
�
2 , N, and N� under N2 or N impact have been taken from

[30,44,45]. When the rate coefficient is not reported in the previous
references forN2 andN

�
2 excitation, we have used an analytical form

similar to Eqs. (5) and (6). We have identified this form by analyzing
data due to Park et al. [46], Bhadra and Ghosh [47], and Drawin [48].
We have obtained

k�TA� �
��������������

8kBTA

πμ

s

A
fij

ΔE2

2� xmin

xmin

exp�−xmin� (7)

with A � 7.01 × 10−21 m2 · eV2, ΔE as the excitation threshold
(expressed in electron volts), xmin � ΔE∕�kBTA�, μ � mAmB∕
�mA �mB� as the reduced mass of the colliding particles A and B,
and fij as the mean absorption oscillator strength (fij � 10−1 for
an optically allowed transition, and fij � 10−3 for an optically
forbidden transition). For N or N� excitation under N2 or N impact,
we have interpolated the rate coefficients derived from the cross
section put forward by Park [44] and Lotz [45] by

Table 2 Elementary processes of CoRaM-N2 with specific procedure (cf. Sec. II.B.1 and Table 3)

Parameters of the rate coefficient
k of Eq. (1), m3 · s−1

Elementary process A α B Reference

N2�X1
Σ
�
g � � e−→N2�A3

Σ
�
u � � e− 2.233 × 10−18 0.717 71,493 A, α, and B derived from [30], VRP

N2�X1
Σ
�
g � � e−→N2�B3

Πg� � e− 3.977 × 10−16 0.280 85,958 A, α, and B derived from [30], VRP
N2�X1

Σ
�
g � � e−→N2�W3

Δu� � e− 1.063 × 10−18 0.843 85,327 A,α and B derived from [30], VRP
N2�X1

Σ
�
g � � e−→N2�B 03

Σ
−
u � � e− 1.430 × 10−17 0.492 95,079 A, α, and B derived from [30], VRP

N2�X1
Σ
�
g � � e−→N2�a 01

Σ
−
u � � e− 6.802 × 10−19 0.788 98,471 A, α, and B derived from [30], VRP

N2�X1
Σ
�
g � � e−→N2�a1Πg� � e− 2.305 × 10−17 0.529 99,272 A, α, and B derived from [30], VRP

N2�X1
Σ
�
g � � e−→N2�w1

Δu� � e− 9.319 × 10−17 0.330 103,923 A, α, and B derived from [30], VRP
N2�X1

Σ
�
g � � e−→N2�G3

Δg� � e− 4.960 × 10−14 −0.119 127,901 A, α, and B derived from [30], VRP
N2�X1

Σ
�
g � � e−→N2�C3

Πu� � e− 4.413 × 10−14 −0.111 129,395 A, α, and B derived from [30], VRP
N2�X1

Σ
�
g � � e−→N2�E3

Σ
�
g � � e− 1.562 × 10−20 0.907 137,419 A, α, and B derived from [30], VRP

N2�X1
Σ
�
g � � e−→N�

2 �X2
Σ
�
g � � 2e− 2.750 × 10−19 1.500 178,027 A, α, and B derived from [30], VRP

N2�X1
Σ
�
g � � e−→N�

2 �A2
Πu� � 2e− 2.953 × 10−18 0.714 193,623 A, α, and B derived from [30], VRP

N2�X1
Σ
�
g � � e−→N�

2 �B2
Σ
�
u � � 2e− 3.817 × 10−19 0.822 216,810 A, α, and B derived from [30], VRP

N2�X1
Σ
�
g � � e−→N�

2 �D2
Πg� � 2e− 1.888 × 10−18 0.603 255,026 A, α, and B derived from [30], VRP

N2�X1
Σ
�
g � � e−→N�

2 �C2
Σ
�
u � � 2e− 2.200 × 10−18 0.599 273,610 A, α, and B derived from [30], VRP

N2�a 01
Σ
−
u � � e−→N�2D� � N�2D� � e− 2.254 × 10−11 −0.500 71,166 Eq. (3)

N2�a1Πg� � e−→N�2D� � N�2D� � e− 2.013 × 10−11 −0.500 69,426 Eq. (3)
N2�w1

Δu� � e−→N�2D� � N�2D� � e− 2.052 × 10−11 −0.500 65,470 Eq. (3)
N2�G3

Δg� � e−→N�2S� � N�2D� � e− 7.922 × 10−12 −0.500 15,683 Eq. (3)
N2�E3

Σ
�
g � � e−→N�2S� � N�2D� � e− 7.789 × 10−13 −0.500 3,202 Eq. (3)

N�
2 �a4Σ�

u � � e−→N�4S� � N��2P� � e− 1.743 × 10−11 −0.500 64,312 Eq. (3)
N�

2 �D2
Πg� � e−→N�4S� � N��3P� � e− 1.114 × 10−11 −0.500 26,438 Eq. (3)

N�
2 �X2

Σ
�
g � � e−→N�

2 �a4Σ�
u � � e− — — — — — — Eq. (6)

N�
2 �X2

Σ
�
g � � e−→N�

2 �D2
Πg� � e− — — — — — — Eq. (6)

N2�X1
Σ
�
g � � N2�X1

Σ
�
g �→N2�W3

Δu� � N2�X1
Σ
�
g � — — — — — — Eq. (7), VRP

N2�X1
Σ
�
g � � N2�X1

Σ
�
g �→N2�B 03

Σ
−
u � � N2�X1

Σ
�
g � — — — — — — Eq. (7), VRP

N2�X1
Σ
�
g � � N2�X1

Σ
�
g �→N2�a 01

Σ
−
u � � N2�X1

Σ
�
g � — — — — — — Eq. (7), VRP

N2�X1
Σ
�
g � � N2�X1

Σ
�
g �→N2�a1Πg� � N2�X1

Σ
�
g � — — — — — — Eq. (7), VRP

N2�X1
Σ
�
g � � N2�X1

Σ
�
g �→N2�w1

Δu� � N2�X1
Σ
�
g � — — — — — — Eq. (7), VRP

N2�X1
Σ
�
g � � N2�X1

Σ
�
g �→N2�G3

Δg� � N2�X1
Σ
�
g � — — — — — — Eq. (7), VRP

N2�X1
Σ
�
g � � N2�X1

Σ
�
g �→N2�C3

Πu� � N2�X1
Σ
�
g � — — — — — — Eq. (7), VRP

N2�X1
Σ
�
g � � N2�X1

Σ
�
g �→N2�E3

Σ
�
g � � N2�X1

Σ
�
g � — — — — — — Eq. (7), VRP

N�i� � �N2 or N�→N�j� � �N2 or N� — — — — — — Eq. (8)
N��i� � �N2 or N�→N��j� � �N2 or N� — — — — — — Eq. (8)
N�i� � �N2 or N�→N��j� � �N2 or N� � e− — — — — — — Eq. (8)
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k�TA� �
��������������

8kBTA

πμ

s

σ0a1x
a2
min exp�−xmin� (8)

with σ0 � 10−20 m2, a1 � 0.39534, a2 � 0.3546, and the same
notations as in Eq. (7).
Electronic excitation can also result from excitation transfer.

Processes involving A, B, and C states of N2 have been taken into
account. They are mainly due to collisions with N2 molecules and N
atoms on their ground and metastable states. The rate coefficients
used are taken from [30,49,50].
N�

2 and N� ions can be formed under electron or heavy particle
impact of N2 and N. For electronic ground and excited states of N2

leading to ionization under electron impact, the data calculated by
Teulet et al. [36] and those collected byCapitelli [30] andUyrova and
Ivanov [38] have been used. For electrons ionizing electronic ground
(4So3∕2) and metastable (2Do and 2Po) states of N, we have used the
data of Kim and Desclaux [51] interpolated under the form of Eq. (1)
[21]. For the other states, the cross sections of Drawin [42] and the
data already discussed in [21] have been used. Ionization under heavy
particle impact has been little studied. We have used the rate
coefficient of Eq. (8) derived from the cross sections assumed by Park
[44] in relation with the work of Lotz [45].
Charge-exchange processes also take place. The related rate

coefficients are deduced from the work of Kossyi et al. [50]. The
concerned molecular ions can recombine dissociatively by forming
either an electronic ground state or metastable states of N, the rate
coefficients and the branching ratios of which have been experi-
mentally determined by Peterson et al. [52].

The previous set of forward collisional elementary processes is
listed in Table 3. The rate coefficients having received a specific
treatment are listed in Table 2. The backward collisional elementary
processes are also implemented in CoRaM-N2, and each related
rate coefficient is derived from the forward rate coefficient and
the corresponding equilibrium constant (computed analytically
over the [200 K; 65,000 K] range) using the detailed balance
principle. Thus, the previous set represents a total of about 40,000
forward and backward elementary processes, and further details are
given in [35].

2. Radiative Elementary Processes

The species considered in CoRaM-N2 can deexcite through
spontaneous emission. For N2, the first and second positive systems
(B3

Πg → A3
Σ
�
u and C3

Πu → B3
Πg transitions, respectively) have

been implemented by using the Einstein coefficients Aji due to
Chauveau [53]. Thiswork has also been used for Einstein coefficients
related to the first negative system ofN�

2 (B2
Σ
�
u → X2

Σ
�
g transition).

For N, the NIST database has provided the required Einstein
coefficients. The lumping procedure used to reduce the number of
excited states finally leads to a total of 112 different transitions for N
and N�.
Radiation resulting from the previous transitions can be self-

absorbed. This effect is taken into account using the concept of
escape factor Λji [54]. We have assumed that the broadening of the
line at the wavelength λ is only due to the Doppler effect resulting
from the relativemotion of particles during spontaneous emission.As
a result, each escape factor is calculated from [21]

Λji �
Z

1

0

exp�−
���������������������������

mXj
∕2πkBTA

q

�λ3Aji∕8π��1 − ��Xj�∕�Xi���gi∕gj���Xi��gj∕gi�Rζ� dζ
����������������

−π ln ζ
p (9)

Table 3 Forward collisional elementary processes implemented in CoRaM-N2

Elementary process

Type No. Reacting species → Products Reference

Vibrational processes 1 N2�X1
Σ
�
g ; v� � e− → N2�X1

Σ
�
g ; w� � e− [27]

2 N2�X1
Σ
�
g ; v� � e− → 2N�4So3∕2� � e− [27]

3 N2�X1
Σ
�
g ; v� � �N2 or N� → N2�X1

Σ
�
g ; w� � �N2 or N� [28,29]

4 N2�X1
Σ
�
g ; v� � N�4So3∕2� → 3N�4So3∕2� [29]

5 N2�X1
Σ
�
g ; vmax� � N2 → 2N�4So3∕2� � N2 [28]

6 N2�X1
Σ
�
g ; v1� � N2�X; v2� → N2�X1

Σ
�
g ; w1� � N2�X;w2� [28]

7 N2�X1
Σ
�
g ; vmax� � N2�X; v� → 2N�4So3∕2� � N2�X1

Σ
�
g ; v − 1� [28]

Dissociation 8 N2�i ≠ X� � e− → N�j� � N�k� � e− [36]
9 N�

2 �i� � e− → N�j� � N��k� � e− [36]
Electronic excitation 10 N2�i� � e− → N2�j� � e− [30]

11 N2�i� � �N2 or N� → N2�j� � �N2 or N� [30,50]
12 N�

2 �i� � e− → N�
2 �j� � e− [36]

13 N�i� � e− → N�j� � e− [21,42]
14 N�i� � N2 → N�j� � N2 [30,44,45]
15 N�i� � N → N�j� � N [30,44,45]
16 N��i� � e− → N��j� � e− [42]
17 N��i� � �N2 or N� → N��j� � �N2 or N� [44,45]

Excitation transfer 18 N2�A� � N2�A� → N2�X1
Σ
�
g � � N2�B� [30]

19 N2�A� � N2�A� → N2�X1
Σ
�
g � � N2�C� [50]

20 N2�A� � N2�B� → N2�X1
Σ
�
g � � N2�C� [49]

21 N2�A� � N�4So3∕2� → N2�X1
Σ
�
g � � N�2Po� [30]

22 N2�B� � N�4So3∕2� → N2�X1
Σ
�
g � � N�2Po� [49]

23 N2�C� � N�4So3∕2� → N2�X1
Σ
�
g � � N�2Po� [49]

Ionization 24 N2�i� � e− → N�
2 �j� � 2e− [30,36]

25 N�i� � e− → N��j� � 2e− [21,42,51]
26 N�i� � N2 → N��j� � e− � N2 [44,45]
27 N�i� � N → N��j� � e− � N [44,45]

Charge exchange 28 N2�X1
Σ
�
g � � N��3P0� → N�

2 �X� � N�4So3∕2� [50]
29 N2�X1

Σ
�
g � � N��3P0� → N�

2 �A� � N�4So3∕2� [50]
Dissociative recombination 30 N�

2 �X� � e− → N�4So3∕2� � N�2Do or 2Po� [52]
31 N�

2 �X� � e− → N�2Do� � N�2Do� [52]
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which therefore depends on TA. Λji also depends on the population
number density of the upper j and lower i states of the transition, and
on the related Einstein coefficient. The flow characteristic length
scale, denoted as R, also plays a role in the magnitude of the escape
factor. Indeed, Λji tends to 1 or to 0 if R tends to 0 or to �∞,
respectively. A value of R � 5 × 10−2 m has been chosen as
representative of the typical thickness of the shock layer and of the
radius of shock tubes in which shock wave propagation experiments
are performed. Table 4 summarizes the different radiative transitions
implemented in CoRaM-N2.

C. Conservation Equations

As mentioned in the Introduction (Sec. I), the formation of the
shock layer in front of the entering body results from the conversion

kinetic energy → internal energy

owing to the sudden deceleration of the flow. In addition to specific
activities leading to study this conversion in situ using probes like
FIRE II [55], for instance, shock tubes facilities have been exten-
sively used to characterize the plasma formation just behind the shock
front. In this context, ourCoRaM-N2 has therefore been implemented
in species, momentum, and energy conservation equations in order to
be specifically applied to these one-dimensional situations.
The plasma is in thermal and chemical nonequilibrium. Each

species X on its excited state i has a mass fraction defined as

yXi
�

ρXi

ρ
(10)

where ρXi
is themass density ofXi in themixture, themass density of

which is ρ. The flow conditions considered here can be treated by the
aerodynamic (Navier–Stokes) equations, since the related Knudsen
number does not exceed 0.05 (see [56]). Capitelli et al. [30] indicate
that this approach is relevant for vehicle entries at altitudes lower than
100 km. The general conservation equation ofXi is written under the
form

∂ρXi

∂t
� ∂

∂xj
�ρXi

uj � ρXi
vXij

� � mXi
_ωXi

(11)

with uj as the gas velocity, vXij
as the diffusion velocity of Xi,mXi

as
the mass of Xi, and _ωXi

as the number of Xi particles formed per unit
volume and per unit time. The mass source termmXi

_ωXi
results from

the collisional and radiative elementary processes described in
Secs. II.B.1 and II.B.2. In the present context, the characteristic
timescales for the expansion or the contraction of the flow τec and for
diffusion τd are much longer than the convective timescale τc [37]. In
the upcoming sections, we focus our attention on the steady
propagation of the flow along the x-axis direction. Introducing the
mass fraction yXi

, general conservation equation (11) is therefore
reduced to

dyXi

dx
�

mXi
_ωXi

ρu
(12)

The cross-section area of the flow is uniform in the case of a shock
tube. This cross-section area can also be considered as uniform in a
first approximation for the flow behind the shock front along the

stagnation streamline in the case of a shock layer. As a result, the
momentum conservation equation takes the simple form

d

dx
�p� ρu2� � 0 (13)

where p is the pressure. The pressure of the flow remains low. The
Dalton’s law is therefore fulfilled [57]. The pressure p is given by the
summation p � pA � pe, where

pA � ρkBTA

X

j∈H

yj

mj

(14)

is the contribution of the heavy particles (H stands for the set of
indices of the heavy particles) and where

pe � ρkBTe

ye

me

(15)

is the electron pressure. The mass of a heavy particle ismj, andme is
the electron mass.
Temperatures TA and Te involved in Eqs. (14) and (15) play a

major role in the energy conservation equations for heavy species

d

dx

�

u

�

eA � pA � ρA
u2

2

��

� ΩAe −QR (16)

and electrons

d

dx

�

u

�

ee � pe � ρe
u2

2

��

� −ΩAe (17)

where

ρA � ρ
X

j∈H

yj

and ρe � ρye. In Eqs. (16) and (17),ΩAe is the energy exchanged per
unit volume and per unit timewithin the flow between heavy particles
and electrons owing to the elastic and inelastic (processes with
threshold leading to the increase in the excitation energy of the
collision partners)/superelastic (processes without threshold, leading
to the conversion of excitation energy into kinetic energy) collisions.
QR is the energy lost by the flow per unit volume and per unit time
through radiation. These source terms depend on the collisional and
radiative elementary processes described in the previous sections.
The internal energy per unit volume for heavy particles and electrons
are eA and ee, respectively. Variable ee is reduced to the translational
contribution

ee �
3

2
ρkB

ye

me

Te (18)

Conservation equations (12) and (17) include the influence of the
secondary electrons on ee. The internal energy per unit volume for
heavy particles is eA � eTA � eRA � eVA � eEA with the translational
contribution

Table 4 Radiative elementary processes implemented in CoRaM-N2

Transition

System Process no. Upper state → Lower state Reference

First positive 32 N2�B3
Πg� → N2�A3

Σ
�
u � � hν [53]

Second positive 33 N2�C3
Πu� → N2�B3

Πg� � hν [53]
Third negative 34 N�

2 �B2
Σ
�
u � → N�

2 �X2
Σ
�
g � � hν [53]

Atomic spontaneous emission 35 N�i� → N�j < i� � hν NIST
Ionic spontaneous emission 36 N��i� → N��j < i� � hν NIST
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eTA � 3

2
ρkB

X

j∈H

yj

mj

TA (19)

The rotational contribution is calculated by assuming the rotational
mode is well coupled with the translational mode of heavy species

eRA � ρkB

X

j∈R

yj

mj

TA (20)

whereR stands for the set of indices of themolecules. Thevibrational
contribution results from the vibrational states ofN2�X� and from the
other electronic states of N2 and N�

2 . The latter are assumed to be
populated following a Boltzmann distribution at Te so that

eVA � ρ

�

X

v

yN2;v

mN2

Ev �
X

j∈S

�

1

2
� 1

exp�ωe;j∕kBTe� − 1

�

yj

mj

ωe;j

�

(21)

where S stands for the set of indices of all the molecular states except
N2�X�. Ev and ωe;j refer to the energy of a vibrational state of
N2�X� and to the first vibrational spectroscopic constant (harmonic
oscillator quantum energy) of the electronic excited state j, respec-
tively. The electronic contribution is

eEA � ρ
X

j∈S∪A

yj

mj

Ej (22)

for which the formation enthalpy of the excited state j is taken into
account in the value of Ej. A stands for the set of indices of the
electronic states of N and N�.
Solving the problem requires one to solve 160 conservation

equations. One equation is for electrons, 156 are for the atomic and
molecular states, and three equations are for u, TA, and Te resulting
from Eqs. (13), (16), and (17). The resulting set of ordinary differ-
ential equations is solved using the DVODE library [58], which is the
more efficient solver for highly stiff problems [59].

III. Application to Hypersonic Flows

A. Medium Mach Number Conditions:ℳ0 ≈ 30

The first studied test case corresponds to a Mach number close to
30 at medium pressure. These conditions were those of the FIRE II
probe near the peak heating undergone by the thermal protection
system [55]. Precisely, we have chosen the elapsed time t � 1642.5 s
from the launch for which the probe flew at a low altitude (LA) of
z � 54 km. The day of this flight, a Nike–Apache sounding rocket
was launched in order to measure as accurately as possible the
atmospheric pressure and temperature conditions along the FIRE II
probe trajectory. The results depart slightly from the U.S. standard
atmosphere [60] for the pressure for z > 45 km and for the
temperature over the ranges 25 km < z < 54 km and z > 76 km. We
have therefore adopted as the LA atmospheric conditions those
related to the Nike–Apache rocket results (p0 � 54 Pa and
TA0 � 274 K), which leads to a probe Mach number ofℳ0 � 32.0.
The present test case is summarized in Table 5.
The shock front is assumed to be a discontinuity across which the

upstream conditions ℳ0 � 32.0, p0 � 54 Pa, and TA0 � 274 K

suddenly jump to the downstream conditionsℳ�0�,p�0�, andTA�0�.
The jump conditions are driven by the Rankine–Hugoniot equations
[61] based onmass, momentum, and energy conservations, assuming
that the rotational mode is immediately coupledwith the translational
mode, whereas the electronic and vibrational modes are frozen [37].
At x � 0, the temperature of heavy particles TA is then much higher
than TA0. In contrast, the electron temperature Te is equal to that of
the upstream flow because the electron gas sound speed strongly
exceeds the incident gas velocity. In other words, the flow is
electronically subsonic [62] and electrons are not perturbed by the
shock front. The forward processes of Tables 2 and 3 are no longer
counterbalanced by the corresponding backward processes, which
means that the gas flow is in thermochemical nonequilibrium.
Therefore, the gas composition spatially evolves downstream (for
x > 0) in order to asymptotically recover the local thermodynamic
equilibrium (LTE).

1. Aerodynamic Variables

Figure 1 shows the postshock spatial evolution of pressurep, mass
density ρ, and velocity u. A logarithmic scale is used for the abscissa
instead of a linear scale in order to show the spatial distribution
over several orders of magnitude. Indeed, we will see that the whole
relaxation typically ranges over three orders of magnitude. Such a
logarithmic scale will be systematically used in the upcoming
sections. The deceleration of the flow can be observed, since u

decreases from u0 � 10.6 km · s−1 to u�0� ≈ 1.8 km · s−1. The
pressure increases from p0 � 54 Pa to p�0� ≈ 6.5 × 104 Pa, and the
mass density increases from ρ0 � 7 × 10−4 kg · m−3 to ρ�0�≈
4 × 10−3 kg · m−3. This illustrates the compression of the flow re-
sulting from the deceleration. It is interesting to note that the profiles
present a strong variation around x � 5 × 10−5 m. This is due to the
strong variation of the total mass density. Indeed, ρ increases of 10%
over 10−5 m in order of magnitude. Owing to the coupling with the
other aerodynamic variables, notably through Eq. (13), u and p

strongly evolve. The strong variation of ρ is discussed in Sec. III.A.3.
For x > 5 × 10−5 m, the profiles present lower gradients before a
large region where profiles are almost uniform.

2. Characteristic Temperatures TA, Tv, Te, and Texc

The previous gradients correspond to the region where a strong
decrease inTA is observed, as shown byFig. 2. This decrease is due to
the energy pumping resulting from the progressive vibrational
excitation of the N2 molecules. The underlying dynamics is illus-
trated by the calculation of the vibrational temperature

Tv;i � −
1

kB��d∕dEv��ln�N2�X; v����lsl;vmin�i�→vmax�i�
(23)

Table 5 FIRE II probe flight characteristics and related upstream
conditions for shock tube hypersonic flows

FIRE II flight
Atmospheric
conditions

Conditions z, km t, s u0, km · s−1 p0, Pa TA0, K
Mach

numberℳ0

LA 54 1642.5 10.6 54 274 32.0
HA 76 1634.0 11.3 2.2 195 40.4
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Fig. 1 Postshock spatial evolution of the aerodynamic variables in the
medium-Mach-number conditions.
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defined as the excitation temperature of the group number i of
vibrational levels corresponding to the vibrational quantum numbers
vmin�i� < v < vmax�i�.Ev is the vibrational energy (see Sec. II.A) and
lsl means that the derivative is the slope of the least-squares line
(derived from vibrational distributions and discussed in Sec. III.A.3).
Five groups have been defined, such as 0 ≤ v ≤ 19 for i � 1, 20 ≤
v ≤ 39 for i � 2, 40 ≤ v ≤ 49 for i � 3, 50 ≤ v ≤ 59 for i � 4, and
60 ≤ v ≤ 67 for i � 5. Thus, the first group is representative of the
vibrational energy storage, the conservation of which ismodeled by a
specific equation when no vibrationally specific approach is used
[63]. Since the vibrational levels have a population number density
negligibly small in the upstream flow for v > 0, the vibrational
temperatures Tv;2 to Tv;5 are displayed in Fig. 2 only for x > 10−5 m.
Figure 2 shows that the increase in Tv;i is delayed according to the
value of i.We can see the influence of the vibrational excitation of the
ladder-climbing-type resulting from the initial (x � 0) strong
nonequilibrium and the VT-m elementary processes, since electron
density and dissociation degree are initially negligibly small. The
final coupling withTA is also delayed and occurs for x ≈ 6 × 10−3 m.
The dynamics of the vibrational distribution is further analyzed in
Sec. III.A.3.
Figure 2 also displays the profile of Te. Electron temperature

progressively increases until a very good coupling, first with the
vibrational temperatureTv;1 for x ≈ 2 × 10−4 m, and thenwithTA for
x ≈ 8 × 10−4 m. The coupling with Tv;1 is the direct result of the
Ve elementary process influence, the efficiency in the electron
gas heating of which is much higher than elastic collisions. It
is interesting to note that, contrary to the flowfield calculated by
Colonna et al. [64] in the case ofH2, the influence of elastic collisions
is very weak. This is due to the postshock conditions chosen for
electron density (mass fraction ye � 10−17), which is much lower
than the one chosen by Colonna et al. (ye � 5 × 10−14). From our
point of view, such a value for ye just behind the shock front is more
realistic, since these conditions result from the upstream flow where
the temperature is very low and where there are almost no free
electrons. We have verified the role of the Ve elementary processes
by performing a similar calculation for which the latter processes
have been removed. Figure 3 illustrates the obtained profiles. It
is interesting to note that the spatial evolution of TA is not at all
modified. In contrast, Tv;1 is modified after its maximum around
x ≈ 4 × 10−5 m, where electron density becomes high enough.Apart
of the available energy remains in the vibrational excitation when the
Ve processes are removed; Tv;1 is then higher, and Te is weaker. The
coupling betweenTv;1 andTe takes place farther from the shock front
for x ≈ 4 × 10−4 m. The influence of the Ve elementary processes on
the vibrational temperatures Tv;2 to Tv;5 is weak, and the related
curves have not been plotted in Fig. 3.
To characterize the departure from Boltzmann equilibrium, the

excitation temperature

Texc�N� � −
1

kB��d∕dEj��ln��N�j��∕g�j����lsl
(24)

is calculated for N atoms for the last 40 excited levels under the
ionization limit, and therefore over an energy range of 1 eV. This
excitation temperature is defined as the vibrational temperature of
Eq. (23). This definition is relevant insofar as excited levels have
energies close to each other. There are few electronic excited states
for the molecules. Therefore, in contrast with atoms, the excitation
temperature based on the least-squares line is irrelevant. The
excitation temperature for molecules is based on the population
density of the X electronic ground state, such as

Texc�N2�i�� �

−
Ei − EX

kB lnf�Zr�i�Zv�i�ge�i�∕Zr�X�Zv�X�ge�X����N2�X��∕�N2�i���g
(25)

where Zr, Zv, and ge are the rotational and vibrational partition
functions, and the electronic statistical weight, respectively. The
rotational partition function is calculated using the rigid rotor
approximation with TA. The vibrational partition function is calcu-
lated by directly using the levels considered in the kinetics forN2�X�
and using a development of the second order for the excited states
with the first three spectroscopic constants given by Chauveau [53],
Huber andHerzberg [65], and Loftus andKrupenie [66].Te is used to
calculate these vibrational partition functions.
The evolutionofTexc�N� is displayed inFig. 4. Forx < 4 × 10−5 m,

the excitation temperature is high owing to the influence of the
N2-induced collisions. Then, for 4 × 10−5 m < x < 3 × 10−4 m, we
can observe thatTexc�N� undergoes a strong decrease before a coupling
with Te (see Fig. 2) for x ≈ 4 × 10−4 m. This decrease is due to the
pumping of the excited states resulting from the global ionization
process of the flow. This effect has been already noted in various
situations, notably in the framework of our determination of the global
ionization rate coefficients of N under electron impact [13,37]. The
final couplingmeans that excitation equilibrium is reached forN atoms
under electron impact.
Figure 4 also shows the spatial profiles of Texc�N2�i�� for the A, B,

a, and C states. The excitation temperature for the other states
globally presents the same behavior and has not been plotted for
clarity. The population densities are frozen with respect to the
upstream conditions so that the excitation temperatures are weak for
the lowest values of x. Then, collisional excitation takes place, which
leads to the increase in the population densities of the A, B, a, and C
excited states, whereas �N2�X�� decreases owing to the dissociation.
The excitation temperatures increase. In the subsequent part of the
evolution (for x > 8 × 10−5 m), they evolve in order to asymp-
totically reach the other characteristic temperatures of the flow. The
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collisional coupling is reached, and all characteristic temperatures of
the flow are equal. This means that the flow is in LTE.

3. Species Number Densities

In the previous section, we have performed an analysis of the
behavior of the flow in terms of characteristic temperatures. An easy
and detailed assessment of departures from equilibrium has been
possible. However, the thorough examination of the behavior of
the number densities is necessary.We present first the spatial profiles
of the species density in Fig. 5. We can see the dissociation phase
for the N2 molecules. The dissociation degree is Dd � 10−10 at
4.8×10−6 m. The dissociation of the N2 molecules is a rough
phenomenon, since the density of N is multiplied by a factor of
2 × 108 from x � 10−5 m to x � 5 × 10−5 m. From x � 4.5 ×
10−5 m to x � 5.5 × 10−5 m, the N density is multiplied by a factor
of 20, which leads to an increase in ρ of 10%. Then, the coupling
between ρ and the other aerodynamic variables leads to the profiles
displayed in Fig. 1. Dissociation is immediately followed by
ionization. The ionization degree isDi � 10−10 at 1.8 × 10−5 m and
increases rapidly over almost the same scale as the dissociation
degree. It is interesting to note that the electroneutrality is due to the
electrons and the N� ions. Indeed, the N�

2 density is less by a factor
greater than 10. For x > 10−2 m, the flow composition is quite
uniform. Although the flow has reached LTE, weak energy losses
may occur by radiation for x > 102 m, which may induce a decrease
in the total energy, and therefore in the temperature and in the
dissociation degree. In these conditions, the flow would not be at
equilibrium, but it would be only characterized by LTE. We observe
that the plasma is uniform for x > 10−2 m. This is confirmed by

the excitation temperatures profiles. As a result, the plasma is in
equilibrium.
The vibrational dynamics illustrates the global dissociation

process. Indeed, Fig. 6 displays the spatial profiles of the number
density of the first 11 vibrational states of N2�X�. In addition, Fig. 7
shows for different positions the Boltzmann plot of the 68 vibrational
states taken into account in CoRaM-N2. We can see that their number
density undergoes a strong increase. The narrowing of the vibrational
distribution observed around 4 × 10−5 m on Fig. 6 explains the
peak of Tv;1, previously noted in Fig. 3. The maximum gradient of
�N�4So3∕2�� is obtained for xNG ≈ 5 × 10−5 m (cf. discussion in
Sec. III.A.5). At this point, the dissociation is the most effective
process. The Boltzmann plot is given at the same position on Fig. 7.
We see that the last eight vibrational states are strongly underpop-
ulated. They do not follow a Boltzmann distribution at the excitation
(vibrational) temperature of the first 11 states. In fact, the dissociation
mainly concerns the high-lying vibrational states. This leads to a
strong pumping of the involved levels, and therefore to a strong
underpopulation with respect to equilibrium. The number density of
the first 11 vibrational states is weakly modified by the dissociation.
This result underlines the relevance of a vibrational state-to-state
modeling of the chemistry within the flow. Since the vibrational
temperatures Tv;1 and Tv;5 are very different during the dissociation
phase, the question of the relevance of the global dissociation rate
coefficients depending on TA and Tv;1, often used in CFDmodelings
of this type of flow, is open. The Boltzmann plot obtained for
x � 10−2 m clearly shows that the vibrational equilibrium is reached
since the distribution is linear.We can also note some perturbations in
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the Boltzmann distribution for v � 42 and v � 47. This is due to the
energy resonant transfer (energy difference of some 10−3 eV) with
the a 0 and w states, respectively. For x < 5 × 10−5 m, the a 0 and w

states limit the increase in the population density of the v � 42 and
v � 47 states, whereas they populate the v � 42 and v � 47 states
for x < 5 × 10−5 m, since their number density is high, as illustrated
by Fig. 6. In the case of a discharge in CO, similar effects have been
already observed owing to the energy resonant transfer CO�X; v� �
CO ↔ CO�Y� � COwith (v � 26,Y ≡ a3Π) and (v ≃ 40,Y ≡ A1

Π)
by Farrenq et al. [67].
Figure 6 also illustrates the behavior of the electronic excited states

ofN2.Most of thempresent an increase in their number density due to
collisions with heavy particles, followed by a decrease resulting from
their dissociation under collisions with heavy particles and electrons.
We can note that the B andC states ofN2 are highly populated. They
can contribute to radiative losses by the emission of the first and
second positive systems (cf. Sec. III.A.4). This can also be the case of
the A state of N�

2 through the first negative system emission. The
number density spatial profile of the N�

2 states is displayed in Fig. 8.
In spite of these radiative losses, the flow reaches a final equilibrium.
The dissociation process leads to the increase in the N excited

states number density, as illustrated by Fig. 9. The ground and the
first two excited (metastable) states are shown. The upper and
lower states involved in important radiative transitions are displayed,
such as those responsible for the emission of the resonance lines
(N�4P1∕2;3∕2;5∕2� → N�4So3∕2� transitions at λ ≈ 120 nm, [15]), of
other vacuum ultraviolet (VUV) lines (N�2P� → N�2Do� transitions

at 149 nm, N�2P� → N�2Po� transitions at 174 nm), and of visible
lines (N�2Do

5∕2� → N�2P3∕2� transitions at 410 nm,N�4So� → N�4P�
transitions of the triplet system at 744 nm and N�4Po� → N�4P�
transitions at 822 nm). The upper states of these transitions are
strongly populated and may induce significant radiative losses if the
related escape factors are high enough. However, we have seen in
Fig. 2 that, once LTE is reached, the different temperature profiles are
quite uniform. The plasma is in equilibrium, which means that
radiation has a negligible role. The upper state of the N��3Do� →
N��3P� resonance transition has a spatial evolution, also plotted in
Fig. 9. We can see that, after a strong increase during the ionization
phase, the number density relaxes to low values.
Finally, theBoltzmann plot for theN atoms is illustrated byFig. 10.

The behavior is similar to the one already described for the N2�X�
vibrational states. During the ionization phase, a strong depletion
of the number density of the levels close to the ionization limit
is observed. Subsequently, a linear distribution is obtained. The
electronic excitation equilibrium is then reached. The temperature of
this Boltzmann distribution is equal to the other characteristic
temperatures of the flow, as already noted in Fig. 2.

4. Radiative Aspects

The final equilibrium obtained after relaxation is the result of the
predominance of the collisional elementary processes. Despite this
equilibrium, the flow radiates, as illustrated by Fig. 11, showing the
spatial profiles of some escape factors Λji. Indeed, we note that
several transitions are almost optically thin, since the related escape
factors are close to unity for x > 2 × 10−3 m. It is interesting to note
that the B state of N2 temporary undergoes a population inversion
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with respect to theA state, since the escape factor for the first positive
system is higher than unity over the region 2 × 10−5 m < x <
6 × 10−5 m. However, these radiative losses taken into account by the
source term −QR in conservation equation (16) are negligibly small
with respect to the other terms. This is directly verified during the
calculation. If we add term to term Eqs. (16) and (17), we obtain the
total energy conservation equation, the source term of which results
from the radiative losses only. The total energy of the flow per unit
volume defined as eA � ee � p� ρ u2

2
is uniform in the present case,

which confirms the negligible role played by radiation.
The negligible role of radiation is confirmed when the radiative

elementary processes listed in Table 4 are removed fromCoRaM-N2.
The calculation then leads to the same results, even for the upper
states of the transitions mentioned in Sec. III.A.3. Radiation
definitely has a negligible role on the behavior of the flow.

5. Specific Study of the Populating Processes for N�4So3∕2� and Electrons
A further characterization of the dissociation and ionization phases

described in Sec. III.A.3 can be performed by plotting the different
contributions of the elementary processes to the positive and negative
parts of the gradient of the N�4So3∕2� and electron densities, respec-
tively. Since the mass fraction of Xi can be expressed as yXi

�
�Xi�mXi

∕ρ, we can derive from species conservation equation (12) the
equivalent equation written for the density �Xi� under the form

d�Xi�
dx

� 1

u

�

_ωXi
− �Xi�

du

dx

�

(26)

where du∕dx is negative (see Fig. 1). Moreover, we can separate the
positive (superscript�) and negative (superscript−) contributions of
the elementary processes to _ωXi

. We have

d�N�4So3∕2��
dx

�
X

m∈PN

� _ω�
N�4So

3∕2
�;m − _ω−

N�4So
3∕2

�;m� �
�N�4So3∕2��

u

�

�

�

�

du

dx

�

�

�

�

(27)

for N�4So3∕2� and

dne

dx
�
X

n∈Pe

� _ω�
e;n − _ω−

e;n� �
ne

u

�

�

�

�

du

dx

�

�

�

�

(28)

for electrons where m and n are the numbers of the concerned
elementary processes of Tables 3 and 4. PN and Pe stand for the set

of indices of the elementary processes involving N�4So3∕2� and
electrons, respectively. In each equation, the last term corresponds to
the convective contribution.
For N�4So3∕2�, Fig. 12 shows the distribution of the positive and

negative contributions of the elementary processes m ∈ PN �
f2; 4; 5; 7; 8; 9; 13; 14; 15; 25; 26; 27; 28; 29; 30; 35g (see Tables 3
and 4 for the correspondence between the numbers and the
elementary processes). The positive contributions to d�N�4So3∕2��∕dx
are continuous lines, and the negative contributions are dashed lines.
Filled symbols, stars, and crosses refer to heavy particle-induced
collisions, and nonfilled symbols refer to electron induced collisions.
C and black triangles are related to charge-exchange processes,
respectively. D and R refer to dissociative recombination and
radiative processes, respectively. This figure also shows the
distribution of the contribution of the convective term. We see the
influence of DVT-m (m � 5) and DVT-a (m � 4) processes in
the dissociation at positions close to the shock front. DVT-a processes
are the most efficient processes for the dissociation at xNG �
5.2 × 10−5 m where the gradient of �N�4So3∕2�� is maximum with the
value 5.7 × 1027 m−4. Then, the influence of the convective term
increases as well as the one of the excitation of N atoms from the
ground state under electron (m � 13) andN (m � 15) collisions. The
mixture presents a complex behavior, since dissociative recombi-
nation (m � 30) and charge exchange (m � 28, 29) also play a
significant role. It is interesting to note that radiation influences the
populating process ofN�4So3∕2� only at positions corresponding to the
dissociation of the N2 molecules. Downstream, radiation (m � 35)
plays a negligible role, even where the excitation of N atoms is
significant. This is due to the collapse of theVUVemission illustrated
by Fig. 11 around x � 5 × 10−5 m. For x > 10−3 m, Fig. 12 also
shows that each forward elementary process is counterbalanced by
the corresponding backward elementary process, which leads to
a decrease in d�N�4So3∕2��∕dx. At x � 6 × 10−3 m, the N�4So3∕2�
number density no longer varies.
Figure 13 displays the contributions to dne∕dx. The involved

elementary processes refer to n ∈ Pe � f24; 25; 26; 27; 30; 31g. For
x ≈ 10−5 m, the increase in ne is due to N2 collisions induced
ionization of N atoms (n � 26). Themaximum gradient (at a value of
2.9 × 1026 m−4) is obtained for xeG � 6.5 × 10−5 m, whereas the
N�4So3∕2� one is obtained for xNG � 5.2 × 10−5 m. It is interesting to
note that themaximumof the excitation ofN2,N

�
2 , andN (see Figs. 6,

8, and 9) is achieved at about the place where the electron and N
densities present the strongest gradients. The delay between xeG
and xNG underlines the succession of the dissociation and ionization
phases. Then, the ionization of N under electron collisions (n � 25)
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takes over. The convective term plays a role for ne quite similar to the
one observed for N�4So3∕2�. The recombination backward processes
of N under electron collisions (n � 25) limit the electron density
increase, which is mainly driven by the dissociative recombination
(n � 30, 31) for x ≈ 5 × 10−4 m. The direct ionization ofN2�X1

Σ
�
g �

has a contribution to the global ionization process higher than the
electronic excited states, but these two contributions remain negli-
giblewith respect to the ionization of N. Finally, we can observe after
x ≈ 7 × 10−3 m that each forward process is rigorously counterbal-
anced by its backward process, which means that equilibrium is
actually reached.

The latter result is very interesting from the modeling point of
view. The typical thickness of the shock layers formed in the LA
trajectory conditions is close to 5×10−2 m. As a result, this value has
been chosen for R, which is the characteristic length scale for the
calculation of the escape factors Λji. In the vicinity of the entering
body TPS, the flow heats the wall through a BL. The CFD modeling
of this region is performed using Navier–Stokes equations insofar as
the flowvelocity is small [4]. Separatelymodeling theBL and the first
part of the shock layer is then relevant as long as there is continuity.
The boundary-layer edge properties have to coincide with those
calculated in the shock layer at the same position from the shock
front. For the present LA conditions, we have seen that equilibrium is
reached at x ≈ 7 × 10−3 m. Since the shock layer thickness is around
5 × 10−2 m, the shock layer is in equilibrium downstream over at
least 4 × 10−2 m, and therefore at the edge of the boundary layer.

B. High-Mach-Number Conditions: ℳ0 ≈ 40

Since the radiative losses play a negligible role in the behavior of
the flow in the LA conditions, we have chosen to focus our attention
on other conditions corresponding to a lower postshock pressure. As
far as the FIRE II probe is concerned, higher altitude and then higher-
Mach-number trajectory points have to be considered. Indeed, local
pressure and temperature are lower and the total density behind the
shock front is also lower. Then, the collision frequency is lower and
the role of radiation can be more significant. The high-altitude (HA)
conditions studied in the present section correspond to z � 76 km at
an elapsed time t � 1634.0 s from the launch of the FIRE II probe,
where its velocity is u0 � 11.3 km · s−1 (cf. Table 5). Therefore, the
upstream Mach number isℳ0 � 40.4.
Figure 14 illustrates the spatial profiles obtained in this case for the

temperatures TA, Te, Tv;1, Tv;2, Tv;3, Tv;4, and Tv;5. In the vicinity of
the shock front, TA is higher than in the LA conditions because the
Mach numberℳ0 is much higher. The postshock density is lower by
one order of magnitude with respect to the LA conditions. The
concomitant reduction of the collision frequency induces a shift in
the downstream direction of the temperatures profiles and of the
dissociation and ionization phases put forward previously. Table 6
gives numerical information on the related shift. Except a strong
increase in Tv;3, the vibrational temperature curves are quite similar
to the ones plotted in Fig. 2. The final state is obtained for
x ≈ 9 × 10−2 m. To characterize this state, we have performed a
calculation without radiative elementary processes. The results are
not modified. We have also calculated the spatial profile of the total
energy of the flow per unit volume. This profile is quite uniform. We
can conclude that the flow finally reaches an equilibrium state like for
the LA conditions at a lower Mach number.
Since the results of the LA and HA conditions are very similar, we

have chosen to illustrate their main differences by a unique table
instead of showing unnecessary figures. Table 6 gives the x position
of some significant events in the flow. We clearly point out the
decrease in the total density, therefore, in the collision frequency from
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Table 6 Comparison of x positions of some significant events in the flow between LA and HA test
cases (see Table 5)

LA conditions HA conditions

Event Value x position, m Value x position, m

TA maximum decrease 48,600 K 4.3 × 10−5 55,300 K 5.4 × 10−4

Tv;1 maximum 21,900 K 4.6 × 10−5 22,500 K 5.5 × 10−4

Te - Tv;1 coupling 11,900 K 2.8 × 10−4 11,200 K 6.3 × 10−3

Te - Tv;1 - TA coupling 11,200 K 6.5 × 10−4 10,200 K 1.7 × 10−2

Tv;3 maximum 24,700 K 1.1 × 10−4 60,200 K 1.6 × 10−3

Tv;4 maximum 13,800 K 5.1 × 10−5 25,100 K 6.3 × 10−4

Te - Tv;1 - TA - Tv;2 - Tv;3 - Tv;4 - Tv;5 coupling 10,600 K 7.3 × 10−3 10,100 K 8.9 × 10−2

Texc�N� minimum 2,600 K 5.9 × 10−5 2,500 K 9.0 × 10−4

Onset of the dissociation phase Dd � 10−10 4.8 × 10−6 Dd � 10−10 6.7 × 10−5

Onset of the ionization phase Di � 10−10 1.8 × 10−5 Di � 10−10 2.2 × 10−4

�N�
2 � maximum 4.5 × 1020 m−3 7.5 × 10−5 3.2 × 1019 m−3 1.0 × 10−3

d�N�4So3∕2��∕dx maximum 5.7 × 1027 m−4 5.2 × 10−5 2.9 × 1025 m−4 6.3 × 10−4

dne∕dx maximum 2.9 × 1026 m−4 6.5 × 10−5 1.5 × 1024 m−4 8.7 × 10−4
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the LA to the HA conditions by the shift of these events to higher x
positions. In spite of a decrease in the total density of one order of
magnitude, the radiative processes again play a minor role.
As for the LAcase (see end of Sec. III.A.5), we can conclude on the

conditions at the edge of the boundary layer when the first part of the
shock layer and the boundary layer are separatelymodeled. This edge
is located at x ≈ 3.5 × 10−2 m from the shock front in the present HA
conditions [68]. Since equilibrium is reached at x ≈ 9 × 10−2 m, the
edge of the boundary layer therefore departs from equilibrium.
The work reported in this paper has two main perspectives. The

first perspective concerns the validation of the CoRaM-N2. From this
point of view, comparisons should be performed with experimental
results carried out at a highMach number,mainly thinking to the ones
obtained in the electric arc shock tube wind tunnel of NASA [69].
This comparison requires the elaboration of a specific radiative
module deriving spectra from the spatial profiles of the excited
species number densities. This elaboration is in progress. At a lower
Mach number, former experimental results will be analyzed, such as
the ones reported by Byron [17], Appleton et al. [18], Cary [70],
Kewley and Hornung [71], and Hanson and Baganoff [72]. This
validation will confirm the global relevance of this specific N2

chemistry. The case of the FIRE II flight has been studied, and
therefore the case of an entry taking place in the Earth’s atmosphere.
Of course, oxygen obviously plays a significant role, since its disso-
ciation energy is lower than the one of nitrogen. In addition, the
ionization channel is globally different owing to the formation of the
NO� molecular ions by associative ionization N� O→NO� � e−

[21,73]. In the objective of a complete study of the FIRE II flight
experiment, air mixtures have to be considered.
As a result, the second important perspective is the implementation

of the CR model CoRaM-AIR in our one-dimensional flow,
numerical code in an Eulerian approach. This CR model is based on
CoRaM-N2 and deals with shock layers produced during entries into
the Earth’s atmosphere or during shock tube experiments [35]. As for
CoRaM-N2, the model is vibrationally specific on the electronic
ground state of themainmolecules, and it is electronically specific for
atoms,molecules, and ions. The objectives are the realistic prediction
of the dissociation, the ionization, and the excitation of the flow.
Another CR model dedicated to Martian atmospheric entries, called
CoRaM-MARS, has also been elaborated andwill be implemented in
the one-dimensional flow code in the same Eulerian approach.

IV. Conclusions

The postshock relaxation of nitrogen flows inmedium- and strong-
Mach-number conditions has been thoroughly studied in this paper.
The analysis of this relaxation has been performed by implementing
the collisional-radiative model for N2 in a one-dimensional flow,
numerical code based on an Eulerian approach. This CRmodel takes
into account 1) the vibrational states of the ground electronic state of
N2, 2) the excited electronic states ofN2, 3) the electronic states of N
and N�, and 4) free electrons in thermochemical nonequilibrium,
assuming that electrons and heavy particles are in Maxwellian
equilibrium at Te and TA, respectively. The collisional and radiative
elementary processes involving the resulting 157 individual states for
atomic and molecular species and electrons have cross sections or
rate coefficients derived from literature. The set of forward and
backward rate coefficients contains about 40,000 data. The shock
front is considered as a discontinuity across which the jump of
properties is treated using the classical Rankine–Hugoniot equations.
Two test cases have been discussed. They concern the flight of the

well-known FIRE II probe, which took place in 1965 in the frame-
work of theApollo program. They correspond to the trajectory points
at the altitudes z � 54 km and z � 76 km at Mach numbers of 32.0
and 40.4, respectively. Molecules crossing the shock front are first
vibrationally excited. Then, they are dissociated. This dissociation
phase is immediately followed by an ionization phase. During the
dissociation phase, the vibrational distribution is far from being
Boltzmanian. The dissociationmainly concerns the vibrational levels
close to the dissociation limit, the density of which is underpopulated
with respect to equilibrium owing to a strong collisional pumping.

These results validate the adopted approach, which is based on a
state-to-state modeling of the vibrational processes. As far as ioniza-
tion is concerned, a similar behavior is observed for atomic levels
close to the ionization limit. The thorough analysis of the influence of
the elementary processes has pointed out the significant role played
by N atoms and electrons in the dissociation and ionization phases,
respectively. The highestmolecular and atomic excitation is observed
when the electron and N densities present the most significant
gradients. Despite a reduction of one order of magnitude in the
collision frequency from the first to the second case, the radiation
does not play a significant role. This reduction is clearly observed,
since the spatial profiles are shifted to x positions farther from the
shock front.
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