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Abstract
Compressible or weakly compressible liquid-gas flows occur in many fields such as liquid fuel injection, plunging
waves, cavitation, sloshing, drowning damaged nuclear reactor, phase change heat transfer, pipeline of two-phase
flows, etc. Most numerical simulations dedicated to the aforementioned applications use an incompressible for-
malism, which does not take into account the compressibility effects and density variation among each phase.
However, compressibility can have a significant effect in a wide range of configuration, from liquid jet injection
(cavitation inside an injector) to breaking wave configuration (impact of the entrained air or bubbles). This work
aims at providing numerical tools, allowing simulations of two-phase flows covering a large range of Mach number,
incorporating surface tension, acoustic/compressible effects, large density ratio, proper jump conditions, viscous
effects, at High Reynolds and High Weber number. We propose achieving this challenging task by improving the
two-phase flows aspect of the pressure-based method proposed by Huber et al (2015) [Journal of Computational
Physics, Volume 302, 2015, Pages 439-468] by combining it with an accurate and conservative interface represen-
tation : the Coupled Level Set/VOF interface capturing method. First, a one-dimensional oscillating water column
configuration is investigated to perform the validation of this method. Then, a three-dimensional two-phase HIT
configuration is studied to demonstrate the behavior and the potential of this method in presence of breakup, coa-
lescence and vaporization processes.

Introduction
Compressible or weakly compressible liquid-gas flows occur in many fields such as liquid fuel injection,

plunging waves, cavitation, sloshing, drowning damaged nuclear reactor, phase change heat transfer, pipeline of
two-phase flows, etc. Liquid-gas flows has a direct impact on gas emissions (atomization in combustion engines),
industrial process efficiency (heat exchanger) or coastal engineering (breaking wave). Most numerical simulations
dedicated to the aforementioned applications use an incompressible formalism, which does not take into account
the compressibility effects and density variation among each phase. However, compressibility can have a signif-
icant effect in a wide range of configuration, from liquid jet injection (cavitation inside an injector) to breaking
wave configuration (impact of the entrained air or bubbles). Indeed, vapor production or cavitation inside an in-
jector generate a creation of volume (non-zero divergence of the velocity field) incompatible with the standard
incompressible hypothesis used mainly in liquid-gas flows simulations.

The use of a compressible, variable-density solver is also mandatory to describe phase change in complex con-
figurations such as liquid jet injection or breaking waves. Handling phase change in numerous gas inclusion, each
possessing their own gas density evolution and thermodynamic pressure, is not straightforward. In our previous
works, the phase change description was based on an incompressible solver : first by using a passive scalar to focus
on the mixing process [1], then by computing the evaporation rate based on temperature and species equations,
allowing to evaluate the velocity jump condition and gas dilatation [2, 3]. The latter formulation is encouraging but
is not suitable with the presence of multiple gas inclusions or in a confined environment, since the gas and vapor
density remains constant in that formalism.

The main objective of this article is to break a scientific barrier concerning the numerical simulation of com-
pressible liquid-gas flows. Indeed, the majority of accurate numerical methods used in two-phase flows simulation
with interface tracking/capturing method can be categorized in two families: incompressible [4] or compressible
method [5]. Very different formalism are used to solve the governing equations (Poisson solver versus Riemann
solver) and only few collaborations exist between the "incompressible" and the "compressible" communities. The
drawback of these methods is their inability to capture accurately and smoothly two-phase flows with a wide
evolution of the compressibility effects, from (very) low Mach number to high Mach number.

This issue was solved in the case of single phase flows or reacting flows with the low Mach approach [6],
which has been used to represent the expansion/compression of gas and density variations. However, this kind of
approach is not straightforward in the context of two-phase flows. The existence of inclusions (bubbles) of gas
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inside a liquid imposes a complex way to take into account the gas density variation inside each inclusion. Indeed,
the thermodynamic pressure difference in each inclusion make the equation difficult to solve with a one-field
approach [7]. A solution is to account for the density variation by integrating the incoming fluxes on the boundary
of the bubble, or use an extension to take into account the jump of thermodynamics pressure. Nevertheless, gas
inclusions and their surface have to be tracked to properly estimate the mean density variation. It means that it
will be impossible to simulate realistic large scale configurations with numerous gas inclusions because of the
computational cost involved.

In regards to atomization processes, most DNS/LES studies are considered incompressible, despite the fact
that the initial injection velocity can be close or higher than the celerity of sound in the gas phase. For instance, in
the Engine Combustion network injector called "Spray A" [8], the injection velocity is around 600m.s−1. Pressure
waves developing in front of the liquid jet are then likely to be observed (for instance in [8]). Another important
topic is the cavitation process inside injectors nozzles, taking into account compressibility will give a new insight
into identifying cavitation zones in the liquid phase and understanding the effect of cavitation on the atomization
process. This illustrates the need of new and original numerical developments to fully resolve both phases and also
acoustic effects.

Some attempts has been made recently to solve these specifics issues : Miller et al. [9] proposed one of the
first pressure-based formalism using a Volume Of Fluid (VOF) interface capturing method in OpenFOAM, showing
encouraging results on underwater explosions and shock tubes configurations with large density ratio. However,
the author admits that mass is not well conserved and jump conditions for variable such as density, viscosity are
smeared out over a few cells. Huber et al. [10] used a primitive formulation of the compressible Navier Stokes
equations to consider compressible two-phase flows, combined with a pressure-based method similar to the one
developed in single phase flow context by Kwatra et al. [11]. Acoustics terms where treated implicitly along with a
proper description of surface tension forces. This method has been compared with a standard compressible solver
(preconditioned explicit HLLC), showing that better results has been obtained with the pressure-based method on
a oscillating bubble configuration (Rayleigh-Plesset theory). Boger et al. [12] performed a similar study by using
a pressure-based method to study shock-droplet interaction. However, these methods are coupled with a Level-
Set approach, making turbulent atomization difficult to handle (mass loss) and viscous effects are not taken into
account.

This work aims at providing numerical tools, allowing simulations of two-phase flows covering a large range
of Mach number, incorporating surface tension, acoustic/compressible effects, large density ratio, proper jump
conditions, viscous effects, at High Reynolds and High Weber number. We propose achieving this challenging
task by improving the two-phase flows aspect of the pressure-based method proposed by Huber et al. [10] and
Miller et al. [9] by combining it with an accurate and conservative interface representation : the Coupled Level
Set/VOF interface capturing method. The main emphasis of this study is on the computation of Low Mach number
configurations but the method can be used as well in shock waves configurations.

In the following part of this work, the constitutive equations and numerical procedures are first described.
Then, an oscillating water column configuration is used to illustrate the accuracy and robustness of the com-
pressible method. Finally, a HIT configuration is presented to introduce the implementation of phase change in
compressible turbulent two-phase flows.

Governing Equations
The joint LS/VOF method is coupled with a projection method to carry out the Direct Numerical Simulations

of compressible Navier-Stokes equations :
∂ρ
∂t + ~∇. (ρ~u) = 0

∂ρ~u
∂t + ~∇. (ρ~u⊗ ~u) = −~∇P + ~∇.

(
2µε+

(
ζ − 2

3µ
)
~∇.~uĪ

)
+ ρ~f

(1)

with ρ, the density ; ~u, the velocity ; P , the pressure ; µ, the dynamic viscosity ; ε =
1

2

(
~∇~u+ ~∇~ut

)
, the

strain rate tensor ; ζ, the second viscosity ; ~f , the force of volume by unit of mass and Ī , the identity matrix.
Here, both liquid and gas are considered as compressible. On the interface, surface tension is taken into account
by considering the variables jump across the interface liquid/gas :

[
~n.
(
P Ī − τ̄

)
.~n
]

= σκ (2)

2



14th ICLASS 2018 A weakly-compressible DNS formalism for turbulent atomization applications

with σ, the surface tension ; κ, the total curvature ; ~n, the normal to the interface ; τ̄ , the viscous strain tensor

defined by τ̄ = 2µε +

(
ζ − 2

3
µ

)
~∇.~uĪ and the convention [A] = Al − Ag for the variables jump across the

interface.
Eq.1 is closed by two equations of state (EOS). For the liquid, a Tait equation is used and for the gas, it’s a

Laplace’s law thus considering a perfect gas and an isentropic process.


ρg =

(
P
Cγ

) 1
γg

ρl = ρ0
(
P−P0

B + 1
) 1
γl

(3)

The g and l index denote respectively the gas and the liquid ; γ represents the adiabatic index ; P0, a reference
pressure ; ρ0, a reference density ; Cγ , a constant depending on the initial condition of the perfect gas studied and
B, a constant depending on the bulk modulus of the considered fluid.

Numerical and/or Experimental Methods
Interface capturing method

The interface is solved using a CLSVOF algorithm. This method allows an accurate representation of the
interface with the Level Set function and the mass conservation with the VOF method. The general algorithm can
be found in the literature [4]. However, contrary to the algorithm of Menard et al. [4], an additional term due to
compressibility has to be taken into account in the liquid volume fraction equation. The new formulation of this
equation is :

∂αl
∂t

+ ~∇. (αl~u) = αl (1− αl)D + αl~∇.~u (4)

with αl, the liquid volume fraction and D, a term representing the fluid compressibility and defined by D =
1

ρg

Dρg
Dt
− 1

ρl

Dρl
Dt

. The
D

Dt
is the material derivative. Eq.4 is derived from the continuity equation of Eq.1 by

considering ρ = αlρl + αgρg and αg = 1 − αl. Contrary to most of the codes using the CLSVOF framework,
the pressure P and the densities ρl and ρg are local variables. In the incompressible CLSVOF algorithm, the
liquid volume fraction and Level Set transport equations have the same formulation and are split in the three space
directions.

Then, a final equation couples the three directions. To be coherent with the Level Set equation that has no
additional term in compressible formulation, the compressibility termD of Eq.4 is only added in the final equation.

All the geometrical informations of the interface are obtained with the Level Set function φ. The curvature κ
is calculated by κ = ~∇.~n with ~n = ~∇φ/|~∇φ|, the normal to the interface.

Projection method
Then, to compute velocity and pressure, the momentum equation of Eq.1 is solved using a projection method

adapted to compressible. This method allows to decouple velocity and pressure. An intermediate velocity is first
calculated without the pressure term −~∇P and the surface tension term :

~u∗ =
ρn~un

ρ∗
−∆t

~∇. ((ρ~u)
n ⊗ ~un)

ρ∗︸ ︷︷ ︸
I

+ ∆t

~∇.
(

2µε− 2
3µ
~∇.~unĪ

)
ρ∗︸ ︷︷ ︸

II

+∆t ~f (5)

ρ∗ corresponds to the density calculated with ρ = αlρl + αgρg but with the new value of αl obtained after
the interface resolution. The viscous term II is solved with a Sussman method that can be found in Sussman et
al. [13]. This method takes into account directly the viscous tensor jump across the interface. It was originally

developed in a incompressible formalism, so the term (−2

3
µ~∇.~uĪ) was added in this algorithm. The second

viscosity ζ is neglected in this work. Regarding the convection term I , the method of Vaudor et al. [14] has been
used ensuring consistent mass and momentum flux computation. The mesh is an eulerian staggered grid so the
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velocity is computed on the faces of the cells and the other variables (pressure, density, liquid volume fraction, ...)
are computed in the center of the cells. This method initially proposed by Rudman [15] consists in calculating the
mass flux ρ~u in the center of the cell by using the continuity equation. The mass flux has to be known in the center
of the cell in order to have a second order centered scheme for the divergence operator. A detailed explanation of
the algorithm can be found in [14].

Then, the momentum equation is discretised in the following way by using the intermediate velocity obtained
previously.

~un+1 = ~u∗ −∆t
~∇P
ρ∗

(6)

By applying the divergence operator to Eq.6, an Helmholtz equation for the pressure is obtained (Eq.7). Con-
trary to the projection method used in incompressible solvers, the divergence of the velocity is no longer zero.

−~∇.

(
~∇Pn+1

ρ∗

)
+

(
αl

ρlc2l∆t
2

+
αg

ρgc2g∆t
2

)
Pn+1 =

(
αl

ρlc2l∆t
2

+
αg

ρgc2g∆t
2

)(
Pn −∆t~u.~∇Pn

)
−
~∇.~u∗

∆t

(7)

with cl and cg , respectively the sound speed for liquid and gas. The ~∇.~u∗ term is solved with a second order
centered scheme and ~u.~∇P , with a fifth order WENO scheme. A Ghost Fluid method is used to apply the pressure
jump due to surface tension forces [4]. The final velocity is computed by Eq.6 using a second order centered
scheme for the pressure gradient. A second order Runge Kutta scheme have been used for temporal integration.
Finally, the density and sound speed for liquid and gas and the total density are updated with the EOS Eq.3. The
compressibility term D used in Eq.4 is solved to be coherent with the pressure term :

Dn+1 =

(
1

ρgc2g
− 1

ρlc2l

)(
Pn+1 − Pn

∆t
+ ~u.~∇P

)
(8)

Concerning the time step calculation, a CFL condition similar to the one used by Kang et al. [16] is used.
Thanks to the implicit resolution of the acoustics terms in the pressure equation, the CFL condition is the same
used for incompressible two-phase flows DNS. Consequently, the time step is larger than the one obtained with an
acoustic CFL based on the sound speed.

Validation
Oscillating water column configuration

In order to validate the code, an oscillating water column test case has been realized (Figure 1). It consists
in the oscillation of a water column between two air columns due to an initial pressure gradient. The liquid
compresses a first air column and then, when the pressure in this column exceeds the liquid inertia, the air pushes
the water column toward the second air column and so on. This test case can be seen as a Rayleigh-Plesset test
case, representing the oscillation of an air bubble inside liquid, but in a 1D cartesian geometry. This test case has
been studied previously in some works [7, 17, 18] but by imposing an initial velocity to the liquid column instead
of a pressure gradient. However, no reference solution has been developed to compare with numerical results.
A theoretical solution can be derived by using mass and momentum conservation and by considering the liquid
incompressible. The time evolution of the liquid gas interface is obtained with the following equation :

d2R

dt2
=
P |R1

− P |R2

ρlL
(9)

u =
dR

dt
(10)

with ρl, the liquid density ; R1, the position of the first interface gas-liquid ; R2, the position of the second
interface and L = R2 − R1 = cst, the liquid length. The pressures in R1 and R2 are obtained with the ideal gas
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equation of state. Then, the velocity is calculated with Eq.10. No analytical solution was found but a reference
solution can be easily computed. It is worth mentioning that the reference solution is considering no pressure fluc-
tuation (Incompressible hypothesis), which is not the case of the numerical method presented here. Consequently,
slight differences should be observed on the results when comparing both approaches.

Figure 1. Oscillating Water Column test case

The initial values for density and pressure are referenced in Table 1. The pressure in the first air column is
twice the pressure in the second air column and it follows a linear profile in the water column. The water column is
located between R1 = 0.1 m and R2 = 0.8 m and the total domain measures 1 m. For the Tait equation in Eq.3,
the parameters used are B = 3.31× 108 Pa, P0 = 105 Pa and ρ0 = 1000 kg.m−3.

Air Water Air

0 ≤ x ≤ R1 R1 ≤ x ≤ R2 R2 ≤ x ≤ 1

γg = 1.4 γl = 7 γg = 1.4

ρL = 1.169 kg.m−3 ρ = 1000 kg.m−3 ρR = 0.5845 kg.m−3

PL = 105 Pa P =
PR − PL

R2 −R1
x+

PLR2 − PRR1

R2 −R1
PR = 5× 104 Pa

Table 1. Initial conditions for the oscillating water column test case. The L and R indexes mean respectively left
and right.

For this configuration, the Mach number reaches a maximum value of Ma = 4.45 × 10−3. All the boundary
conditions are considered as symmetric.

The Figure 2 compares the evolution in function of time of the velocity of the liquid for different mesh size to
the incompressible reference solution. As expected, the velocity oscillates ; initially, the liquid accelerates in the
positive x direction due to the pressure gradient until the moment when the pressure is the same in all the domain.
Then, the liquid decelerates because the pressure is higher in the second air column, but its velocity is still positive
owing to its inertia. Finally, there is again an acceleration followed by a deceleration for the same reasons but in
the opposite x direction, hence the negative value of velocity. A mesh convergence is observed in this graph. A
CFL = 0.1 is performed here ; however, this CFL condition is based on the convective speed (similar to the one
used by Kwatra et al. [11] and Huber et al. [10]). The corresponding time step is about 100 times greater than the
one obtained from the CFL condition based on the sound speed.

Regarding the mass conservation, a better accuracy is obtained by refining the mesh and the relative error is
less than 0.1% for meshes with more than 256 cells (Figure 4).

By using a CFL = 0.01 condition, namely a time step about 10 times greater than the one obtained with the
acoustic CFL, a convergence is also observed for velocity (Figure 3). The curve is closer to the reference solution
but with a slight delay in terms of frequency. Concerning the mass conservation, for a 512 cells mesh, the error
obtained is around 0.005% showing minor difference between both CFL. The relative errors for the different
meshes are shown in Table 2 for the first maximum for the velocity and for the frequency calculated between
the two first maximum of velocity. In all cases, the relative error decreases by refining the mesh, illustrating the
method accuracy and convergence.
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Figure 2. Evolution of the velocity in function of
time for different meshes, CFL=0.1 and Runge Kutta
2 scheme.- - - 32 cells,– - – 64 cells, – – – 128 cells,
· · · 256 cells, - - - 512 cells. The solid line is the
reference solution.

Figure 3. Evolution of the velocity in function of
time for 512 cells and Runge Kutta 2 scheme.- - -
CFL=0.01, · · · CFL=0.1. The solid line is the
reference solution.
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Figure 4. Relative mass of liquid error in function of time for different meshes, CFL=0.1 and Runge Kutta 2
scheme.- - - 32 cells,– - – 64 cells, – – – 128 cells, · · · 256 cells, - - - 512 cells

Nx 32 64 128 256 512

Amplitude Error 5.82 3.66 2.19 1.30 0.49

Frequency Error 1.49 0.87 0.65 0.43 0.35

Table 2. Relative error (%) for a Runge Kutta 2 temporal scheme and CFL=0.1.

HIT configuration with phase change
Governing Equations
In this configuration, phase change is considered. So, mass source terms have to be added both in the liquid

volume fraction equation (Eq.4) and the pressure equation (Eq.7). The new formulation of these two equations is
the following :

∂αl
∂t

+ ~∇. (αl~u) = αl (1− αl)D + αl~∇.~u− αlṁ
(

1

ρl
− 1

ρg

)
+
ṁ

ρl
(11)
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−~∇.

(
~∇Pn+1

ρ∗

)
+

(
αl

ρlc2l∆t
2

+
αg

ρgc2g∆t
2

)
Pn+1 =

(
αl

ρlc2l∆t
2

+
αg

ρgc2g∆t
2

)(
Pn −∆t~u.~∇Pn

)
−
~∇.~u∗

∆t
+
ṁ

∆t

(
1

ρl
− 1

ρg

) (12)

with ṁ, the mass source term in [kg.m−3.s−1]. It is negative when there is an evaporation of the liquid. The
two terms in the liquid volume fraction equation come from the liquid density equation obtained by splitting the
density in ρ = αlρl + αgρg . Indeed, even if the total mass is conserved, a source term is necessary in the liquid
density equation to take into account phase change. The new term in the pressure equation (Eq.12) comes from the
divergence of velocity.

Results
For this Homogeneous Isotropic Turbulence (HIT) validation case (Figure 5), the forcing and the physical

parameters used in previous work [1] are applied but with a 2563 mesh and an initial liquid volume fraction
φ = 10%. The initial densities are ρg = 25.0 kg.m−3 and ρl = 753.0 kg.m−3. The pressure is P = 9.06×106 Pa
and for the Tait equation, the parameters used are B = 1.038× 109 Pa, P0 = 105 Pa and ρ0 = 750 kg.m−3. The
adiabatic index for the liquid is γl = 1.215 and for the gas is γg = 1.4. For the evaporation, ṁ = −1 kg.cm−3.s−1

is chosen. This value is only applied in cells containing an interface ; in all other cells, ṁ = 0 kg.cm−3.s−1.

Figure 5. Surface representation of the HIT config-
uration with φ = 10%.
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Figure 6. Evolution of the mean gas density in func-
tion of time. ◦ : results with evaporation, × : results
without evaporation. Solid line : theoretical solution
with evaporation.

On Figure 6, the evolution of the mean gas density is represented. As expected, the density remains constant
if no evaporation occurs and increases if the mass source term is not zero. Even if ṁ is constant, the profile of
the density is not linear because the surface quantity is not constant during the process and so, the number of cells

containing an interface varies. However, it is still possible to compute the theoretical
∂ρg
∂t

induced by vaporization
if ṁ is constant and evaporating cells are identified. Then the time evolution of ρg is deduced, as shown on Figure
6. The density profile obtained is very close to the theoretical one showing the capability of the algorithm to
represent the evaporation process.

Summary and Conclusions
A pressure based method is developed for low Mach number two-phase flows applications. The use of a

projection method to decouple pressure and velocity allows a greater time step than the one imposed by the acoustic
CFL condition. Indeed, the acoustic terms are implicited during the pressure resolution. This formalism takes into
account the local variation of density in both phase due to compressibility and with (or without) phase change.
Besides, the Navier-Stokes equations are coupled with a CLSVOF method to ensure mass conservation and a
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sharp description of the interface. The accuracy of the method is shown by comparing a reference solution with
results obtained by compressible DNS in an oscillating water column configuration. Finally, the implementation of
evaporation on a HIT configuration gives encouraging results that have to be pursued. Moreover, a 3D compressible
simulation including more complex phenomena like collisions and breakups has been performed, showing the
robustness of this formalism.
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