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Abstract— This paper presents a study of various standard 
anomalies detection techniques in internet networks, using 
machine learning algorithms, classification algorithms, and 
graph techniques working on SQL/Mapreduce and SQL-Graph 
implementation platforms. This approach shows its efficiency 
for the study of large datasets. Firstly, several algorithmic 
approaches and possible implementations have been studied 
and tested by experiment to see how the SQL-MapReduce and 
SQL-Graph implementation can process large-scale data. 
Secondly the performance and scalability of the algorithms for 
large volumes of data have been compared to choose the most 
appropriate for typical anomaly detection. The application 
scope is very broad, such as spam detection, crime detection, 
mafia or terrorism community detection, network intrusion 
detection, malignant tumors detection in healthcare, fraud 
detection on banking transactions, identity theft detection etc. 
The main problem we will address on this paper is the 
processing performance on large scale data using an 
implementation of Massively Parallel Processing (MPP), SQL- 
MapReduce, and SQl-Graph. 

Keywords-component; Anomaly, Graph, Big Data, 
Classification, Machine Learning, Modularity, MapReduce 

I. INTRODUCTION 

Linking social networks data, spread across different 
heterogeneous data repositories, calls for addressing several 
challenging problems such as large-scale data management, 
algorithms optimization and parallelization, new knowledge 
representation paradigms for heterogeneous, redundant, non-
certified or false information, association mechanisms, graph 
analysis for clustering and partitioning.  

The major problems and challenges are performance and 
scalability. In this paper, we are demonstrating how the 
alternative that we are proposing, which relies on combining 
SQL and MapReduce, can answer the performance and 
scalability issues of the algorithms that are usually used for 
anomalies detections. 

We begin by studying and comparing algorithms, methods 
and techniques used for the classification of data sets such as 
e-mails, SMS, personal data etc. according to rules 
corresponding to three groups: normal, likely to be abnormal 
and normal. Abnormality is characterized by abnormal values, 
rare events, or some objects that do not align with functional 
rules, exceptions, etc. Then we extend the application domain 
to community detection characterized by anomalies. In the 
case of communities, anomaly detection consists of cross-

checking transactional data with descriptive data (enrichment 
of the knowledge of the network) corresponding to the 
communities involved in these transactions, to find typically 
abnormal behaviors. This approach can be considered, from 
the point of view of its principle, as representative of the 
problems associated with the anomaly detection in large 
networks. This study is focusing also on algorithms and 
techniques commonly used for anomaly detection and 
community detection. This will guide us to select appropriate 
algorithms and techniques that will be implemented and used 
for the experimentation phase to test efficient solutions to the 
main problems we mentioned in the beginning of this 
document. 

To set up the experimentation phase and implement the 
experimental platform, we have studied the extent to which 
massive parallel and map reduce methods can improve the 
convergence speed of algorithms selected out of our survey of 
anomalies detection methods. We conclude that combining 
massively parallel processes, MapReduce and graphs and 
visualization techniques, drastically improves convergence 
performance as well as enhancing the representation of 
knowledge for interpreting results. In addition, the technique 
that we propose can be used to implement any of the studied 
algorithms. 

The experimentation platform used for implementing and 
testing the performances of the algorithms is based on SQL-
MapReduce and SQL-Graph combined with parallel 
processing. We choose appropriate datasets to highlight the 
impact of the parallel process approach using the MapReduce 
technique on each selected algorithm’s performance. 

The results are extended to the case of community 
anomalies detection by adding external information, 
corresponding to social networks simulation. Broadcast spam 
data are used of this initial experiment. 

In the second phase of our study, to evaluate the 
performance of our clustering method, we carried out two 
different types of experiments. For the first one, we used 
synthetic networks [33] for which a pre-built community 
structure was well defined. In the latter one, we combined 
different graphs describing the structure of certain real-world 
networks [33]. 

The purpose of the former set of experiments is to assess 
the quality of the clustering produced by our approach in the 
context of a controlled environment in which the features of 
the networks taken into account are well-known. In particular, 
the pre-defined community structure is adopted as a ground 



truth to evaluate the quality of the resulting partitions. This is 
done by adopting a measure, called normalized mutual 
information, inherited from the information theory [16], to 
determine the accuracy of the partitions with respect to the 
ground truth. The community detection algorithm uses the 
concept of shortest distance vectors algorithms, based on the 
shortest vector between members of the community sharing 
the same kind of transaction. This approach improves the 
overall system performance. 

II. ANOMALY AND COMMUNITY DETECTION METHODS 

Anomaly is an important topic in data analysis and can be 
defined as unexpected behaviors, outliers, rare events, deviant 
objects or peculiar objects [11], [13]. The detection of 
anomalies has been studied using several techniques and 
approaches like data mining, graph-based theories etc. [11], 
[12], [13], [14], [15], [17]. In many cases, anomaly detection 
is interesting if unexpected behaviors are detected very 
quickly to prevent against linked problems [11]. To solve 
anomaly detection problems, the methods and techniques used 
are highly dependent on anomaly types, such as fraud for 
example, as well as types of fraudsters [14], types of data [11], 
and the relationship between data formats [11]. Data formats 
are defined in 3 types: metric data, evolving data and multi-
structured data [11]. In this paper, we considered only the 
multi-structured data formats including multiple data types 
like structured, semi-structures or unstructured 

In his paper, Leonid Kalinichenk et al. [11] have presented 
a comprehensive review of techniques and methods for 
anomaly detection, one of which is machine learning, usually 
used in supervised, semi-supervised and unsupervised 
learning. Several researchers have done benchmarks of 
different supervised machine learning approaches to resolve 
anomaly detection problem by comparing the performance of 
the naïve Bayes, K-means and support vector machine [2], 
[17]. Naïve Bayes approach comes with a very good result [2], 
[17]. 

Community detection has been addressed by many recent 
researches and experimentations. The results have been 
applied on diverse disciplines such as internet, medicine, 
biology, sociology, to resolve complex network analysis 
problems. Community has several definitions. We define in 
this paper community as a group of nodes that are strongly 
interconnected in the network. There are several techniques 
and methods to resolve community detection problems, such 
as hierarchical clustering, modularity optimization, statistical 
inference, clique-based methods [22]. Suhas S Thorat [29] 
investigated several techniques in his survey on community 
detection and comes with a conclusion that the problem of 
maximizing the network modularity is NP complete.  

In their study on community detection methods in social 
networks, Mehjabin Khatoon et al. [22] highlight the 
modularity method used as a fitness function to detect the 
overlapping community. This motivated us to target and study 
more modularity methods and techniques [5], [6], [7], [8], [9]. 
Resolving community detection problems by using 
modularity theories have been applied for different 
applications, such as, for example, social network analysis, 
protein network and pathway analysis, genomic analysis, 

cybercrime etc. [1], [5], [6], [7], [8], [9], [32], 11], [22]. The 
precursors on community detection on social network, Girvan 
and Newman [7], have proposed an algorithm used to find 
communities by discovering community structures based on 
the modularity Q. Vincent D. Blondel et al. [21] proposed 
another scalable method, called Louvain algorithm, to extract 
the community structure of large networks using modularity 
technique, and Michel Plantie and Michel Crampes showed 
by experimentation how Louvain algorithm is performing on 
large scale graph [21]. 

III. PARALLEL PROCESSING METHODS 

In this section, we first address the classical massive 
parallel processing (MPP) technology for large dataset 
computation [22], [24]. Second, we focus on the MapReduce 
framework [24], and show the advantages of combining this 
programming approach with SQL for scalability performance 
on MPP architectures [22], [24], [25].  

A. Massively Parallel Processing (MPP) 
Parallel Database build on MPP using relational data 

model has proven its capabilities for achieving high 
performance and scalability with techniques like data 
distribution, data partitioning across nodes in a shared-nothing 
architecture [24], [25]. The techniques applied as data 
distribution, columnar, data partitioning provide efficient data 
analysis on very large-scale datasets. The most specialized 
MPP data warehouse vendors are for example Teradata Aster, 
Oracle, HP Vertica. There are also Open Source MPP 
solutions such as Postgres-XL and Greenplum Database. We 
will demonstrate how an MPP architecture based on a 
relational data model can handle parallelization by using SQL 
algorithm processing performance, and scalability by 
separating the data loading function from the data storage and 
query processing functions [25]. 

B. MapReduce 
MapReduce is a programming framework for processing 

parallelizable problems over any large-scale (multi-petabyte) 
data (unstructured or structured) [26]. It combines two classes 
of functions: map and reduce, which are defined with respect 
to data structured in (key, value) pairs. Map takes a pair of 
data with a type and returns a list of key value pairs. It is 
applied in parallel to every item in the input dataset. The 
reduce function is applied in parallel to each group, which in 
turn produces a collection of values. 

IV. DEVELOPMENT FRAMEWORK AND EXPERIMENTATION  

We begin by selecting the solution to support the 
implementation of SQL and MapReduce on a distributed 
environment. Two solutions were preselected: Spark QL and 
Teradata Aster.  

Spark allows for the use of efficient SQL execution with 
machine-learning algorithms using the resource description 
framework (RDD). Teradata Aster is a parallel database that 
enables the storing and processing of structured, unstructured 
and multi-structured data. After several tests and looking for 
a flexible solution we decided to use Teradata Aster [28], 
which saved us time for implementation. 



A. Experimentations: Materials and Settings 
We conducted several experiments during our study. For 

the first one, we used a desktop running several virtual 
machines on VMware environment (the number of virtual 
machines will be presented in the Results sub-section). Then, 
we added external servers for social network simulation in the 
case of the spam data experience. The goal was to find a 
typical example of cross evidence of transactions for 
descriptive data (enrichment of the knowledge of the network) 
including the actors of these transactions to find typically 
abnormal behavior. From the point of view of its principle, 
this approach can be considered to represent problems related 
to anomaly detection in large networks. We will observe the 
scalability and the performance of the algorithms processing. 

The second experiment was conducted on a physical 
cluster of computers. 

B. Experimens 

1) Initial Experiment Platform Configuration 
The experiment hardware configuration is based on a HP 
EliteBook 8570p Notebook detailed in Table I. 

TABLE I.  EXPERIMENT PLATFORM 

Processor Intel® Core™ i7 Quad-Core 
RAM 16 GB 
Storage 256 GB SED SSD Internal 

1 TB SSD External Drive 
Operating System openSUSE 64 bits 
Virtualization VMware Workstation 64 bits 

 
2) Experimentation Hardware Configuration 

To simulate parallel computing, we used a virtualization 
solution based on VMware with 4 virtual servers (1 Aster 
Queen node and 3 Aster Worker nodes.) 

3) Extended Experimentation Platform Configuration 
The extended experimentation platform is a physical cluster 
composed of several nodes with the configuration for each 
node shown in table II. 

TABLE II.  EXTENDED EXPERIMENTATION PLATFORM: 1 QUEEN NODE 
AND 4 WORKERS NODES 

Processor 6-core CPU Intel® Xeon® 
2.1GHz Processors 

RAM 96 GB 
Storage 12TB 
Operating System openSUSE 64 bits 

4) Experimentation Algorithms and Functions 
The experiments were conducted by using several 

algorithms and MapReduce implementation functions that are 
listed in the Table III. 

 

TABLE III.  ALGORITHMS AND FUNCTIONS 

Algorithms /Functions Description 

PSTPARSERAFS [29] The PSTParserAFS function parses 
Personal Storage Table (PST) files (which 
store email in Microsoft 
software such as Microsoft Outlook and 
Microsoft Exchange Client) directly from 
Aster File Store (AFS). 

NaiveBayesText [29] Classifier function used to generate a 
model from training data 

NaiveBayesTextPredict [29] Classifier function utilize Naïve Bayes 
model to predict. 

C. Results 

1) Dataset 
To begin with a consistent data set to conduct our 

experiments we downloaded from a free community site [1]. 
a data set based on personal storage table (PST) files that 
contain mails of over 140 people. 

2) Data Integration 
PSTPARSERAFS is a MapReduce function in Aster to 

read PST files. To run the function, the first step is to load and 
store all PST files as Aster File Store (AFS). Thus, we used 
the PSTParserAFS SQL-MapReduce command to read from 
AFS and load all email data files in the Aster corresponding 
table. 

In our experiment, we consider only the emails of the 
“Inbox” folder by using the EXCLUDE option to exclude 
Draft, deleted items, Notes and Sent Items folders. For our 
first experiment we are using a sample containing all PST 
information. A given user may contain up to 140000 lines of 
mails. Some information, such as empty columns, can be 
considered as noise, and are removed by SQL script to select 
only the information requested for our analysis and proceed 
data cleaning by removing all noise. We generalize the 
cleaning for all users to generate the final dataset that we will 
use for the next step of our experiment and test the 
classification algorithms. 

3) Learning technique 
Following our comparative study presented in section III, 

the Naïve Bayes technique appears to be one of the best 
technique for document classification, such as shown by Arun 
D Panicker who made a similar study [2],[19] In our example, 
the training data defined two categories Spam or Not Spam.  

We have selected a representative sample of data (10% - 
15%) by using a SQL script and manually generated the 
training data set that was used for the naïve Bayes algorithm. 

We start by generating the model using the training set, 
then we apply the naïve Bayes text classifier algorithm to 
classify mails. Fundamentally, we used two mains functions 
to apply the model: the NaiveBayesText and  the 
NaiveBayesTextPredict. 

 
NaiveBayesText is utilized for model generation from 
training data optained during the previous step and SQL 
statement is used to call the NaiveBayesText function on the 
training function 

The generated data model is exported to use the 
NaiveBayesTextPredict and install it as a function in Aster 
and apply it on all datasets. Usally, traditional predictive 
models like Decision Trees or NaiveBayes use numerical and 
/ or categorical variables. The advantages of using Aster is that 



it can generate paths, patterns and all possible combinations 
of patterns. These combinations of events and patterns tend to 
be more predictive compared to a single value, e.g. number of 
times a customer had a higher usage in a month compared to 
a set of patterns that document the relationship between the 
usage and other activities. The sequence of events is important 
and that is not reflected in the variables used in traditional 
statistical models. This is one of our motivations to use this 
approach.The extract from the Predict function output is 
illustrated in figure 1. 

 

 
Figure 1.  NaiveBayes Predict Output. 

We arrived with the experiement to generate a dataset 
table containing 110 000 rows. We have run the same script 
on different architecture and the result are mentioned below 
comparing 3 configurations:1 Worker VM, 2 Workers VM 
and 3 Workers VM (see figure 2.). 

 

 
Figure 2.  Performance on VM 

For PSTParserAFS, the computation time is almost the 
same for all platforms but the computation time using 2 
Workers and 3 Workers is better but not linear. 

The first conclusion is that, by increasing the number of 
nodes, the execution time of NaiveBayes algoritms 
implemented on SQL-MR is performing well. This will be 
validated in the next experiment using physical nodes clusters 
with high data volumes. 
 

4) Graph Analytic technique 
a) In this experiment we will focus on the relation 

between email messages using graph classification 
techniques. The study presented in section II motivated our 
choice for modularity technique to identify community on the 
email dataset. We will compare the computation using single 
thread architecture using a PC single Virtual Machine in the 
same configuration as Aster Worker node, with MPP 
architecture (using Aster virtual workers with 1 worker node, 
2 worker nodes). The modularity technique we decided to test 
and implement on Aster is Louvain [21]. 

The first phase of our experimentation is based on 
compiling and testing the original Louvain implementation in 
C++ that we downloaded from Sourceforge [30]. 

The process are: 

• Step .1 Compile convert.cpp file 
• Step .2 Conversion from a text format (each line 

contains a couple "src dest") 
• Step .3 Compile community.cpp file 
• Step .4 Computes communities and displays 

hierarchical tree 
We didn’t succeded with the Virtual Machine with the 
Configuration (1 CPU, 2 Core, 2 GB RAM) to execute the 
Algorithm with our initial dataset. 
 

The  second phase was to implement Louvain Modularity 
on Aster according to the workflow shown in Figure 3. Before 
that, we have used Aster SDK by adapting the source code to 
the Aster MapReduce framework. 

 

 
Figure 3.  Modularity Implemented on MPP (SQL MR). 

Why Louvain? Because we compared several algorithms 
of section II, and Louvain drew particular attention to its 
ability to analyze very large graphs. We used the example 
algorithm with, and without using our approach combining 
massive parallelization of processes and MapReduce 
functions. We didn’t get any response after an hour and the 
Virtual Machine crashed. Then we decided to implement the 
algorithm using the Aster MapReduce framework. Aster 
already has the modularity MapReduce function. We decided 
to procced with the following test: 

- Compare Louvain MR with Aster Modularity 
- Compare execution time between 2 configurations on 

MPP 
5) Results without MPP 

The convergence is very slow and requires significant 
resources proportional to the number of nodes in the graph. 
For example, our experiment using Aster Modularity on 1 
Aster Worker node didn’t process the entire data set. To make 
it append on the same configuration, we had to use only 10% 
of the dataset. 

The figure 8 below shows the data representation on a 
graph using GraphGen MapReduce function. This 
experimentation does not indeed help to conclude on emails 
containing spam or Not spam and we observed no apparent 
relationships because of the small sample size (10%). Also, 
we see several clusters grouping some senders reepresented 
by different color but without clear explanation  

 

Step SMP PC 2 Virtual node Aster 3 Virtual node Aster
PSTParserAFS 00:01:17 00:01:13 00:01:15
NaiveBayesText 00:53:05 00:12:41 00:09:39
NaiveBayesTextPredict 00:32:23 00:10:13 00:08:08



 
Figure 4.  Modularity execution on SMP platform  

6) Results with MPP 
We used our approach based on SQL-MapReduce and the 

results are promising because we have seen a very rapid 
convergence  using 110 000 rows and especially without any 
filter (fullfDataset). The table IV shows the difference 
between Louvain and Aster Modularity. 

In figure 5, we effectively observe the communities of 
spam servers (red nodes) or no-spam servers (blue nodes) and 
the relationships between mails. In the graph representation, 
we see 10 major SPAM clusters. 

TABLE IV.  LOUVAIN MODULARITY - ASTER MODULARITY 

 
 

 
Figure 5.  Modularity on Parrallel Architecture (With MPP SQL). 

V. EXTENDED EXPERIMENTS 

We exended the experiment using a bigger cluster (1 Queen + 
4 Workers and SVM, Kmeans on Graph and Naïve bayes 
algortithms. Concerning the Kmeans experiment, the 
performance of kmeans on the Graph engine and the limitation 
of custom aggregators have been tested. We considered the 
following four variables in the performance test: the number 
of rows of dataset, the number of columns in dataset, the 
argument k, which represents the centroid number, and the 
iteration number. During our experiment, we fixed three of 
them and adjust the left one to compare the performance. 

 
Test 1: rows = 10m  Iteration number =10 with 10 columns 
 

 
 
Test 2: rows = 10m  Iteration number =10 with 100 columns 
 

 
 
Test 3: rows = 10m  Iteration number =10 with 1000 
columns 

 
 

We describe below the following observation during the 
experiment: 

Louvain Modularity Aster Modularity
Data	Acceptance Only	digit	 Strings	and	digits

Performance	with	the	same	dataset	size 53	Seconds 3	Minutes	24	Seconds

Input	Data	Structure	 1	file:	Source	-	Des<na<on	
2	tables	-Ver<ces:	Ver<x_id																
-Edges:	Source_id	-	Target_id

Output	Data	Structure	 1	file:	Source	-	Des<na<on	 1 table

Number	of	generated	nodes Bigger than Aster Modularity Less than Louvain Modularity 

graph version SQL-MR version
row = 10m iter = 10
k=10
row = 10m iter = 10
k=100
row = 10m iter = 10
k=300

row = 10m iter = 50
k=10

row = 40miter=10
k=10

10 columns

2 min, 42 sec33 sec

55 mins, 10 secs1 min, 7 sec

14 mins, 59 secs, 244 ms41 sec   

11 mins, 26 secs46 secs

graph version SQL-MR version
row = 10m iter = 10
k=10
row = 10m iter = 10
k=100
row = 10m iter = 10 about 1hr 50mins
k=300 (insert cost most of the time)

row = 10m iter = 50
k=10

row = 40miter=10
k=10

100 columns

3 mins, 59 secs1 min, 1 sec

4 min, 25 sec

35 min, 33 sec2 min, 22 sec

23 mins, 5 secs2 mins, 8 secs

9 mins, 44 secs,2 mins, 20 secs

graph version SQL-MR version
row = 10m iter = 10
k=10
row = 10m iter = 10 more than 3hrs
k=100 (about 2hrs in iteration steps)
row = 10m iter = 10 3 hrs, 10 sec about 3hrs 40mins
k=300 (about 2hrs in iteration steps) (insert cost half of the time)

row = 10m iter = 50
k=10

row = 40miter=10
k=10

1000 columns

27min 40sec2 hrs, 20 mins, 31 secs

1 hrs, 52 mins, 44 sec

1 hrs, 42 mins12 hrs, 59 mins, 36 secs



• When the dataset fits the memory, the graph engine 
iteration performance is very good. We have a great 
performance and Kmeans is scalable. 

• When the dataset is spilled on a disk, the Sql-
MapReduce version may have advantages in 
performance. 

• When the dataset is large, the performance will not 
be affected much by the parameter k. The main 
reason is that most of the time consumed is dealing 
with the I/O tasks. The ratio of computation tasks is 
small, thus the execution time is not depending of 
the parameter. 

VI. EXPERIMENT ON REAL CASES SCALABLE CLUSTERS  

A. Experiment 1: Detecting Criminal Community 

1) Analysis 
With the results obtained from the experimentation phase, 

we used our approach on actual productions.  
The main data sources for this project are Party dataset, 

Crimes dataset. The Party dataset contains about 155.000.000 
records containing following information:  

• Party Id, 
• Party type (Citizen, Visitor, etc.) 
• Party Information (First Name, Last Name, Birth 

Day, Parent information, etc.) 
In the analysis, Party Data were coupled with criminal 

information to determine criminal communities according to 
some type of crime (drugs, rape, theft, murder, etc.). We 
obtained very good result that allowed us to identify for 
example: 

• Relationship between Community (Family 
member) and relationship between each of them. 

• Crime history data combined with Party to 
identify criminal community link with family 
cluster. 

• Hidden networks within population 
• Drug community linked with family relations. 
 

2) Performance Results 
The table V shows a better performance with 7 Aster 

nodes to process all the data. The customer has all his 
historical data on Hadoop (3 data nodes). It shows also how 
we can run the MapReduce function on Hadoop. It took much 
more time to adapt the algorithm. 

TABLE V.  ASTER – HADOOP SCALABILITY 

 
 
The Table V is described as follows: 

• the first column is the function name,  
• next is the time hh:mm:ss a 3 node (3 data nodes 

plus one name node) Hadoop cluster, 
• next is a 3 node (3 workers plus one Queen) Aster 

cluster, 

• next is a 7 node (7 workers plus one Queen) Aster 
cluster. 

 
With this experiment, we observe that 8 Aster nodes are 

required to be more performant than 3 Hadoop cluster nodes 
[31]. This is explained by the fact that Aster has a fixed 6 
virtual workers per node so 3 nodes is 18 way parallel but 
Hadoop using yarn [31] is configurable. It was tuned to use 42 
map/reduce tasks and it easily beats Aster. Next, we ran it on 
a 7 node Aster cluster (6 virtual workers * 7 nodes = 42 ways 
parallel) and now it beats Hadoop. It also shows the 
importance of parallel thread on MapReduce scalability.  

We observe that this process is highly CPU intensive and 
reads a complete file from start to finish. Thus, Aster’s 
superior indexing and data access is not making a difference. 

B. Experimentation 2: Customer Behavioral Analysis 

1) Analysis 
The Telecom Operator (monMOBIL) web site gives to 

their customers the ability to control and deal with their own 
mobile and landline numbers in monMOBIL by providing 
them with a lot of services and features that help them to do 
their operations easily, like view the bills and pay them, 
recharge prepaid numbers and transfer amounts between 
them, subscribe and unsubscribe in packages and services, 
monitor data usage, view referral-program points and redeem 
them with gifts, locate branches and WIFI spots in the country. 
New customers can view all monMOBIL products through 
monMobil store, check smartphone availability at monMOBIL 
branches, and a lot more features that save time and effort. The 
Big Data Analysis challenge is to use advanced analytic 
technique in distributed environment to: 

• understand how customers use monMobil 
through all channels (excluding SMS and 
Twitter), 

• assess the technical/commercial performance of 
monMobil and find areas of improvements, 

• see if monMobil contributes to a better customer 
satisfaction. 

2) Dataset 
For the experiment, we collected a 3 months length data 

set shown in tab VI (for June, July and August 2017). 

TABLE VI.  DATA SET OF MOT CUSTOMERS 

 
 
All monMobil data are merged sequentially into a single 

table in Aster platform as illustrated in the diagram below. 
 

Function 3 node Hadoop 3 node Aster 7 node Aster
Louvain Modularity 00:12:03 00:28:12 00:10:45

MOBILE SUBSCRIPTIONS
Month Count(*)
June 16 538 262
July 16 703 478
August 17 710 055

LL SUBSCRIPTIONS
Month Count(*)
June 15 804
July 17 136
August 15 304

GLOBAL TRANSACTIONS
Month Count(*)
June 2 301 749
July 2 383 068
August 2 474 343

GLOBAL VISITS
Month Count(*)
June 150 155 430
July 170 901 698
August 182 331 448



 
Figure 6.  Merging of the monMobil data sets 

We have used several technique like: Sessionization: to 
create visit sessions (no start/end timestamp nor login/logout 
timestamp available), SQL Analysis: to run a set of 
descriptive analyses, Path analysis to understand events paths 
throughout monMobil navigation and perform data 
preparation for SQL Analysis, Attribution analysis to weight 
events/channel contribution to subscription, Association 
analysis to find events/offers that are frequently paired with 
other events, Tableau and Aster AppCenter for data 
visualization 

3) Results 
Visit Analysis helped us to identify Customers likely to 
come on purpose with a “goal” in mind (Figures 7). 

 
Figure 7.  Page Association Analysis 

Subscription Analysis, let us analyze offers association 

 
Figure 8.  Page Association Analysis 

 

Overall usage is increasing slowly but shows a gain in 
popularity. monMobil App channel ranks #1 in terms of 
popularity and commercial efficiency. Behaviors and 
preferences differ based on criteria such as customer 
nationality, line tenure and line type (adapt design, adapt offer 
push). Offers association/bridge offers could be considered to 
propose new bundles and drive customers to different kind of 
offers. Customer satisfaction has increased since monMobil 
was launched. The performance result table show the 
scalability of the methods using Mapreduce function on MPP 
architecture. 

TABLE VII.  SCALABILTY RESULT ON MPP ARCHITECTURE 

 

VII. CONCLUSION 

In this paper, we have presented our motivations to study 
anomaly detection on large scale social networks for 
characterizing communities. The study addresses the 
problems of linking information spread over several 
heterogeneous networks, algorithms parallelization and 
optimization for network analysis, graph partitioning and 
clustering for structure extraction. The experiments using data 
mining algorithms and community detection on graph using 
the new approach provides an answer to anomaly detection 
using high data volume with very good computation 
performance. 

We are continuing our experimentation combining deep 
learning technique and the distance metrics in vector-based 
approach by incorporate the same with CONCLUDE 
approach for improvising the outcome.  Finally, we will 
compare the proposed advanced algorithm with the 
CONCLUDE approach to prove the efficacy of proposed 
scheme. 
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