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The constraint equations in the presence of a

scalar field - the case of the conformal method

with volumetric drift

Caterina Vâlcu∗

January 19, 2019

Abstract

In this paper we establish the existence in low dimensions of solutions
to the constraint equations in the case of the conformal system recently
proposed by David Maxwell [14], with the added presence of a scalar field
and under suitable smallness assumptions on its parameters.

1 Introduction

The field of general relativity deals with the study of spacetime, an object
defined as the equivalence class, up to an isometry, of Lorentzian manifolds
(M̃, g̃) of dimension n+ 1 satisfying the Einstein field equations

Ricαβ(g̃)− 1

2
R(g̃)g̃αβ = 8πTαβ ,

α, β = 1, n+ 1. Here, R(g̃) is the scalar curvature of g̃, Ric the Ricci curvature
and Tαβ the stress-energy tensor describing the presence of matter and energy.
For example, Tαβ = 0 describes vacuum. Our interest focuses on the more
general case

Tαβ = ∇αψ̃∇βψ̃ −
(

1

2
|∇ψ̃|2g̃ + V (ψ̃)

)
g̃αβ ,

which models the existence within the spacetime of a scalar field ψ̃ ∈ C∞(M)
having potential V ∈ C∞(R). Thus, ψ̃ = 0 and V = Λ yield the vacuum with
cosmological constant Λ, while V = 1

2mψ̃
2 corresponds to the Einstein-Klein-

Gordon setting.
For a globally hyperbolic spacetime, we define its initial data (M, ĝ, K̂, ψ̂, π̂).

They consist of an n-dimensional Riemannian manifold (M, ĝ), which models

∗Université Claude Bernard Lyon 1, 43 Boulevard du 11 Novembre 1918, 69100 Villeur-
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the spacetime at a particular moment in time, a symmetric 2-tensor K̂, cor-
responding to its second fundamental form, the scalar field ψ̂ in M , and its
temporal derivative π̂. The associated spacetime development takes the form
(M × R, g̃, ψ̃), where g̃ is a Lorentzian metric that verifies g̃|M = ĝ and ψ̃ is a

scalar field such that ψ̃|M = ψ̂ and ∂tψ̃|M = π̂.
Initial data in general relativity may not be freely specified, unlike their

Newtonian counterparts. Instead, they must verify the Gauss and Codazzi
equations, {

R(ĝ) + (trĝK̂)2 − ||K̂||2ĝ = π̂2 + |∇̂ψ̂|2g + 2V (ψ̂)

∂i(trĝK̂)− K̂j
i,j = π̂∂iψ̂,

which are referred to as the constraint equations. The work of Choquet-Bruhat
[8] establishes, once and for all, that the constraint equations are not only nec-
essary but sufficient conditions for the (local) existence of a solution. Later,
Choquet-Bruhat and Geroch [3] prove that the maximal development of initial
data is unique, up to an isometry. Globally hyperbolic spacetimes may rigor-
ously be studied in the context of mathematical analysis as the result of an
evolution problem. The above system is clearly under-determined, which allows
for considerable freedom in choosing a solution (ĝ, K̂, ψ̂, π̂).

Using the conformal method introduced by Lichnerowicz [13], the constraint
equations may be transformed into a determined system of equations by fixing
well-chosen quantities (see Choquet-Bruhat, Isenberg and Pollack [4]). The
appeal of such a method lies in that it provides a characterisation of the resulting
initial data by fixed quantities. Essentially, it maps a space of parameters to
the space of solutions.

Given an initial data set (ĝ, K̂, ψ̂, π̂), the classical choice of parameters is
(g,U, τ, ψ, π;α): in this case, the conformal class g is represented by a Rie-
mannian metric g, the smooth function τ = ĝabK̂ab is a mean curvature and
the conformal momentum U measured by a volume form α (volume gauge)
is a 2-tensor that is both trace-free and divergence-free with respect to g (a
transverse-traceless tensor). We sometimes prefer to indicate the volume gauge
by the densitized lapse

Ñg,α :=
α

dVg
.

Note that this quantity depends on the choice of representative g, unlike the
volume gauge α which does not. The standard conformal method implicitly
fixes Ñg,α = 2; in the present paper, we prefer to make use of the freedom of

choosing Ñg,α as needed. We often refer to a parameter set by indicating the

representative metric g and the corresponding densitized lapse Ñg,α instead of
giving the conformal class and volume gauge. However, these quantities can
immediately be reconstructed from our data. We refer to Maxwell [14] for an
introduction to the conformal method in our context.

Starting from the parameter set (g, U, τ, ψ, π; Ñ), the corresponding (phys-
ical) initial data is pinpointed by solving a resulting system, comprising the
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Lichnerowicz-type equation and the momentum constraints, for a smooth posi-
tive function (or conformal factor) u and a smooth vector field W in M ,∆gu+Rψ = −Bτ,ψ,V uq−1 +

Aπ,U (W )

uq+1
,

∆g,confW =
n− 1

n
uq∇τ + π∇ψ,

(1)

where

Rψ =
n− 2

4(n− 1)

(
R(g)− |∇ψ|2g

)
,

Bτ,ψ,V =
n− 2

4(n− 1)

(
n− 1

n
τ2 − 2V (ψ)

)
,

Aπ,U (W ) =
n− 2

4(n− 1)

(
|U + LgW |2g + π2

)
.

If (u,W ) solves the above system, then the initial data we’ve been searching for
are

ĝ = uq−2g, K̂ = u−2

(
U +

Ñ

2
LgW

)
+
τ

n
ĝ, ψ̂ = ψ, π̂ = u−qπ.

Note also that the solutions generated by (g, U, τ ; Ñ) and

(ϕq−2g, ϕ−2U, τ, ψ, ϕ−qπ;ϕqÑ)

are the same, where ϕ is a smooth positive function. The notations above
are similar to those of Choquet-Bruhat, Isenberg and Pollack ([4], [5]). The
following quantities often appear throughout the present paper: q = 2n

n−2 is

the critical Sobolev exponent for the embedding of H1 in Lebesgue spaces,
∆g = −divg∇ denotes the Laplace-Beltrami operator taken with non-negative
eigenvalues, ∆g,confW = divg(LgW ) is the Lamé operator and Lg is the con-
formal Killing operator with respect to g,

LgWij = Wi,j +Wj,i −
2

n
divgWgij .

Conformal Killing fields are defined as vector fields in the kernel of Lg.
The conformal method is particularly successful in finding solutions when

the mean curvature τ is constant as the system (1) becomes uncoupled, but it
is unclear how well the method functions when the mean curvature is far from
being constant: see Maxwell [15] and [16], where a given set of parameters point
to no or to an infinite number of solutions. We emphasize that any failing of the
system does not necessarily translate to a singularity in the space of solutions to
the constraints system, but may instead derive from a poor choice of mapping.
This motivates the study of variations to standard conformal methods.

The drift method introduced by Maxwell replaces the mean curvature τ as
a parameter by a pair (τ∗, Ṽ ), where τ∗ is a unique constant called volumetric
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momentum and Ṽ a vector field related to the drift. They verify an analogue
of York splitting, namely

τ = τ∗ + Ñĝ,αdivĝṼ = τ∗ +
Ñg,α
u2q

divg(u
qṼ ), (2)

the notation Ṽ being specific to this paper in order to avoid confusion with the
potential V . Interestingly, τ∗ = 0 holds true for all counterexamples found by
Maxwell ([15], [16]). This suggests that the volumetric momentum may play
an important role in characterizing the space of initial data. Ideally, we would
like to know as soon as we fix a set of parameters (g, U, τ, ψ, π; Ñ) if we find
ourselves in the case τ∗ = 0. However, τ∗ cannot be directly calculated by (2)
without first solving (1), which somewhat defeats the purpose. This motivates a
new choice of parameters, even at the risk of working with an analytically more
complicated system. The idea of Maxwell ([15], [16]) is thus to choose τ∗ as an
additional parameter that is to be fixed in the place of τ : the hope is thus to
avoid the aforementioned problem. As well as τ∗, Maxwell added Ñ and Ṽ as
parameters, for geometric and physical reasons. Therefore, instead of fixing τ ,
we fix τ∗, Ñ and Ṽ .

Intuitively, the drift is a geometric quantity describing infinitesimal motion
in the space of metrics modulo the group of diffeomorphisms connected to the
identity such that the conformal class and volume are preserved. For any given
drift, the choice of a representative vector field Ṽ is unique up to conformal
Killing fields and vector fields which are divergence-free with respect to the
initial metric ĝ. Given g an arbitrary representative of the conformal class, it is
not clear whether two vector fields are indicative of the same drift class defined
for ĝ; this problem is discussed at length in the paper of Mike Holst, David
Maxwell and Rafe Mazzeo [11] for conformal systems where the critical non-
linearity is non-focusing, or negative. Our analysis treats systems with focusing
(that is to say positive) non-linearities stemming from the presence of a scalar
field with positive potential.

The following system corresponds to Problem 12.1 of [14] in the presence of
a scalar field, where g admits no non-trivial conformal Killing fields:

∆gu+ n−2
4(n−1) (R(g)− |∇ψ|2g)u−

(n−2)|U+LgW |2+π2

4(n−1)uq+1

− n− 2

4(n− 1)

2V (ψ)− n− 1

n

(
τ∗ +

Ñdivg(u
qṼ )

u2q

)2
uq−1 = 0

divg

(
Ñ
2 LgW

)
− n−1

n uqd
(
Ñdivg(uqṼ )

2u2q

)
− π∇ψ = 0.

(3)

We denote the exterior derivative by d. The unknowns are a smooth positive
scalar function u defined on M and a smooth vector field W on M . The pa-
rameters are (g, U, τ∗, Ṽ , ψ, π; Ñ). Maxwell’s new set of parameters include τ∗,
which could not be calculated a priori in the classical method. The initial data
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of the constraint equations verify

ĝ = uq−2g, K̂ = u−2
(
U + Ñ

2 LgW
)

+ 1
n

(
τ∗ + Ñ

u2q div(uqṼ )
)
ĝ,

ψ̂ = ψ, π̂ = u−qπ.
(4)

The following is a more general system than (3). The central result of the
paper consists in showing that it admits solutions. Let (M, g) be a closed Rie-
mannian manifold of dimension n ∈ {3, 4, 5}, and g has no non-trivial conformal
Killing fields. Let b, c, d, f , h, ρ1, ρ2, ρ3 be smooth functions on M and let
Y and Ψ be smooth vector fields defined on M . Let 0 < γ < 1. Assume that
∆g +h is coercive, in the sense that its first eigenvalue is positive. Assume that
f > 0, ρ1 > 0 and |∇ρ3| < (2C1)−1, where C1 is a dimensional constant - see
(101). Consider the system

∆gu+ hu = fuq−1 +
ρ1 + |Ψ + ρ2LgW |2g

uq+1

− b
u
− c〈∇u, Y 〉

(
d

u2
+

1

uq+2

)
− 〈∇u, Y 〉

2

uq+3

divg (ρ3LgW ) = R(u).

(5)

Here R is an operator verifying

R(u) ≤ CR
(

1 +
||u||2C2

(infM u)2

)
for a constant CR > 0.

A supersolution of the Lichnerowicz-type equation is a smooth function u
verifying that

∆gu+ hu ≥ fuq−1 +
ρ1+|Ψ+ρ2LgW |2g

uq+1 − b
u

−c〈∇u, Y 〉
(
d
u2 + 1

uq+2

)
− 〈∇u,Y 〉

2

uq+3 .

Similarly, a subsolution satisfies an inequality of opposite sign. Whenever the
inequality is strict, we say u is a strict subsolution or a strict supersolution
respectively.

We fix
θ = min(inf

M
ρ1, inf

M
f), (6)

and
T = max(||f ||C1,γ , ||ρ1||C0,γ , ||c||C0,γ , ||d||C0,γ , ||h||C0,γ ). (7)

Here is the main result of our paper:

Theorem 1.1. There exists a constant C = C(n, h), C > 0 such that if ρ1

verifies

||ρ1||L1(M) ≤ C(n, h)
(

max
M
|f |
)1−n

, (8)
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and there exists a constant
δ = δ(θ, T ) > 0

such that, if

||b||C0,γ + ||Y ||C0,γ + ||Ψ||C0,γ + ||ρ2||C0,γ + CR ≤ δ, (9)

then the system (5) admits a solution.

Remark 1.1. For a slightly more detailed expression of the smallness assump-

tions, see Section 4. The constant C(n, h) =
C(n)

Sn−1
h

appears explicitly in a paper

by Hebey, Pacard and Pollack ([9], Corollary 3.1). By Sh we understand the
Sobolev constant which is defined as the smallest constant Sh > 0 such that∫

M

|v|q dvg ≤ Sh
(∫

M

(|∇v|2 + hv2) dvg

) q
2

for all v ∈ H1(M).

The following corollary deals with the existence of solutions to the conformal
system. It suffices to take

h = n−2
4(n−1)

(
Rg − |∇ψ|2g

)
, f = n−2

4(n−1)

[
2V (ψ)− n−1

n (τ∗)2
]
,

ρ1 = n−2
4(n−1)

(
π − n−1

n (Ñ)2divg(Ṽ )
)
, ρ2 =

√
n−2

4(n−1)
Ñ
2 , Ψ =

√
n−2

4(n−1)U,

b = n−2
2n τ

∗Ñdivg(Ṽ ), c = 2
√

n−2
4n , d = τ∗

Y =
√

n
n−2Ñ Ṽ , ρ3 = ln Ñ ,

R = n−1
n divg(Ṽ )∇ ln Ñ + n−1

n ∇(divg(Ṽ )) + πδiψ

Ñ

+2〈Ṽ , ∇uu 〉∇ ln Ñ − 2n−1
n+1

〈Ṽ ,∇u〉∇u
u2 − n−1

n 〈Ṽ ,
∆gu
u 〉

in (5). It is a direct application of Theorem 1.1.

Corollary 1.1. Let ∆g + n−2
4(n−1)

(
Rg − |∇ψ|2g

)
be a coercive operator. Assume

that

2V (ψ) >
n− 1

n
(τ∗)2, π >

n− 1

n
(Ñ)2divg(Ṽ ) and |∇ ln Ñ | < C−1

1 , (10)

where C1 depends on n and g (see (101) for more details). Moreover, assume
that

||π − n− 1

n
(Ñ)2divg(Ṽ )||L1 ≤ C(n, g, h)||2V (ψ)− n− 1

n
(τ∗)2||1−nL∞ . (11)

Then there exists a constant

δ = δ
(

infM
n−2

4(n−1)

[
2V (ψ)− n−1

n (τ∗)2
]
, infM

n−2
4(n−1)

(
π − n−1

n (Ñ)2divg(Ṽ )
)

τ∗, ||π||C0,γ , ||Rg − |∇ψ|2g||C0;γ , ||2V (ψ)||C1,γ

)
> 0

(12)
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such that, if

||U ||C0,γ + ||π||C0,γ + ||∇ψ||C0,γ + || ln Ñ ||C1,γ + ||Ṽ ||C1,γ ≤ δ, (13)

then (3) admits a solution (u,W ), where u is a smooth positive function on M
and W a smooth vector field on M .

A few remarks on the results of the present paper. The classical system of
constraint equations obtained by the conformal method (without the modifica-
tions proposed by Maxwell [14]) was studied by Bruno Premoselli ([19], [20])
in the presence of a scalar field. Second, the above system is the subject of
a paper by Mike Holst, David Maxwell and Rafe Mazzeo [11] - in their case,
certain conditions are imposed on the presence of the matter field. We treat the
separate and delicate case wherein the dominant non linearity is focusing and
leads to possible loss of compactness. It is interesting to note that the size of
n plays a role; as Premoselli proves in his paper, while his system may be well-
behaved in low dimensions (3 ≤ n ≤ 5), it most certainly fails to do so in higher
dimensions (n ≥ 6). Even if our results are similar to those of Premoselli, they
are considerably more difficult to obtain. This is mainly due to the presence of
a |∇u|2 term in the scalar equation, a term which is not compact a priori.

Outline of the paper. Section 2 is devoted to the study of the first equation
in (5), the so-called Lichnerowicz equation. We prove the existence of stable
solutions under suitable assumptions.

Section 3 deals with a priori estimates for solutions of the Lichnerowicz
equation. A careful blow-up analysis is carried out. As already mentioned, the
term |∇u|2 poses additional difficulty: blow-up can occur at the C1 level, even
if the solution is bounded in L∞.

Section 4 is devoted to the proof of Theorem 1.1 and Corollary 1.1, which
relies heavily on the a priori estimates obtained in Section 3. At the end of Sec-
tion 4, we also explain how to extend Corollary 1.1 in the presence of conformal
Killing vector fields.

Aknowledgements. It is a pleasure to express my sincere gratitude to
Olivier Druet for many helpful discussions and suggestions.

2 Existence of minimal solutions of the scalar
equation

We study the Lichnerowicz-type scalar equation in (5). The following theorem
states that, given the existence of supersolutions, one may use an iterative pro-
cedure to obtain a sequence which converges in C1 norm to a solution. We draw
the reader’s attention to the fact that this solution is uniquely determined by
its construction. The proof contains some similarities with that of Premoselli
[19], but some new difficulties appear. The main difference here comes from the
presence of non-linearities containing gradient terms, which force us to further
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refine the analysis. These gradient terms lead to difficulties in obtaining a pri-
ori estimates on solutions of the equation, which in turn lead to problems of
stability. The existence result we prove in this section reads as follows:

Theorem 2.1. Let (M, g) be a closed Riemannian manifold. Let a, b, c, d, f ,
h be smooth functions on M and Y be a smooth vector field on M . Assume that
a > 0 and f > 0. The equation

∆gu+ hu− fuq−1− a

uq+1
+
b

u
+
〈∇u, Y 〉2

uq+3
+ c〈∇u, Y 〉

(
d

u2
+

1

uq+2

)
= 0 (14)

admits a smooth positive solution u as soon as it admits a supersolution.

Remark 2.1. The solution obtained by the construction below is unique. More-
over, it is stable (see Lemma 2.1 at the end of this section.)

Proof of Theorem 2.1: We begin by fixing a supersolution and a subsolution to
serve as upper and lower bounds respectively for the iterative process. Let ψ be
a positive supersolution of (14). Let ε0 > 0 be a small constant such that

ε0 < inf
M
ψ,

(
sup
M

h

)
εq+2

0 <
infM a

2
and

(
sup
M

b

)
εq0 <

infM a

2
.

The last two bounds ensure that u0 = ε0 is a strict subsolution of (14) since
f > 0. We let

F (t, x) = −f(x)tq−1 − a(x)

tq+1
+
b(x)

t
−Kt

for x ∈M and t > 0. We choose K > 0 large enough such that

∂

∂t

[
F (t, x) +

A(x)2

tq+3
+ c(x)A(x)

(
d(x)

t2
+

1

tq+2

)]
≤ 0 (15)

for all x ∈M and all ε0 ≤ t ≤ supM ψ, whatever A(x) is. It is sufficient to take

K ≥ supx∈M,ε0≤t≤supM ψ

[
− (q − 1)f(x)tq−2 + (q + 1) a(x)

tq+2 − b(x)
t2

+
c(x)2( 2d(x)

t3
+ d+2

tq+3 )
2
tq+4

4(q+3)

]
.

(16)

Up to choosing K larger, we may also assume that h+K > 0 and that F (t, x)
is negative for ε0 ≤ t ≤ supM ψ.

We shall now consider a sequence (ui)i∈N defined by induction by u0 ≡ ε0

and

(Ei) : ∆gui + (h+K)ui + F (ui−1(x), x) +
〈∇ui, Y 〉2

uq+3
i−1

+c〈∇ui, Y 〉

(
d

u2
i−1

+
1

uq+2
i−1

)
= 0.

(17)

We prove in Step 1 below that the sequence is well defined. In Step 2, we
prove that the sequence if pointwise increasing and uniformly bounded. At last,
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Step 3 is devoted to the proof that the sequence (ui) converges to a solution of
(17).

Step 1: We prove that (ui) is well defined. We consider the more general
equation

∆gu+Hu+ θ1〈∇u, Z〉2 + θ2〈∇u, Z〉+ θ3 = 0, (18)

with H, θ1, θ2, θ3 smooth functions on M and Z a smooth vector field on M
such that θ1 > 0, H > 0, θ3 < 0. We claim that (18) admits a unique smooth
positive solution.

Proof of Step 1: We shall use the fixed point theorem as stated in Evans [7],
Section 9.2.2, Theorem 4. Let us define the operator T : C1,γ(M) → C1,γ(M)
such that

∆gT (u) +HT (u) + θ1〈∇u, Z〉2 + θ2〈∇u, Z〉+ θ3 = 0.

If we can prove that there exists C > 0 such that

∀ 0 ≤ τ ≤ 1, w = τT (w) ⇒ ||w||C1,γ(M) ≤ C, (19)

then the operator T will have a fixed point, leading to a solution of (18). Note
that this solution will be unique. Indeed, assume that w1 and w2 are two
solutions of (18), then at a point of maximum x0 of w1 − w2, we have that
∇w1(x0) = ∇w2(x0) and ∆gw1(x0) ≥ ∆gw2(x0) so that (18) gives

H(x0) (w1(x0)− w2(x0)) ≤ 0.

Since H > 0, this leads to w1 ≤ w2. By symmetry, uniqueness is proved. Note
that the fixed point of T is smooth and positive by the standard regularity
theory and the maximum principle.

Thus we are left with the proof of (19). Let 0 ≤ σm ≤ 1 and let wm ∈
C1,γ(M) be such that

wm = σmT (wm).

Multiplying (18) by σm, we obtain that

∆gwm +Hwm + σmθ1〈∇wm, Z〉2 + σmθ2〈∇wm, Z〉+ σmθ3 = 0.

First, the L∞ bounds on wm exist a priori. Indeed, consider x0 ∈M a minimum
of wm. Since ∆gwm(x0) ≤ 0 and ∇wm(x0) = 0, which holds true for all minima,
then Hwm(x0) ≥ −σmθ3(x0). By applying the same procedure to the study of
maxima, we obtain that

inf
M

−σmθ3

H
≤ wm ≤ sup

M

−σmθ3

H
. (20)

Assume now that ||∇wm||L∞(M) →∞. Let

µm :=
1

||∇wm||L∞(M)
→ 0 as m→∞,
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and (xm)m ⊂M be such that

||∇wm||L∞(M) = |∇wm(xm)|.

Consider the domains Ωm := B0

(
ig(M)

2µm

)
, where ig(M) is the injectivity radius

of M , and the rescaled quantities

vm(x) := wm
(
expxm(µmx)

)
and gm(x) :=

(
exp∗xm g

)
(µmx).

Clearly, ||∇vm||L∞ ≤ 1 and |∇vm(0)| = 1. The L∞ bounds remain unchanged.
In (Ωm)m≥1, we have that

∆gmvm + µ2
mH

(
expxm(µm·)

)
vm + σmµ

2
mθ3

(
expxm(µm·)

)
+σmθ1

(
expxm(µm·)

)
〈∇vm, Z

(
expxm(µm·)

)
〉2

+µmσmθ2

(
expxm(µm·)

)
〈∇vm, Z

(
expxm(µm·)

)
〉 = 0

Note that gm → ξ in C2
loc(Rn). By standard elliptic theory, (vm)m is bounded

in C1,η
loc (Rn), with η ∈ (0, 1). We may extract, up to a subsequence, v∞ =

limm→∞ vm, x∞ = limm→∞ xn and σ∞ := limm→∞ σm. From this is follows
that ||∇v∞||L∞ = 1 and that the a priori bounds (20) become

inf
M

−σ∞θ3

H
≤ v∞ ≤ sup

M

−σ∞θ3

H
. (21)

Moreover, v∞ solves the limit equation

∆v∞ + (∂1v∞)
2

= 0

in Rn, where we have let

∂1v∞ :=
√
σ∞θ1(0)∇v∞ · Z(x0).

If σ∞ = 0, then v∞ is a bounded harmonic function, and thus a constant. Let
us assume that σ∞ 6= 0. Note that, for α ∈ R,

∆v−α∞ = − α

vα+1
∞

∆v∞ −
α(α+ 1)|∇v∞|2

vα+2
∞

≤ α|∇v∞|2

vα+1
∞

(
σ∞θ1(0)|Z(0)|2 − α+ 1

v∞

)
.

This and (21) imply that, for α sufficiently large, v−α∞ is subharmonic. We then
apply Lemma 5.1 (see annex) to get that v∞ must be constant. Whichever the
case, ∇v∞ ≡ 0 leads to a contradiction. The C1,γ bound follows from an elliptic
regularity argument. This ends the proof of Step 1.
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Step 2: We claim that

ε0 ≤ ui(x) ≤ ui+1(x) ≤ ψ(x)

for all x ∈M and all i ≤ 0.

Proof of Step 2: We proceed by induction. We prove first that

∀ i ≥ 0, ui is a subsolution of (Ei+1) and ui ≤ ψ. (22)

Note that
(22)⇒ ui ≤ ui+1. (23)

Indeed, let x0 ∈M be a maximum point of ui−ui+1. Then∇ui(x0) = ∇ui+1(x0)
and we can use the fact that ui is a subsolution of (Ei+1) and ui+1 a solution
of (Ei+1) to write that

∆g(ui − ui+1)(x0) + (h(x0) +K)(ui − ui+1)(x0) ≤ 0

which implies that ui(x0) ≤ ui+1(x0) since ∆g(ui−ui+1)(x0) ≥ 0 and h+K > 0.
This proves (23).

We now prove (22) by induction. For i = 0, it follows from the choice of ε0

we made. Assume that (22) holds for some i ≥ 0. We need to prove that ui+1

is a subsolution of (Ei+2). It suffices to show that

∆gui+2 + (h+K)ui+2 + F (ui+1(x), x) + 〈∇ui+2,Y 〉2

uq+3
i+1

+c〈∇ui+2, Y 〉
(

d
u2
i+1

+ 1

uq+2
i+1

)
≤ ∆gui+1 + (h+K)ui+1 + F (ui+1(x), x)

+ 〈∇ui+1,Y 〉2

uq+3
i+1

+ c〈∇ui+1, Y 〉
(

d
u2
i+1

+ 1

uq+2
i+1

)
,

since ui+1 is defined as a solution of (Ei+1). This is equivalent to showing that

F (ui+1) + c〈∇ui+1, Y 〉
(

d
u2
i+1

+ 1

uq+2
i+1

)
+ 〈∇ui+1,Y 〉2

uq+3
i+1

≤ F (ui) + c〈∇ui+1, Y 〉
(
d
u2
i

+ 1

uq+2
i

)
+ 〈∇ui+1,Y 〉2

uq+3
i

.

And this is a consequence of (15) with A(x) = 〈∇ui+1, Y 〉, since (23) implies
that ui+1 ≥ ui by induction hypothesis. Thus, ui+1 is a subsolution of (Ei+2).

Finally, so as to check the last point, assume there exists x0 ∈M such that
ui+1(x0) > ψ(x0) and that it corresponds to maxM (ui+1(x)− ψ(x)) . Since
∇ui+1(x0) = ∇ψ(x0) and ∆gui+1(x0) ≥ ∆gψ(x0), we obtain that

∆g(ui+1 − ψ)(x0) + (h+K)(ui+1 − ψ)(x0) > 0.

But ψ is a supersolution for (14), so we get that

0 < ∆g(ui+1 − ψ)(x0) + (h(x0) +K)(ui+1 − ψ)(x0)

≤ F (ψ(x0), x0)− F (ui(x0), x0)− 〈∇ψ(x0), Y (x0)〉2
(

1

uq+3
i

− 1
ψq+3

)
(x0)

−〈∇ψ(x0), Y (x0)〉
(
d
u2
i
− d

ψ2 + 1

uq+2
i

− 1
ψq+2

)
(x0).

11



Thanks to (15) with A(x) = 〈∇ψ(x), Y (x)〉 and to the induction hypothesis
which says that ui ≤ ψ, we obtain a contradiction. This wraps up the induction
argument and the proof of Step 2.

Step 3: The sequence (ui)i∈N is uniformly bounded in C1(M).

Proof of Step 3: Thanks to Step 2, we know that (ui)i∈N is an increasing se-
quence bounded by ψ. Thus there exists u ∈ C0(M) such that ui → u0 in
C0(M).

Assume by contradiction that exists a subsequence (uφ(m))m∈N such that
||∇uφ(m)||L∞ →∞. Let

µm :=
1

||∇uφ(m)||L∞

and let (xm)m ⊂M be such that

|∇uφ(m)(xm)| = ||∇uφ(m)||L∞ .

Consider the domains Ωm = B0

(
igM

2µm

)
and the rescaled quantities

vm(x) := uφ(m)

(
expxm(µmx)

)
and gm(x) :=

(
exp∗xm g

)
(µmx)

in Ωm. We get

∆gmvm + µ2
m(h

(
expxm(µm·)

)
+K)vm

(
expxm(µm·)

)
+µ2

mF
(
uφ(m)−1

(
expxm(µm·)

))
+
〈∇vm, Y

(
expxm(µm·)

)
〉2

uq+3
φ(m)−1

(
expxm(µm·)

)
+µm〈∇vm, Y

(
expxm(µm·)

)
〉c
(
expxm(µm·)

) [ d
(
expxm(µm·)

)
u2
φ(m)−1

(
expxm(µm·)

)
+

1

uq+2
φ(m)−1

(
expxm(µm·)

)] = 0

(24)

with (vm)m∈N bounded in L∞, ||∇vm||L∞ = 1 and ε0 ≤ vm. By the Sobolev
embedding theorem and standard elliptic regularity, there exists a smooth pos-
itive limit v∞ of (vm)m∈N , up to a subsequence. Recall that (ui)i∈N converges
everywhere, so uφ(m)−1(µmx)→ v∞(x) in M . By taking m→∞ in (24),

∆v∞ +
(∇v∞ · Y (0))

2

vq+3
∞

= 0.

Note also that

∆v−α∞ ≤ α|∇v∞|2

vα+2
∞

(
|Y (0)|2

vq+2
∞

− (α+ 1)

)
.

For α large enough, v−α∞ is subharmonic. Using Lemma 5.1 (see Annex), we
find that v∞ is constant, which contradicts the fact that ||∇v∞||L∞ = 1. This
ends the proof of Step 3.
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Since (ui)i∈N is uniformly bounded in C1, we conclude by standard elliptic
theory that its limit u is a positive smooth function solving equation (14). This
ends the proof of the theorem.

The solution constructed in the previous proof is uniquely determined as the
pointwise limit of (ui)i∈N , where each ui is the unique solution of (17). Further-
more, the solution is minimal among all supersolutions (including solutions) of
(14) with values between ε0 and supM ψ. These bounds were explicitly used in
the inductive argument. By construction, u ≤ ψ, where ψ is the supersolution
fixed at the very beginning. Note that the constant K appearing in (17) depend
on supM ψ and ε0. We would obtain the same iteration were we to use another
supersolution ψ̃ and the same K, given that ε0 < ψ̃ < supM ψ. Therefore, u is
smaller than any supersolution between ε0 and supM ψ.

As an immediate consequence of the minimality discussed above, the solu-
tions we found corresponding to different functions a are ordered. Let 0 < a < ã
be two functions, and assume that the equation associated to ã admits a so-
lution ũ. Then ũ is a supersolution for (14) corresponding to a, and by the
previous proof we find a solution u ≤ ũ. Moreover, given that ũ may be viewed
as a supersolution to all (14) with a ≤ ã, we obtain a monotonicity of u in a:
for a1 ≤ a2 ≤ ã, then u1 ≤ u2 ≤ ũ.

Finally, the solution u is stable, as defined in the following lemma.

Lemma 2.1. The operator L resulting from the linearization of (14) at the
minimal solution u admits a real, simple eigenvalue λ0 ≥ 0 such that

Lϕ0 = ∆gϕ0 +
[
h− (q − 1)fuq−2 + (q + 1)au−q−2 − bu−2

−(q + 3) 〈∇u,Y 〉
2

uq+4 − c〈∇u, Y 〉
(

2d
u3 + q+2

uq+3

) ]
ϕ0

+〈∇ϕ0, Y 〉
[
c
(
d
u2 + 1

uq+2

)
+ 2〈∇u,Y 〉

uq+3

]
= λ0ϕ0,

where ϕ0 is the corresponding positive eigenfunction. Furthermore, if λ ∈ C is
any other eigenvalue, then Re(λ) ≥ λ0.

Proof of Lemma 2.1: Notice that L is nonsymmetric; moreover, one may find a
large enough constant K such that

h− (q − 1)fuq−2 + (q + 1)au−q−2 − bu−2 − (q + 3) 〈∇u,Y 〉
2

uq+4

−c〈∇u, Y 〉
(

2d
u3 + q+2

uq+3

)
+K ≥ 0.

According to ([7], Section 6.5, Theorem 1) there exists a real, positive eigenvalue
λK > 0 of L + K, such that any other complex eigenvalue of L + K has a
greater real part. Consequently, the operator L admits a minimal real eigenvalue
λ0 > −K. We now assume that λ0 < 0. Let uδ := u0 − δϕ0, δ > 0. By taking

13



δ small enough, we may ensure that ε0 < uδ. Then

∆guδ + huδ − fuq−1
δ − a

uq+1
δ

+
b

uδ
+
〈∇uδ, Y 〉2

uq+3
δ

+ c〈∇uδ, Y 〉

(
d

u2
δ

+
1

uq+2
δ

)

= −δλ0ϕ0 + o(δ).

This implies that ε0 < uδ < u is a supersolution of (14), which cannot be the
case, as discussed above. Thus, λ0 ≥ 0.

3 A priori estimates on solutions of the scalar
equation in low dimensions

The C1 estimates obtained in this section will play a crucial role in the proof of
Theorem 1.1, which is based on a fixed-point argument. This section is devoted
to the proof of the following theorem:

Theorem 3.1. Let (M, g) be a closed Riemannian manifold of dimension n =
3, 4, 5. Let 1

2 < η < 1 and 0 < α < 1. Let a, b, c, d, f , h be smooth functions
on M , let Y be a smooth vector field on the M .

For any 0 < θ < T , there exists Sθ,T such that any smooth positive solution
u of (14) with parameters within

Eθ,T :=
{

(f, a, b, c, d, h, Y ), f ≥ θ, a ≥ θ,

||f ||C1,η ≤ T, ||a||C0,α , ||b||C0,α , ||c||C0,α , ||d||C0,α , ||h||C0,α , ||Y ||C0,α ≤ T
}
,

satisfies ||u||C2 ≤ Sθ,T .

Remark 3.1. For the sake of clarity, we’ve taken the bounds on the parameters
to be of the form θ and T . They can of course be individually specified.

We proceed by contradiction. We assume the existence of a sequence (uα)α∈N
of smooth positive solutions of equations (ELα)

∆guα + hαuα − fαuq−1
α − aα

uq+1
α

+ bα
uα

+ 〈∇uα,Yα〉2

uq+3
α

+cα〈∇uα, Yα〉
[
dα
u2
α

+ 1

uq+2
α

]
= 0

(25)

with parameters (aα, bα, cα, dα, fα, hα, Yα) in Eθ,T such that

||uα||C1(M) →∞, as α→∞. (26)

A concentration point is the limit in M of any sequence (xα)α where (26) holds.
Note that a C1-bound on (uα)α automatically gives a C2-bound by elliptic theory.
Note also that, up to a subsequence, all parameters converge in C0(M).
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Let mα = minx∈M uα(x) = uα(xα) > 0. Since ∇uα(xα) = 0 and since
∆guα(xα) ≤ 0, we have thanks to (25) that

hα(xα)mα − fα(xα)mq−1
α − aα(xα)

mq+1
α

+
bα(xα)

mα
≥ 0.

Thanks to the definition of Eθ,T , it follows that

θ

mq+1
α

≤ T (mα +
1

mα
).

Then there exists ε = ε(θ, T, n) > 0 such that mα ≥ ε, meaning that

uα > ε > 0 for all x ∈M and all α. (27)

The scheme of the proof follows the work of Druet and Hebey [6], with the
added difficulty consisting in the gradient terms in (25).

3.1 Concentration points

The first step in finding a priori estimates for (uα)α is to find all potential
concentration points.

Lemma 3.1. There exists Nα ∈ N∗ and Sα := (x1,α, . . . xNα,α) a set of critical
points of (uα)α such that

dg(xi,α, xj,α)
n−2

2 uα(xi,α) ≥ 1 (28)

for all i, j ∈ {1, . . . , Nα}, i 6= j, and(
min

i=1,...,Nα
dg(xi,α, x)

)n−2
2

uα(x) ≤ 1 (29)

for all critical points of uα and such that there exists C1 > 0 such that(
min

i=1,...Nα
dg(xi,α, x)

)n−2
2

(
uα(x) +

∣∣∣∣∇uα(x)

uα(x)

∣∣∣∣n−2
2

)
≤ C1 (30)

for all x ∈M and all α ∈ N.

Remark 3.2. Estimate (30) implies that any concentration point of (uα)α∈N
calls for the existence of a sequence (xα)α ⊂ (Sα)α converging to it. We shall
focus our analysis in the neighbourhood of Sα as α → ∞ to find concentration
points.

Proof of Lemma 3.1: In order to choose (Sα)α, we make use of a simple result
describing any sufficiently regular function on a compact manifold.
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Lemma 3.2. Let u be a positive real-valued C2 function defined in a compact
manifold M . Then there exists N ∈ N∗ and (x1, x2, . . . xN ) a set of critical
points of u such that

dg(xi, xj)
n−2

2 u(xi) ≥ 1

for all i, j ∈ {1, . . . , N}, i 6= j, and(
min

i=1,...,N
dg(xi, x)

)n−2
2

u(x) ≤ 1

for all critical points x of u.

The lemma and its proof may be found in Druet and Hebey’s paper [6].
Applying this lemma to (uα) gives Nα and Sα as in Lemma 3.1 such that (28)
and (29) hold. We need to prove (30). Proceeding by contradiction, assume
that there exists a sequence (xα)α such that(

min
i=1,...Nα

dg(xi,α, xα)

)n−2
2

(
uα(xα) +

∣∣∣∣∇uα(xα)

uα(xα)

∣∣∣∣n−2
2

)
→∞ (31)

as α→∞, where(
min

i=1,...Nα
dg(xi,α, xα)

)n−2
2

(
uα(xα) +

∣∣∣∣∇uα(xα)

uα(xα)

∣∣∣∣n−2
2

)

= sup
x∈M

(
min

i=1,...Nα
dg(xi,α, x)

)n−2
2

(
uα(x) +

∣∣∣∣∇uα(x)

uα(x)

∣∣∣∣n−2
2

)
.

(32)

Denote

ν
1−n2
α := uα(xα) +

∣∣∣∣∇uα(xα)

uα(xα)

∣∣∣∣n−2
2

and see that (31) translates to

dg(xα,Sα)

να
→∞ as α→∞. (33)

Also, since M is compact,

να → 0 as α→∞. (34)

Consider the rescaled quantities

vα(x) := ν
n−2

2
α uα

(
expxα(ναx)

)
and gα(x) :=

(
exp∗xα g

)
(ναx)

defined in Ωα := B0

(
δ
να

)
, with 0 < δ < 1

2 ig(M). We emphasize that, for any

R > 0,

lim sup
α→∞

sup
B0(R)

(
vα +

∣∣∣∣∇vαvα
∣∣∣∣n−2

2

)
= 1 (35)
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thanks to (32) and (33). However, unlike (uα)α, the sequence (vα)α is not
necessarily bounded from below by a small positive constant ε. Instead, we
deduce from (35) that

|∇ ln vα| ≤ 1 + o(1) in B0(R)

for all R > 0 so that

vα(0)e−2|x| ≤ vα(x) ≤ vα(0)e2|x| in B0(R) (36)

for all R > 0 as soon as α is large enough. We rewrite (25) in Ωα as

∆gαvα = fα
(
expxα(να·)

)
vq−1
α + ν

n+2
2

α
aα(expxα (να·))
uq+1
α (expxα (να·))

−ν2
αhα

(
expxα(να·)

)
vα − ν

n+2
2

α
bα(expxα (να·))
uα(expxα (να·))

− 〈∇vα,Yα(expxα (να·))〉2

vα
1

uq+2
α (expxα (να·))

−ναcα
(
expxα(να·)

)
〈∇vα, Yα

(
expxα(να·)

)
〉
[
dα(expxα (να·))
u2
α(expxα (να·))

+ 1

uq+2
α (expxα (να·))

]
(37)

Note that the metrics gα → ξ in C2
loc as α→∞. Because of (27) and (35), the

right hand side is bounded, so by standard elliptic theory there exists up to a
subsequence a C1 limit U := limα→∞ vα and x0 := limα→∞ xα.

First case: If uα(xα) → ∞ as α → ∞, then we can pass to the limit in
equation (37) to get

∆U = f(x0)Uq−1

in Rn. The exact form of these solutions is found in a paper by Caffarelli, Gidas
and Spruck [2]:

U(x) =

(
1 +

f(x0)|x− y0|2

n(n− 2)

)1−n2

with y0 ∈ Rn the unique maximum point of the function. There exist therefore
(yα)α local maxima of (uα)α such that

dg(xα, yα) = O(να) (38)

and

ν
n−2

2
α uα(yα)→ 1 as α→∞. (39)

Since (yα)α are critical points, (29) implies that

dg(Sα, yα)
n−2

2 uα(yα) ≤ 1

for all α ∈ N, so by (39), dg(Sα, yα) = O(να); together with (38), this leads to
dg(Sα, xα) = O(να), which contradicts (33).
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Second case: Assume that, up to a subsequence, uα(xα) → l < ∞. From
(34) we deduce that |∇uα(xα)| → ∞ and that vα(0)→ 0 as α→∞. Let us set

wα(x) :=
vα(x)

vα(0)
.

These functions are bounded from below, since by (27),

wα(x) =
uα
(
expxα(να·)

)
uα(xα)

≥ ε

l
+ o(1) (40)

in B0(R) for all R > 0. Moreover, (36) implies that

wα(x) ≤ e2|x|

in B0(R) for α large. Multiply (37) by vα(0)−1 to get

∆gwα = fα
(
expxα(να·)

)
wq−1
α vq−2

α (0) + ν2
α

a
(
expxα(να·)

)
uq+1
α

(
expxα(να·)

)
uα(xα)

−ν2
αhα

(
expxα(να·)

)
wα − ν2

α

bα
(
expxα(να·)

)
uα
(
expxα(να·)

)
uα(xα)

−
〈∇wα, Yα

(
expxα(να·)

)
〉2

wq+2
α

1

uα(xα)q+2

−ναcα
(
expxα(να·)

)
〈∇wα, Yα

(
expxα(να·)

)
〉
[dα (expxα(να·)

)
u2
α

(
expxα(να·)

)
+

1

uq+2
α

(
expxα(να·)

)].
By standard elliptic theory, we find that there exists w := limα→∞ wα in C1

solving:

∆w = − 1

lq+2

〈∇w, Y (x0)〉2

wq+3

in Rn. Note that, since w ≥ ε
l by (40),

∆w−α ≤ α |∇w|
2

wα+2

[
|Y (x0)|2

εq+2
− (α+ 1)

]
,

so w−α is subharmonic for α large. By applying Lemma 5.1 (see the Annex), we
deduce that w is constant, which in turn implies that U = 0, and so ∇U = 0.
This implies that

lim
α→∞

να
∇uα(xα)

uα(xα)
= 0,

as it contradicts the choice of να above, which may be rewritten as

ν
n−2

2
α

(
uα(xα) +

∣∣∣∣∇uα(xα)

uα(xα)

∣∣∣∣) = 1,

since we are in the case where ν
n−2

2
α uα(xα) = vα(0)→ 0 as α→ 0.
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The following is a Harnack-type inequality. It holds whenever an estimate
like (30) is verified, that is when there exists a constant C2 and a sequence
(xα, ρα)α such that

dg(xα, x)
n−2

2

[
uα(x) +

∣∣∣∣∇uα(x)

uα(x)

∣∣∣∣n−2
2

]
≤ C2, ∀x ∈ Bxα(7ρα). (41)

Lemma 3.3. Let (xα, ρα)α be a sequence such that (41) holds. Then there
exists a constant C3 > 1 such that for any sequence 0 < sα ≤ ρα, we get

sα||∇uα||L∞(Ωα) ≤ C3 sup
Ωα

uα ≤ C2
3 inf

Ωα
uα,

where Ωα = Bxα(6sα)\Bxα( 1
6sα).

Proof of Lemma 3.3: Estimate (41) implies that∣∣∣∣∇uα(x)

uα(x)

∣∣∣∣ ≤ C2dg(xα, x)−1 (42)

in Ωα, and therefore
sα|∇ lnuα(x)| ≤ 6C2 (43)

in Ωα. Taking C3 ≥ 6C2, we get the first inequality from (42). Then, from (43)
and from the fact that the domain is an annulus Ωα = Bxα(6sα)\Bxα( 1

6sα), we
estimate that

sup
Ωα

lnuα − inf
Ωα

lnuα ≤ lα(Ωα)||∇ lnuα||L∞(Ωα) ≤ 42C2,

where lα(Ωα) is the infimum of the length of a curve in Ωα drawn between a
maximum and a minimum of uα. Equivalently

sup
Ωα

uα ≤ e42C2 inf
Ωα

uα,

so it suffices to take C3 = e42C2 .

3.2 Local blow-up analysis

In order to show that uα is bounded in C1, we define a blow-up sequence (xα)α
with (ρα)α as follows: let (xα)α be critical points of (uα)α and (ρα)α positive
numbers such that they verify the following three conditions:

0 < ρα <
1

7
ig(M), (44)

ρ
n−2

2
α sup

Bxα (6ρα)

uα →∞, (45)

19



and

dg(xα, x)
n−2

2

[
uα(x) +

∣∣∣∣∇uα(x)

uα(x)

∣∣∣∣n−2
2

]
≤ C2 ∀x ∈ Bxα(7ρα), (46)

where C2 is a constant. In the rest of the section, we denote

µ
1−n2
α := uα(xα).

Remark 3.3. The limit as α → ∞ of a blow-up sequence is a concentration
point, as seen from (45).

Remark 3.4. Any sequence (xα)α ⊂ (Sα)α qualifies as a blow-up sequence as
soon as (45) is verified. In this case, (ρα)α can be chosen as

ρα := min

(
1

7
ig(M),

1

2
min

1≤i<j≤Nα
dg(xi,α, xj,α)

)
and C2 = C1.

Given any blow-up sequence, the following proposition gathers the central
results of our local analysis for the reader’s convenience: namely, it states the
exact asymptotic profile of (uα)α at distance (ρα)α of (xα)α and it gives sharp
pointwise asymptotic estimates on balls of radius ρα. This is the result we shall
point to whenever we want to describe the local asymptotic behaviour of (uα)α
around a concentration point corresponding to local maximum points xα. Note
that in this case ∇uα(xα) = 0.

Proposition 3.1. Let (xα)α and (ρα)α be a blow-up sequence. Then there exists
C4 > 0 such that

uα(x) + dg(xα, x)|∇uα(x)| ≤ C4µ
n−2

2
α dg(xα, x)2−n (47)

for all x ∈ Bxα(6ρα)\{xα}. Moreover, we see that up to a subsequence, the
asymptotic profile of (uα)α is

uα(xα)ρn−2
α uα(expα(ραx))→ Rn−2

0

|x|n−2
+H(x) (48)

in C2
loc(B0(5)\{0}), where H is some harmonic function in B0(5) satisfying

H(0) = 0. Here R2
0 = n(n−2)

f(x0) where x0 = limα→∞ xα.

The proof of this proposition is the subject of this section. It will follow from
Lemma 3.6 and Lemma 3.7 below. We first describe the asymptotic profile at
distance (µα)α of (xα)α as α→∞ of any blow-up sequence.

Lemma 3.4. Let (xα)α with (ρα)α be a blow-up sequence. We have

µ
n−2

2
α uα

(
expxα(µαx)

)
→
(

1 +
f(x0)|x|2

n(n− 2)

)1−n2
(49)

in C1
loc(Rn) as α → ∞, with µ

1−n2
α := uα(xα) and x0 := limα→∞ xα, up to a

subsequence.
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Proof of Lemma 3.4: The proof involves similar arguments to the ones used for
Lemma 3.1. Let yα ∈ Bxα(6ρα) be such that

uα(yα) +

∣∣∣∣∇uα(yα)

uα(yα)

∣∣∣∣n−2
2

= sup
Bxα (6ρα)

(
uα(x) +

∣∣∣∣∇uα(x)

uα(x)

∣∣∣∣n−2
2

)

and let

ν
1−n2
α := uα(yα) +

∣∣∣∣∇uα(yα)

uα(yα)

∣∣∣∣n−2
2

.

Conditions (45) and (46) imply that

ρα
να
→∞

and

dg(xα, yα) ≤ C
2

n−2

2 να.

It follows that the coordinates of yα in the exponential chart around xα defined

as ỹα := ν−1 exp−1
xα (yα) are bounded by C

2
n−2

2 . Up to a subsequence, we may
choose a finite limit ỹ0 := limα→∞ ỹα. We denote

vα(x) = ν
n−2

2
α uα

(
expxα(ναx)

)
and gα(x) =

(
exp∗xα g

) (
expxα(ναx)

)
for x ∈ Ωα := B0

(
ρα
να

)
. As before, gα → ξ in C2

loc, vα = O(1), and
∣∣∣∇vαvα ∣∣∣ =

O(1). By applying the same analysis as in the proof of Lemma 3.1, we get that,
up to passing to a subsequence, there exists U := limα→∞ vα in C1

loc(Rn), with
x0 := limα→∞ xα,

∆U = f(x0)Uq−1.

where

U(x) =

(
1 +

f(x0)|x− ỹ0|2

n(n− 2)

)1−n2
.

We know that xα are local maxima for uα, so both 0 and ỹ0 are maxima of U .
However, since U admits a unique maximum, we conclude that ỹ0 = 0.

We recall the aim of this section is to show that concentration points do not
exist for the system (5). So far, we have obtained a pointwise estimate (30) that
holds everywhere on M and an asymptotic profile in the neighbourhood of xα,
a blow-up sequence; we aim to also find estimates around xα. We defined (ρα)α
as the quantity describing the sphere of dominance of the blow-up sequence
(xα)α. However, the influence of other blow-up sequences may be felt earlier.
Let ϕα : (0, ρα)→ R+ be the average of uα defined as

ϕα(r) :=
1

|∂Bxα(r)|g

∫
∂Bxα (r)

uαdσg.
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It follows from Lemma 3.4 that

(µαr)
n−2

2 ϕα(µαr)→ r
n−2

2

(
1 +

f(x0)r2

n(n− 2)

)1−n2
(50)

in C1
loc([0,+∞)). We define

rα := sup
r∈(2R0µα,ρα)

{
s
n−2

2 ϕα(s) is non-increasing in (2R0µα, r)
}

(51)

with

R2
0 :=

n(n− 2)

f(x0)
.

Note that

if rα < ρα, then
(
r
n−2

2 ϕα(r)
)′

(rα) = 0.

Since r
n−2

2 U is non-increasing in [2R0,∞), then (50) implies

rα
µα
→∞. (52)

so µα = o(rα).

Remark 3.5. Considering that the asymptotic profile of blow-up sequences
(xα)α, which is a bump function with a unique maximum, the quantity rα is
an indicator of the beginning of the influence of neighbouring blow-up sequences
within the sphere of dominance, as the average of uα is no longer decreasing.

Let
ηα := sup

Bxα (6rα)\Bxα ( 1
6 rα)

uα. (53)

Note that, by Lemma 3.3,

1

C3
sup

Bxα (6sα)\Bxα( 1
6 sα)

uα ≤ ϕα(sα) ≤ C3 inf
Bxα (6sα)\Bxα( 1

6 sα)
uα

for 0 < sα ≤ rα and all α. By (50), we obtain the estimate

lim
R→∞

lim sup
α→∞

sup
Bxα (6rα)\Bxα (Rµα)

dg(xα, x)
n−2

2 uα = 0. (54)

Thus,
r2
αη

q−2
α → 0 (55)

as α→∞. It is important to note that this implies that

rα → 0 (56)

as α→∞ since uα ≥ ε by (27). We now prove a pointwise asymptotic estimate
for uα in Bxα(6rα)\{xα}.
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Lemma 3.5. Let (xα)α with (ρα)α be a blow-up sequence. Then, for any 0 <
ε < 1

2 , there exists Cε > 0 such that

uα(x) ≤ Cε

(
µ
n−2

2 (1−2ε)
α dg(xα, x)(n−2)(1−ε) + ηα

(
rα

dg(xα, x)

)(n−2)ε
)

for all x ∈ Bxα(6rα)\{xα}.

Proof of Lemma 3.5: Let G be a Green function for the Laplace operator ∆g

on M with G > 0. Recall the following estimates, that can be found in Aubin
[1]: ∣∣∣dg(xα, y)n−2G(x, y)− 1

(n−2)ωn−1

∣∣∣ ≤ τ (dg(x, y))∣∣∣dg(xα, y)n−1|∇G(x, y)| − 1
ωn−1

∣∣∣ ≤ τ (dg(x, y))
(57)

where τ : R+ → R+ is a continuous function satisfying τ(0) = 0. For a fixed ε,
let

Φεα(x) := µ
n−2

2 (1−2ε)
α G(xα, x)1−ε + ηαr

(n−2)ε
α G(xα, x)ε (58)

and let yα ∈ Bxα(6rα)\{xα} be such that

sup
Bxα (6rα)

uα
Φεα

=
uα(yα)

Φεα(yα)
, (59)

We continue by studying the following two cases, separately.
First case: Assume that the relative size of dg(xα, yα) with respect to µα

is

R := lim
α→∞

dg(xα, yα)

µα
with R ∈ [0,∞). (60)

Thanks to Lemma 3.4,

µ
n−2

2
α uα(yα) =

(
1 +

R2

R2
0

)1−n2
+ o(1),

so that, whenever R ∈ [0,∞), using (52), (57) and (60), it is easily shown that

uα(yα)

Φεα(yα)
→ ((n− 2)ωn−1)1−εR(n−2)(1−ε)

(
1 +

R2

R2
0

)1−n2

as α→∞.
Second case: It remains to study the case

lim
α→∞

dg(xα, yα)

µα
→∞ as α→∞.

If (yα)α sits on the outer boundary ∂Bxα(6rα), then by (56), (57), and (58),

uα(yα)

Φεα(yα)
≤
(
6n−2(n− 2)ωn−1

)ε
+ o(1).
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Otherwise, if up to a subsequence yα ∈ Bxα(6rα), then

∆guα(yα)

uα(yα)
≥ ∆gΦ

ε
α(yα)

Φεα(yα)

as a consequence of the fact that yα is the maximum of
uα
Φεα

. On the other hand,

taking note of the sign of the dominant gradient term in equations (25), we see
that

∆guα = −hαuα + fαu
q−1
α + aα

uq+1
α
− bα

uα
− 〈∇uα,Yα〉

2

uq+3
α

−cα〈∇uα, Yα〉
[
dα
u2
α

+ 1

uq+2
α

]
≤ Cuq−1

α ,

(61)

where C is a constant depending on θ and T . Here we used (27). Finally, thanks
to (54),

dg(xα, yα)2 ∆guα(yα)

uα(yα)
≤ Cdg(xα, yα)2uq−2

α (yα)→ 0.

To conclude, (56) and (57) imply that

dg(xα, yα)2 ∆gΦ
ε
α(yα)

Φεα(yα)
= ε(1− ε)(n− 2)2 + o(1).

We deduce that uα(yα) = O(Φεα(yα)). The study of the previous two cases ends
the proof of the lemma.

The following lemma improves the estimate we’ve just obtained and gives a
very important bound on the size of rα.

Lemma 3.6. Let (xα)α with (ρα)α be a blow-up sequence. Then there exists
C4 > 0 such that

uα(x) + dg(xα, x)|∇uα(x)| ≤ C4µ
n−2

2
α (dg(xα, x) + µα)

2−n
(62)

for all x ∈ Bxα(6rα)\{xα}. Moreover, r2
α = O(µα).

Proof of Lemma 3.6: It suffices to prove the estimate for uα; the rest follows
as an immediate consequence of Lemma 3.3. We start by showing that for any
sequence zα ∈ Bxα(6rα)\{xα}, there holds

uα(zα) = O
(
µ
n−2

2
α dg(xα, zα)2−n + ηα

)
. (63)

First, if dg(xα, zα) = O(µα), it falls within the range described in Lemma 3.4.
On the other hand, when rα = O (dg(xα, zα)) , we use Lemma 3.3 together with
(53). It remains to consider the intermediary case:

dg(xα, zα)

µα
→∞ and

dg(xα, zα)

rα
→ 0 at α→∞.
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According to the Green representation formula,

uα(zα) = O

(∫
Bxα (6rα)

dg(zα, x)2−n∆guα(x) dvg

)
+O(ηα),

where the second term corresponds to the boundary element. Recall that

∆guα ≤ Cuq−1
α

because of the sign of the dominant gradient term, see (61). Using (27), (55)
and Lemma 3.5, we can write that∫

Bxα (6rα)
dg(zα, x)2−nuq−1

α (x) dvg

= O
(
µ
n
2−1
α dg(xα, zα)2−n

)
+O

(
µ
n+2

2 (1−2ε)
α

∫
Bxα (6rα)\Bxα (µα)

dg(zα, x)2−ndg(xα, x)−(n+2)(1−ε) dvg

)
+O

(
ηq−1
α r

(n+2)ε
α

∫
Bxα (6rα)\Bxα (µα)

dg(zα, x)2−ndg(xα, x)−(n+2)ε dvg

)
= O

(
µ
n
2−1
α dg(xα, zα)2−n

)
+O

(
ηq−1
α r2

α

)
= O

(
µ
n
2−1
α dg(xα, zα)2−n

)
+O (ηα) .

In order to get estimate (62), it suffices to show that

ηα = O
(
µ
n−2

2
α r2−n

α

)
. (64)

For any fixed 0 < δ < 1, taking α large enough, then the monotonicity of

r
n−2

2 ϕα(r) expressed in the definition of rα, see (51), and the fact that µα =
o(rα), see (52), imply that

r
n−2

2
α ϕα(rα) ≤ (δrα)

n−2
2 ϕα(δrα) for all 0 < δ < 1,

so by Lemma 3.3,
1

C3
ηα ≤ δ

n−2
2 sup

∂Bxα (δrα)

uα.

According to estimate (63), this leads to

ηα ≤ C
(
µ
n−2

2
α δ2−nr2−n

α + ηα

)
δ
n−2

2 ,

where C is independent of δ and α. Choosing δ small enough leads to (64).
Estimates (27) and (64) imply that

r2
α = O(µα). (65)

This ends the proof of the lemma.

Given a blow-up sequence (xα)α with (ρα)α, the following lemma gives the
exact asymptotic profile of (uα)α at distance (ρα)α of (xα)α.
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Lemma 3.7. Let (xα)α and (ρα)α be a blow-up sequence. Then we have that
rα = ρα, where rα is as in (51). Up to a subsequence, we have

uα(xα)ρn−2
α uα(expα(ραx))→ Rn−2

0

|x|n−2
+H(x) (66)

in C2
loc(B0(5)\{0}), where H is some harmonic function in B0(5) satisfying

H(0) = 0.

Proof of Lemma 3.7: First, we prove that, up to a subsequence,

uα(xα)rn−2
α uα(expα(rαx))→ Rn−2

0

|x|n−2
+H(x). (67)

Let us define the following rescaled quantities:

ûα(x) = µ
1−n2
α rn−2

α uα
(
expxα(rαx)

)
and ĝα(x) = exp∗xα g

(
expxα(rαx)

)
.

Then
∆ĝα ûα = F̂α,

in B0(δr−1
α ) for some δ > 0 small enough, with

F̂α = −µ1−n2
α rnαhα

(
expxα(rαx)

)
uα
(
expxα(rαx)

)
+µ

1−n2
α rnαfα

(
expxα(rαx)

)
uq−1
α

(
expxα(rαx)

)
+µ

1−n2
α rnα

aα(expxα (rαx))
uq+1
α (expxα (rαx))

− µ1−n2
α rnα

bα(expxα (rαx))
uα(expxα (rαx))

−µ1−n2
α rnα

〈∇uα(expxα (rαx)),Yα(expxα (rαx))〉2

uq+3
α (expxα (rαx))

−µ1−n2
α rnαcα

(
expxα(rαx)

)
〈∇uα, Yα〉

(
expxα(rαx)

) [ dα(expxα (rαx))
uα(expxα (rαx))

2

+ 1

uα(expxα (rαx))
q+2

]
(68)

Thanks to Lemma 3.6, we know that |ûα| ≤ CK and |F̂α| = O(1) on any
compact K ⊂ B0(5)\{0}. By standard elliptic theory, up to a subsequence,

ûα → Û in C1
loc(B0(5)\{0})

with
∆ξÛ = 0 in B0(5)\{0}.

Separate Û into the sum of a regular harmonic function and a singular part

Û =
λ

|x|n−2
+H(x),

where λ ≥ 0.
To get (67), it remains to show that λ = Rn−2

0 . For any δ > 0:∫
B0(δ)

F̂α dvĝα = −
∫
∂B0(δ)

∂ν ûα dσĝα . (69)
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Using the equation (68), we estimate the left hand side of (69). In particular,∫
B0(δ)

fα
(
expxα(rαx)

)
µ

1−n2
α rnαu

q−1
α

(
expxα(rαx)

)
dx

=

∫
B0(δ rαµα )

fα
(
expxα(µαz)

)
µ
n+2

2
α uq−1

α

(
expxα(µαz)

)
dz

where z =
rα
µα
x, and by Lemma 3.4 and Lemma 3.6,

lim
α→∞

∫
B0(δ)

fα
(
expxα(rαx)

)
µ

1−n2
α rnαu

q−1
α

(
expxα(rαx)

)
dx

= f(x0)

∫
Rn

(
1 +
|x|2

R2
0

)−1−n2
dx.

The gradient terms are controlled with the estimate (30), and together with
(27), we obtain that the dominant gradient term of (68) verifies∫

B0(δ)

|∇uα|2

uq+3
α

(
expxα(rαx)

)
µ

1−n2
α rnα dx ≤ Cµ

1−n2
α rn−2

α

∫
B0(δ)

|x|−2 dx

≤ Cωn−1µ
1−n2
α rn−2

α δn−2.

(70)

As µ
1−n2
α rn−2

α = O(1), the integral does not vanish as α → ∞; its size depends
on δ. The remaining terms in (68) are negligible. Thus∫

B0(δ)

F̂α dvĝα = f(x0)

∫
Rn

(
1 +
|x|2

R2
0

)−1−n2
dx+ o(1) +O(δn−2)

for any δ > 0. It follows that

f(x0)

∫
Rn

(
1 +
|x|2

R2
0

)−1−n2
dx = (n− 2)ωn−1R

n−2
0 .

Note also that the right hand side of (69) verifies

−
∫
∂B0(δ)

∂ν ûα dσǧα = −
∫
∂B0(δ)

∂νÛ + o(1)

= λ(n− 2)ωn−1 + o(1).

since H is smooth and harmonic. Since

λ(n− 2)ωn−1 = Rn−2
0 (n− 2)ωn−1 +O(δn−2) + o(1),

for any δ > 0, we get that λ = Rn−2
0 .

Finally, let us prove that H(0) = 0. The equation’s dominant terms are
invariant by rescaling, which leads us to use a Pohozaev identity to obtain
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new estimates for the remaining terms. Let Ωα correspond to B0(δrα) in the
exponential chart at xα ∈ M and let Xα = 1

2∇dg(xα, x)2 be the vector field of
coordinates. Using integration by parts,∫

Ωα
∇uα(Xα)∆guα dvg =

∫
Ωα
〈∇ (∇uα(Xα)) ,∇uα〉 dvg

−
∫
∂Ωα
∇uα(Xα)∂νuα dσg

=
∫

Ωα
∇#∇uα(Xα,∇uα) +∇#Xα (∇uα,∇uα) dvg

−
∫
∂Ωα
∇uα(Xα)∂νuα dσg,

where (∇#Xα) = (∇iXα)j . Since∫
Ωα
|∇uα|2divgXα dvg +

∫
Ωα
〈∇
(
|∇uα|2

)
, Xα〉 dvg

=
∫
∂Ωα
|∇uα|2〈Xα, ν〉 dσg,

we can write that∫
Ωα

(
∇uα(Xα) +

n− 2

2
uα

)
∆guα dvg

=
∫

Ωα

(
∇#Xα (∇uα,∇uα)− 1

2 (divgXα) |∇uα|2
)
dvg

+
∫
∂Ωg

(
1
2 〈Xα, ν〉|∇uα|2 −∇uα(Xα)∂νuα − n−2

2 uα∂νuα
)
dσg.

(71)

We begin by analyzing the right-hand side of (71). By our choice of Xα,
(∇#Xα)ij = gij +O(dg(xα, x)2), and consequently

∫
Ωα

(
∇#Xα (∇uα,∇uα)− 1

2
(divgXα) |∇uα|2

)
dvg

= O
(∫

Ωα
dg(xα, x)2|∇uα|2dvg

)
.

According to (62),∫
Ωα

dg(xα, x)2|∇uα|2 dvg ≤ C
∫

Ωα

µn−2
α (dg(xα, x) + µα)

4−2n
dvg,

so

∫
Ωα

dg(xα, x)2|∇uα|2 dvg ≤



O(µαrα) if n = 3

O

(
µ2
α ln

1

µα

)
if n = 4

O
(
µ2
α

)
if n = 5

In all these three cases, thanks to (65), the integral is of the order o(µn−2
α r2−n

α ).
From (66),∫

∂Ωα

(
1

2
〈Xα, ν〉|∇uα|2 −∇uα(Xα)∂νuα −

n− 2

2
uα∂νuα

)
dσg

=
(

(n−2)2

2 ωn−1R
n−2
0 H(0) + o(1)

)
µn−2
α r2−n

α .
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Note that the boundary term does not depend on δ, and as a result∫
Ωα

(
∇uα(Xα) +

n− 2

2
uα

)
∆guα dvg

=
(

(n−2)2

2 ωn−1R
n−2
0 H(0) + o(1)

)
µn−2
α r2−n

α

(72)

We now analyse the right hand side of (71) by using (25):∫
Ωα

(
∇uα(Xα) + n−2

2 uα
)

∆guα dvg
=

∫
Ωα

(
∇uα(Xα) + n−2

2 uα
)
fαu

q−1
α dvg

−
∫

Ωα

(
∇uα(Xα) + n−2

2 uα
)
〈∇uα, Yα〉2u−q−3

α dvg
−
∫

Ωα

(
∇uα(Xα) + n−2

2 uα
)
cα〈∇uα, Yα〉(dαu−2

α + u−q−2
α ) dvg

+
∫

Ωα

(
∇uα(Xα) + n−2

2 uα
) (
aαu

−q−1
α − bαu−1

α − hαuα
)
dvg

(73)

and we look at each term in turn. By the estimates (27) and (30), we get∣∣∣∫Ωα (∇uα(Xα) + n−2
2 uα

)
〈∇uα, Yα〉2u−q−3

α dvg

∣∣∣ ≤ C ∫Ωα dg(xα, x)−2dvg

≤ C(δrα)n−2

(74)
and, similarly,∣∣∣∫Ωα (∇uα(Xα) + n−2

2 uα
)
cα〈∇uα, Yα〉(dαu−2

α + u−q−2
α ) dvg

∣∣∣
≤ C(δrα)n−1.

(75)

We also have that∣∣∣∣∫
Ωα

(
∇uα(Xα) +

n− 2

2
uα

)(
aαu

−q−1
α − bαu−1

α

)∣∣∣∣ ≤ Crnα. (76)

From (62), we obtain that∣∣∣∫Ωα hα (∇uα(Xα) + n−2
2 uα

)
uα dvg

∣∣∣
= O

(∫
Ωα
µn−2
α (µα + dg(xα, x))4−2n dx

)
= o(µn−2

α r2−n
α )

(77)

for 3 ≤ n ≤ 5. Using integration by parts,∫
Ωα
∇uα(Xα)fαu

q−1
α dvg = 1

q

∫
∂Ωα

fαrαu
q
α dσg

− 1
q

∫
Ωα
divgXαfαu

q
α dvg

− 1
q

∫
Ωα
∇fα(Xα)uqα dvg.

(78)

Thus we can write that∫
Ωα

(
∇uα(Xα) + n−2

2 uα
)
fαu

q−1
α dvg = 1

q rα
∫
∂Ωα

fαu
q
α dσg

+
∫

Ωα

(
− 1
qdivg(Xα) + n−2

2

)
fαu

q
α dvg

− 1
q

∫
Ωα
∇fα(Xα)uqα dvg.
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Since divg(Xα) = n+O
(
dg(xα, x)2

)
, this leads to∫

Ωα

(
∇uα(Xα) + n−2

2 uα
)
fαu

q−1
α dvg = 1

q rα
∫
∂Ωα

fαu
q
α dσg

+O
(∫

Ωα
dg(xα, x)2uqα dvg

)
− 1
q

∫
Ωα
∇fα(Xα)uqα dvg.

Using lemmas 3.4 and 3.6, this leads to∫
Ωα

(
∇uα(Xα) + n−2

2 uα
)
fαu

q−1
α dvg = O (µnαr

−n
α ) +O(µ2

α)

− 1
q

∫
Ωα
∇fα(Xα)uqα dvg

so that, thanks to (65),∫
Ωα

(
∇uα(Xα) + n−2

2 uα
)
fαu

q−1
α dvg = o

(
µn−2
α r2−n

α

)
− 1
q

∫
Ωα
∇fα(Xα)uqα dvg

(79)

if 3 ≤ n ≤ 5.
We claim that ∫

Ωα

∇fα(Xα)uqα dvg = o
(
µn−2
α r2−n

α

)
. (80)

Thanks to (72), (74), (75), (76), (77), (79) and (80), we see that

H(0) = o(1) + δ4 (81)

for any δ > 0, so by taking δ → 0 wee see that H(0) = 0.
In order to prove (80), we can first use Lemma 3.6 to write that∫

Ωα

∇fα(Xα)uqα dvg = O(µα)

which leads to (80) if n = 3, 4 thanks to (65), but is not enough for n = 5. In
order to improve the estimate in the case n = 5, note that∫

Ωα

∇fα(Xα)uqα dvg = ∂if(xα)

∫
Ωα

xiuqα dvg

+O

(∫
Ωα

dg(xα, x)1+ηuqα dvg

)
= o (µα|∇fα(xα)|) +O

(
µ1+η
α

)
= o (µα|∇fα(xα)|) + o

(
µ3
αr
−3
α

)
.

with η > 1
2 . Thus it remains to prove that

|∇fα(xα)| = O
(
µ2
αr
−3
α

)
. (82)
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As before, we use a Pohozaev-type identity. We make use of the equation’s
symmetry by translation, with Z = Zi a constant vector field in the exponential
chart of xα. We can write that∫

Ωα

∇uα(Zα)∆guα dvg = O

(∫
Ωα

dg(xα, x)|∇uα|2 dvg +

∫
∂Ωα

|∇uα|2 dσg
)
,

(83)
which is o(µ2

αr
−3
α ). On the left-hand side, we use (25). Lemma 3.3 and (27)

imply that ∫
Ωα

∇uα(Zα)
〈∇uα, Yα〉2

uq+3
α

dvg ≤ 1

εq

∫
Ωα

∣∣∣∣∇uαuα

∣∣∣∣3 dvg
≤ 1

εq

∫
Ωα

dg(xα, x)−3 dvg

= O(r2
α) = o(µ2

αr
−3
α ).

(84)

We see that∫
Ωα

∇uα(Zα)cα〈∇uα, Yα〉
(
dα
u2
α

+
1

uq+2
α

)
dvg = O(r2

α) = o(µ2
αr
−3
α ), (85)

and that the same holds for the terms corresponding to hα, bα and cα. So (83),
(84) and (85) imply that∫

Ωα

∇uα(Zα)fαu
q−1
α dvg = o(µ2

αr
−3
α ).

Furthermore,∫
Ωα

∇uα(Zα)fαu
q−1
α dvg = O

(∫
∂Ωα

uqα dσg

)

−1

q

∫
Ωα

divg(Zα)fαu
q
α dvg

−1

q
∇fα(Zα)

∫
Ωα

uqα dvg,

which leads us to conclude the claim in (80). Note that

divg(Zα) = O (dg(xα, x)η)

and ∫
Ωα

uqα dvg →
∫
Rn

(
1 +
|x|2

R2
0

)−5

dx <∞.
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Finally, we are in the position to remark that ρα = rα. Remember that

ϕ(r) =
1

ωn−1rn−1

∫
∂B0(r)

Û =

(
R0

r

)n−2

+H(0)

and that
(
r
n−2

2 ϕ(r)
)′

(1) = 0, so if rα < ρα, then H(0) = Rn−2
0 , which contra-

dicts (81). Thus (67) implies (66), and this wraps up the proof of the lemma.

Moreover, ρα = rα means that ρα → 0 because rα = O
(
µ

1
2
α

)
thanks to

(65). As an important consequence, there do not exist any isolated bubbles.
Otherwise, if a bubble were isolated, then we could choose a blow-up sequence
with 0 < δ < ρα, contradicting the previous result.

3.3 Proof of the stability theorem

We are now in the position to prove Theorem 3.1. Let

δα := min
1≤i<j≤Nα

dg(xi,α, xj,α).

For any R > 0, let 1 ≤MR,α be such that

dg(x1,α, xiα,α) ≤ Rδα for iα ∈ {1, . . . ,MR,α}, and

dg(x1,α, xjα,α) > Rδα for jα ∈ {MR,α + 1, . . . , Nα}.

We consider the rescaled quantities

ǔα(x) := δ
n−2

2
α uα(expx1,α

(δαx)) and ǧα(x) :=
(

exp∗x1,α
g
)

(δαx)

and the coordinates x̌i,α := δ−1
α exp−1

x1,α
(xi,α) in the exponential chart. It’s

obvious that |x̌2,α| = 1 and |x̌i,α| ≥ 1.
The following lemma is a direct consequence of Lemma 3.3.

Lemma 3.8. For all R > 0, there exists CR > 0 such that the Harnack-type
inequality

||∇ǔα||L∞(ΩR) ≤ CR sup
ΩR

ǔα ≤ C2
R inf

ΩR
ǔα

holds, where ΩR = B0(R)\
⋃M2R,α

i=1 Bx̌i,α
(

1
R

)
.

Note that, for 1 ≤ i < j ≤ MR,α, Bxi,α
(
δα
4

)
and Bxj,α

(
δα
4

)
are disjoint,

which is equivalent to saying that Bx̌i,α
(

1
4

)
and Bx̌j,α

(
1
4

)
are also disjoint.

At this point, we are finally able to prove Theorem 3.1, which we stated at the
very beginning of this section. We define two possible types of concentration
points, according to how ǔα explodes. We prove that, within a cluster, we
can only find one type or the other, but never both. Finally, we see that the
existence of either type leads to contradictions, which implies that ǔα admits
no concentration points whatsoever.
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Proof of Theorem 3.1: Consider the cluster around (x1,α)α, for some R > 0.
There are two possible cases. The first type of concentration point corresponds
to

sup
Bx̌i,α( 1

2 )

(
ǔα(x) +

∣∣∣∣∇ǔα(x)

ǔα(x)

∣∣∣∣n−2
2

)
= O(1). (86)

In this case, note that (ǔα)α is uniformly bounded in C1
loc. Moreover, we find a

lower bound, as by (28) from Lemma 3.1,

|x̌i,α|
n−2

2 ǔα(x̌i,α) ≥ 1.

There exists δi > 0 such that

inf
Bx̌i,α (δi)

ǔα ≥
1

2
|x̌i,α|1−

n
2 ,

which leads to the existence of δ0 > 0 where

inf
Bx̌i,α (δ0)

ǔα ≥
1

2
. (87)

The second type is defined by

sup
Bx̌i,α( 1

2 )

(
ǔα(x) +

∣∣∣∣∇ǔα(x)

ǔα(x)

∣∣∣∣n−2
2

)
→∞. (88)

In this case, either

sup
Bx̌i,α( 1

2 )
ǔα(x) ≤M and sup

Bx̌i,α( 1
2 )
|∇ǔα(x)| → ∞, (89)

or
sup

Bx̌i,α( 1
2 )
ǔα(x)→∞. (90)

We show (89) is not actually possible. Assume it holds true. Then there exist
(x̌α)α ⊂ (Bx̌i,α

(
1
2

)
)α and (ν̌α)α such that

ν̌
1−n2
α := ǔα(x̌α) +

∣∣∣∣∇ǔα(x̌α)

ǔα(x̌α)

∣∣∣∣n−2
2

= sup
x∈Bx̌i,α( 1

2 )

(
ǔα(x) +

∣∣∣∣∇ǔα(x)

ǔα(x)

∣∣∣∣n−2
2

)

with
ν̌α → 0. (91)

We define the rescaled quantities

v̌α(x) := ν̌
n−2

2
α ǔα

(
expx̌α(ν̌αx)

)
and ȟα(x) :=

(
exp∗x̌α ǧ

)
(ν̌αx)

33



respectively, defined in Ωα := B0

(
1

2ν̌α

)
. For any R > 0 and α large enough so

that R < 1
2ν̌α

,

lim sup
α→∞

sup
B0(R)

(
v̌α +

∣∣∣∣∇v̌αv̌α
∣∣∣∣) = 1. (92)

Thus
|∇ ln v̌α| ≤ 1

and
v̌α(0)e−x ≤ v̌α(x) ≤ v̌α(0)ex. (93)

Note that the metrics ȟα → ξ in C2
loc as α → ∞. Assume that, up to a

subsequence, uα(x̌α) → l < ∞. We also deduce that v̌α(0) → 0. Let x̌0 :=
limα→∞ x̌α and let us denote

w̌α(x) :=
v̌α(x)

v̌α(0)
.

These functions are bounded from below,

w̌α(x) ≥ ε

l
+ o(1) > 0. (94)

Moreover,
w̌α(x) ≤ e|x|.

By standard elliptic theory, we find that there exists w̌ := limα→∞ w̌α in C1

solving:

∆w̌ = − 1

lq+2

〈∇w̌, Y (x̌0)〉2

w̌q+3
.

Note that

∆w̌−α ≤ α |∇w̌|
2

w̌α+2

[
||Y (x̌0)||2L∞

εq+2
− (α+ 1)

]
,

so w̌−α is subharmonic for α large, and so Lemma 5.1 (see the Annex) implies
that w̌ is constant, which in turn implies that Ǔ = 0 and ∇Ǔ = 0, which is false
(see proof of Lemma 3.2). Therefore, the second subcase cannot be true. This
essentially means that when a concentration point is of the second type, then

sup
Bx̌i,α( 1

2 )
ǔα(x)→∞

and so
ǔα(x̌i,α)→∞.

Let us denote x̌i := limα→∞ x̌i,α up to a subsequence. According to Propo-
sition 3.1,

ǔα(x̌i,α)ǔα(x) 7→ λi
|x− x̌i|n−2

+Hi(x) (95)
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in C1 in Bx̌i
(

1
2

)
\{x̌i}, with λi > 0, whereHi is a harmonic function in Bx̌i,α

(
1
2

)
,

H(x̌i) = 0.
Let U be a connected open set of Rn, UR ⊂ B0(R+ 1), containing no other

point of the cluster apart from x̌i and x̌j . For any 0 < r < 1
8 , we set

Vr,R = UR\
(
Bx̌i(r)

⋃
Bx̌j (r)

)
.

For a fixed x ∈ Bx̌i
(

1
4

)
\Vr,R, (95) implies that ǔα(x) → 0 as α → ∞. It

follows from Lemma 3.8 and (87) that all points of a cluster must be of the same
type.

Assuming all points in the cluster are of the first type, then

ǔα(0) +

∣∣∣∣∇ǔα(0)

ǔα(0)

∣∣∣∣n−2
2

= O(1),

then by standard elliptic theory there exists ǔ := limα→∞ ǔα in C1(B0(R)),
R > 0. Repeating the reasoning of Lemma 3.1 or Lemma 3.4, we know that

∆ξǔ = f(x1)ǔq−1.

However, ǔ must have at least two separate maxima, at 0 and x̌2, which leads
to a contradiction by the classification result of Caffarelli, Gidas and Spruck [2].

Therefore ǔα(x̌i,α)→∞, for any i = 1,M2R,α. Up to a subsequence

ǔα(x̌i,α)

ǔα(0)
→ µi > 0 as α→∞.

We fix R > 0 and assume, without loss of generality, that (M2R,α)α is a constant
denoted by M2R. Using Lemma 3.8 and standard elliptic theory, we pass to a
subsequence and get

ǔα(0)ǔα(x)→ Ǧ(x)

in C1
loc

(
B0(R)\{x̌i}i=1,N2R

)
for α→∞, with

Ǧ(x) =
∑p
i=1

λi
µi|x−x̌i|n−2 + Ȟ(x)

= λ1

|x|n−2 +
(∑p

i=2
λi

µi|x−x̌i|n−2 + Ȟ(x)
)

Here, Ȟ is harmonic on B0(R), and 2 ≤ p ≤ M2R such that |x̌p| ≤ R as
|x̌p+1| > R. If we apply Proposition 3.1 to the blow-up sequence xα = x1,α with
ρα = 1

16dα, we obtain

Ĥ(0) :=

p∑
i=2

λi
µi|x̌i|n−2

+ Ȟ(0) = 0
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Since Ĥ(x) − λ2

µ2|x−x̌2| = Ǧ(x) − λ1

|x|n−2 − λ2

µ2|x−x̌2|n−2 is harmonic in the ball

B0(R)\{x̌i}i∈2,N2R
and Ǧ ≥ 0, then as a consequence of the maximum principle,

by considering a minimum on ∂B0(R), we see that

Ĥ(0) ≥ λ2

µ2
− λ1

Rn−2
− λ2

µ2(R− 1)n−2
.

Choosing R > 0 large enough, we ensure that Ĥ > 0, which contradicts Theorem
3.7. Consequently, uα admits no concentration points and is therefore uniformly
bounded in C1.

Lemma 3.9. Assuming equation (14) associated to ã admits a supersolution
and that ∆g + h is coercive, then for any 0 < T < infM ã and any equation
with parameters in Eθ,T (as in Theorem 3.1), there exists a constant Cθ,T =
C(n, θ, T ) > 0 such that, for any ||Y ||L∞ ≤ Cθ,T and ||b||L∞ ≤ Cθ,T , we may
find a smallest real eigenvalue λ0 > 0, where λ0 is as in Lemma 2.1.

Proof. Given any parameters (f, a, b, c, d, h, Y ) in Eθ,T and additionally asking
for Y and b to be sufficiently small in L∞ norm with respect to θ and T , we
aim to prove that minimal solutions to the Lichnerowicz-type equation change
continuously with their parameters. In order to do this, we study the sign of the
smallest real eigenvalue associated to the linearisation around a minimal solution
and show that it is positive by comparing it to the smallest real eigenvalue at
b = 0 and Y = 0. Indeed, let s > 0 a real number and Es the equation

Es(us) := ∆gus + hus − fuq−1
s − a

uq+1
s

+ sb
us

+ c〈∇us, sY 〉
(
d
u2
s

+ 1

uq+2
s

)
+ 〈∇us,sY 〉

2

uq+3
s

= 0,
(96)

with us its minimal solution. Let Ls be the linearisation of Es around us,

∆gϕs +
[
h− (q − 1)fuq−2

s + (q + 1) a

uq+2
s
− sb

us
− c〈∇us, sY 〉

(
2d
u3
s

+ q+2

uq+3
s

)
−(q + 3) 〈∇us,sY 〉

2

uq+4
s

]
ϕs + 〈∇ϕs, sY 〉

[
c
(
d
u2
s

+ 1

uq+2
s

)
+ 2〈∇us,sY 〉

uq+3
s

]
= λsϕs,

(97)
with λs ≥ 0 the smallest real eigenvalue, ϕs > 0 the associated eigenfunction,
normalised such that ||ϕs||L2 = 1. Note that the linear equations Ls are stable,
in the sense that ϕs is a priori uniformly bounded in C1. This follows from
the fact that the us is uniformly bounded. We may also suppose that λs is
uniformly bounded, because if λs →∞, then it is clear that λs > 0.

As Premoselli proved by way of a variational argument [19], the equation E0

is strictly stable, in the sense that its corresponding smallest real eigenvalue is
positive. It uses the coerciveness of ∆g + h. We emphasize that his argument
makes use of the fact that E0 is symmetric, which is not the case for our more
general equations. The strict stability implies continuity, i.e. that us → u0,
with u0 the minimal value. Indeed, let us → ũ another solution of E0. Clearly,
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ũ > u0. Let ũδ = u0 + δϕ0. Note that

Es(ũδ) = E0(ũδ) + sb
uδ

+ c〈∇uδ, sY 〉
(
d
u2
δ

+ 1

uq+2
δ

)
+ 〈∇uδ,sY 〉2

uq+3
δ

= E0(u0) + λ0δϕ0 + o(δ) + sb
uδ

+ sc〈∇uδ, Y 〉
(
d
u2
δ

+ 1

uq+2
δ

)
+s2 〈∇uδ,Y 〉2

uq+3
δ

If we fix δ > 0 sufficiently small, the error terms |o(δ)| ≤ λ0δϕ0

3 and ũδ < ũ ≤ us,
∀s. Then, by taking s sufficiently close to 0, we get that the rest of the terms
are also smaller in absolute size than λ0δϕ0

3 . Consequently, Es(ũδ) > 0, so ũδ is
a supersolution of Es that is smaller than the minimal solution us.

Since us → u0, we also get that λs → λ0, so for s small, the first eigenvalue
λs > 0. We would like to obtain that there exists sθ,T > 0 such that, for any
0 ≤ s < sθ,T , the minimal eigenvalue corresponding to Ls is positive, where
(a, b, c, d, f, h, Y ) ∈ Eθ,T . In other words, we attempt to set a size for Y and b,
depending on θ and T (and n), such that the resulting equations are strictly
stable.

First, there exists δθ,T > 0 such that if Y = 0, b = 0 and the equation’s
parameters are found in Eθ,T , then λ0 > δθ,T . We let us = u0 + εsvs such that
||vs||L2 = 1, εs ∈ R. Note that εs → 0 as s→ 0.

We begin by analyzing the difference in size between εs and s, or equivalently
between ||us − u0||L∞ and s. Let

Es = E0 + sMs,

where

Ms(us) =
b

us
+ c〈∇us, Y 〉

(
d

u2
s

+
1

uq+2
s

)
+ s
〈∇us, Y 〉2

uq+3
s

.

Recall that
E0(us) = −sMs(us) (98)

where
E0(us) = L0(us − u0) +O(|us − u0|2).

Since u0 is a solution of E0 and the operator L0 is coercive, with minimal
eigenvalue λ0, then by testing (98) against (us − u0), we see that

λ0 (1 + o(1)) ||us−u0||2L2 ≤ −s
∫
M

Ms(us)(us−u0) ≤ s||Ms(us)||L2 ||us−u0||L2 .

The size ofMs(us) is determined by a constant depending on θ and T . Therefore,
we may write

(1 + o(1))εs = (1 + o(1))||us − u0||L2 ≤ s C
λ0
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Finally, in order to compare λs to λ0, extract the terms of order s from the
quantity

∫
M
ϕ0Ls(ϕs)− ϕsL0(ϕ0),

−
∫
M

sb
u0
ϕ0ϕs −

∫
M
c〈∇u0, sY 〉

(
2d
u3

0
+ q+3

uq+3
0

)
ϕsϕ0 −

∫
M

(q + 3) 〈∇us,sY 〉
2

uq+4
s

ϕsϕ0

εs
∫
M

[
(q − 1)(q − 2)fuq−3

0 − (q + 1)(q + 2) a

uq+3
0

]
vsϕsϕ0

+O(s2) = (λθ − λ0)
∫
M
ϕsϕ0,

(99)
so there exists a constant C depending on θ and T such that

|λs − λ0| ≤ sC
(∫

M

ϕsϕ0

)−1

. (100)

As ϕs = ϕ0 + o(1) and the L2 norm of ϕ0 is 1, we may choose s small enough

so that |λs − λ0| ≥ δθ,T
2 , and thus λs > 0.

4 Existence of solutions to the system

4.1 The proof of the main theorem

The following is a useful estimate we can find in [12]; it plays a crucial role in
ensuring the necessary compacity of the sequence Wα in the main theorem.

Proposition 4.1. Let (M, g) be a closed Riemannian manifold of dimension
n ≥ 3 such that g has no conformal Killing fields. Let X be a smooth vector
field in M . Then there exists a unique solution W of

∆g,confW = X.

Also, for 0 < γ < 1, there exists a constant C0 > 0 that depends only on n and
g such that

||W ||C1,γ ≤ C0||X||∞.
Remark 4.1. As a consequence, there exists a constant C1 = C1(n, g) such
that

||LgW ||C0,γ ≤ C1||X||∞ (101)

Let (M, g) be a closed Riemannian manifold of dimension n ∈ {3, 4, 5} such
that g has no conformal Killing fields. Let b, c, d, f , h, ρ1, ρ2, ρ3 be smooth
functions on M and let Y and Ψ be smooth vector fields defined on M . Let
0 < γ < 1.

Assume that ∆g + h is coercive. Assume that f > 0, ρ1 > 0 and |∇ρ3| <
(2C1)−1, where C1 is defined in (101).

Consider the coupled system
∆gu+ hu = fuq−1 +

ρ1 + |Ψ + ρ2LgW |2g
uq+1

− b
u
− c〈∇u, Y 〉

(
d

u2
+

1

uq+2

)
− 〈∇u, Y 〉

2

uq+3

divg (ρ3LgW ) = R(u),

(102)
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where R is an operator verifying

R(u) ≤ CR
(

1 +
||u||2C2

(infM u)2

)
(103)

for a constant CR > 0.
We fix

θ = min(inf
M
ρ1, inf

M
f), (104)

and
T = max(||f ||C1,η , ||ρ1||C0,γ , ||c||C0,γ , ||d||C0,γ , ||h||C0,γ ). (105)

Let
M = lnSθ,2T , (106)

with Sθ,2T a constant as in Theorem 3.1. The following theorem is the main
result of the present paper.

Theorem 4.1. Assume there exists a smooth positive function ã for which

∆gũ+ hũ = fũq−1 +
ã

ũq+1
(107)

admits a positive supersolution ũ. Assume that ρ1 < ã and let ω = infM (ã−ρ1).
Then there exists

δ = δ(ω, θ, T ) > 0 (108)

such that if

||b||C0,γ + ||Y ||C0,γ + ||Ψ||C0,γ + ||ρ2||C0,γ + CR ≤ δ, (109)

the system (102) admits a solution (u,W ), with u a smooth positive function
and W a smooth vector field.

Remark 4.2. We can use a result by Hebey, Pacard and Pollack ([9], Corollary
3.1) in order to ensure the existence of a supersolution ũ. There exists a constant
C = C(n, h), C > 0 such that if ã is a smooth positive function verifying

||ã||L1(M) ≤ C(n, h)
(

max
M
|f |
)1−n

, (110)

then (107) accepts a smooth positive solution.

Proof of Theorem 4.1: The proof of the theorem consists of a fixed-point argu-
ment. Formally, we define the operator

Φ : ϕ→ lnu (LgW (eϕ)) ,

where W (eϕ) solves the second equation of (102) for a fixed u = eϕ and where
u (LgW (eϕ)) is the solution of the scalar equation of (102) constructed in Section
2 for a fixed W (eϕ). In order to apply Schauder’s fixed point theorem, we show
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that Φ : BM → BM , BM := {ϕ ∈ C2(M), ||ϕ||C2 ≤ M}, where M is defined as
in (106), and that Φ is continuous and compact.

We first want to prove that

ρ1 + |Ψ + ρ2LgW (eϕ)|2g < ã (111)

to ensure that Φ(ϕ) is well defined, with ũ from (107) a supersolution. By (101),
we have

||LgW (eϕ)||C0,γ ≤ C1 (||∇ρ3||L∞ ||LgW (eϕ)||L∞ + ||R(eϕ)||L∞) (112)

and thanks to (103) we see that

ρ1 + |Ψ + ρ2LgW (eϕ)|2g ≤ ρ1 + 2||Ψ||2L∞
+2
(
C1CR||ρ2||L∞

1−C1||∇ρ3||L∞

)2 (
1 + M2e2M

e2ε

)2

,
(113)

where ε is the lower bound of any solution corresponding to Eθ,2T from Theorem
3.1. There exists

δ1 = δ1(ω, θ, T ) > 0 (114)

such that if
||Ψ||C0,γ + ||ρ2||C0,γ + CR ≤ δ1, (115)

then (111) holds.
In order to use the a priori estimate of Section 3 to see that Φ : BM → BM ,

we need to prove that

θ ≤ ρ1 + |Ψ+ρ2LgW (eϕ)|2g and ||ρ1 + |Ψ+ρ2LgW (eϕ)|2g||C0,γ ≤ 2T. (116)

From (104) we deduce that

θ ≤ ρ1 + |Ψ + ρ2LgW (eϕ)|2g. (117)

and thanks to (112) we see that

||ρ1 + |Ψ + ρ2LgW (eϕ)|2g||C0,γ ≤ ||ρ1||C0,γ + 2||Ψ||2C0,γ

+2
(
C1CR||ρ2||C0,γ
1−C1||∇ρ3||L∞

)2 (
1 + M2e2M

e2ε

)2

.
(118)

There exists
δ2 = δ2(ω, θ, T ) > 0 (119)

such that if
||Ψ||C0,γ + ||ρ2||C0,γ + CR ≤ δ2, (120)

then
||ρ1 + |Ψ + ρ2LgW (eϕ)|2g||C0,γ ≤ 2T. (121)

Thanks to (117) and (121), the a priori estimates in Section 3 imply that

||u (LgW (eϕ)) ||C2 ≤ Sθ,2T ,
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so
Φ(ϕ) ≤M,

where M is as in (106). We have thus proved that Φ is well-defined and that
Φ : BM → BM .

In order to show that Φ is continuous, we want to check that it holds true
for a 7→ u(a), where u(a) is the minimal solution constructed in Section 2.
For all a < ã, we’ve established monotony, which ensures that the minimal
solutions exist. For t > 0 small, let us denote by ut the solutions corresponding
to a(1 + t) < ã. Let u0 be the limit of ut as t → 0; it is also a solution of the
Lichnerowicz-type equation associated to a. If u0 6= u, then u < u0. According
to Section 3, there exists Cθ,2T > 0 such that

||b||C0,γ + ||Y ||C0,γ ≤ Cθ,2T (122)

implies that u is strictly stable. We ask that

δ ≤ min (δ1, δ2, Cθ,2T ) (123)

where δ1 is defined in (114) and δ2 is defined in (119). We choose µ > 0 small
enough such that u < ûµ < u0, where ûµ := u+ µψ, ψ a positive eigenfunction
at u corresponding to the smallest real eigenvalue. But ûµ is a supersolution
for a(1 + ε), ε > 0 small, which contradicts the monotonicity. Therefore, Φ is
continuous.

Lastly, BM being a closed convex set in C2, it remains to show that Φ(BM ) is
compact to conclude. From the previous discussion, Φ(BM ) ⊂ BM , and is thus
bounded in C2. By standard elliptic theory, we conclude the proof of Theorem
1.1.

4.2 The case of a metric with conformal Killing fields

Let us consider the case of a metric g with non-trivial conformal Killing fields
associated to it. For Ṽ a representative of the drift, the equation

divḡ

(
Ñ

2
LgW

)
=
n− 1

n
uqd

(
u−2qÑdivg(u

qṼ )
)

+ π∇ψ (124)

admits a solution W if and only if

n− 1

n

∫
M

u−2qÑdivg(u
qṼ )divg(u

qP ) =

∫
M

〈π∇ψ, P 〉 (125)

for all P conformal Killing fields. Moreover, the solution W is unique up to
the addition of a conformal Killing field. Note that the drift is defined modulo
conformal Killing fields, so Ṽ and Ṽ + P are representatives of the same drift
for all P conformal Killing fields. We claim that given a vector field Ṽ there
exists a conformal Killing field Q̃ which is unique up to a true Killing field and
such that

n− 1

n

∫
M

u−2qÑdivg

(
uq(Ṽ + Q̃)

)
divg(u

qP ) =

∫
M

〈π∇ψ, P 〉. (126)
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By analyzing the homogeneous operator associated to the equation above,∫
M

u−2qÑdivg

(
uq(Ṽ + Q̃′)

)
divg(u

qP ) = 0, (127)

we check that it is positive definite, thus invertible. Consider the functional

F (P ) =

∫
M

u−2qÑdivg

(
uq(Ṽ + P )

)2

dvg (128)

on the finite-dimensional space of conformal Killing fields and note that Q̃′ is
stationary for F . Since F is quadratic and non-negative definite, stationary
points are associated to minimizers. If ḡ does not admit any nontrivial true
Killing fields, then every conformal Killing field P satisfies divP 6= 0 and the
quadratic term of F is positive definite. On the other hand, if g admits proper
Killing fields, then F descends to a functional on the quotient space and its
quadratic order term is again positive definite. So the minimum of F is unique
up to a true Killing field.

The conformal system proposed by Maxwell [14] becomes in this framework

∆gu+ n−2
4(n−1) (R(g)− |∇ψ|2g)u−

(n−2)
4(n−1)

|U+LgW |2+π2

uq+1

− n− 2

4(n− 1)

2V (ψ)− n− 1

n

τ∗ +
Ñdivg

(
uq(Ṽ + Q̃)

)
u2q

2
uq−1 = 0

divg

(
Ñ
2 LgW

)
= n−1

n uqd

(
Ñdivg(uq(Ṽ+Q̃))

2u2q

)
+ π∇ψ,

(129)
whose solution (u,W, Q̃) is a smooth positive function u, a smooth vector field
W , defined up to a conformal Killing field, and Q̃ a conformal Killing field
defined up to a true Killing field.

The existence of solutions to (129) follows from Theorem 1.1 and is similar
to Corollary 1.1, with slight modifications. Here,

ρ1 = n−2
4(n−1)

[
π − n−1

n Ñ2divg(Q̃+ Ṽ )
]
, b = −τ∗Ñdivg(Ṽ + Q̃),

Y =
√

n
n−2Ñ(Ṽ + Q̃)

(130)

and
CR = CR(||Q̃||C2). (131)

Moreover, we define θ and T as in (6) and (7) respectively, but without the
dependency on ρ1 = ρ1(Q̃), i.e.

θ = min(inf
M
f), (132)

and
T = max(||f ||C1,η , ||c||C0,γ , ||d||C0,γ , ||h||C0,γ ). (133)
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First of all, the stability of the first equation still holds, as in Lemma 2.1 and
Lemma 3.9. In order to apply the last theorem, we need to check that: ρ1(Q̃) >
θ, ||ρ1(Q̃)||C0,γ < 2T , ||b||C0,γ ≤ Cθ,2T and ||Y ||C0,γ ≤ Cθ,2T . This translates to

divgQ̃ <

(
n− 2

4(n− 1)
π − θ

)
n

n− 1
Ñ−2 − divgṼ , (134)

n− 2

4(n− 1)
||π||C0,γ +

n− 1

n
||Ñdivg(Ṽ + Q̃)||C0,γ ≤ 2T, (135)

||τ∗Ñdivg(Ṽ + Q̃)||C0,γ ≤ Cθ,2T , (136)

and √
n

n− 2
||Ñ(Ṽ + Q̃)|| ≤ Cθ,2T . (137)

We find bounds on Q̃ depending on π, ψ, Ñ , Ṽ from (126), thereby proving the
necessary compactness. Finally, the continuity (a, b, Y ) → ua,b,Y doesn’t pose
any problem, and the proof mirrors our previous argument for the continuty of
a→ u(a). This shows the existence of solutions (u,W, Q̃).

5 Annex

We used the following result repeatedly throughout the paper.

Lemma 5.1. Let u be a bounded subharmonic function defined on Rn. If there
exists 0 < ε ≤ u which bounds u from below and α > 0 such that u−α is a
subharmonic function, then u is a constant.

Proof of Lemma 5.1: Let us denote

ūx(R) :=
1

ωn−1Rn−1

∫
∂Bx(R)

u(y) dy

the average of a smooth function u over the sphere ∂Bx(R). We will sometimes
use the simplified notation ū(R). Recall that, given any subharmonic function
u, x ∈ Rn and for any two radii R ≤ R̃, then

ūx(R) ≤ ūx(R̃). (138)

This follows from

rn−1ū′(r) =
1

ωn−1

∫
∂Bx(r)

∂νu(y) dy = − 1

ωn−1

∫
Bx(r)

∆u(y) dy ≥ 0

where r > 0 and ν is the exterior normal.
Note that u−α ≤ ε−α implies that the average of u−α on arbitrary subsets

is uniformly bounded. Let us fix x ∈ Rn. Since u−α is bounded, there exists a
constant M > 0 and a sequence of radii Ri →∞ as i→∞ such that

M−α := lim
i→∞

u−αx(Ri). (139)
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In fact, because the averages are decreasing (138), any sequence R→∞ around
any point in Rn leads to the same limit M , since one may always find a subse-
quence of Ri such that Bx(Ri) includes the new sequence.

As u−α is subharmonic,

u−α(x) ≤ u−αx(R)

and therefore u−α(x) ≤M−α, or equivalently

M ≤ u(x). (140)

For z ∈ Rn, let R := |z−x| and R̃ > R. By Green’s representation theorem,
we get

u(z) ≤
∫
∂Bx(R̃)

u(y)
R̃2 −R2

ωn−1R̃|z − y|n
dy

≤ (R̃+R)R̃n−2

(R̃−R)n−1
ux(R̃).

(141)

For δ > 0, we denote

Ωδ,R := {z ∈ ∂Bx(R), u(z) ≥M + δ}

a subset of ∂Bx(R) and let

θδ,R :=
|Ωδ,R|
|∂Bx(R)|

∈ [0, 1]

be the corresponding relative size of its volume. Note that θδ,R → 0 as R→∞.
Otherwise, if there exists ε ∈ (0, 1] such that

lim sup
R→∞

|{z ∈ ∂Bx(R), u(z) ≥M + δ}|
|∂Bx(R)|

= ε

then
lim sup
R→∞

u−αx(R) ≤ ε(M + δ)−α + (1− ε)M−α < M−α

which contradicts our definition (139) of M .
By choosing R large, θδ,R ≤ δ. Let

λδ,i := ūx(2iR)

Note that, by (141), λδ,i ≤ 3× 2n−2λδ,i+1. Since

u(x) ≤ λδ,i ≤ (M + δ)(1− θδ,2iR) + λδ,i+1 × θδ,2iR

then, by induction,

u(x) ≤ (M + δ)
1− δl

1− δ
+ λlδ

l
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for all l ∈ N. As we take l→∞,

u(x) ≤ (M + δ)
1

1− δ

for any δ > 0, and therefore u(x) ≤M. By (140), u(x) ≡M.
We may apply the same argument to any other x̃ ∈ Rn and obtain the same

value u(x̃) = M . Indeed, assuming that

M̃−α := lim
R̃→∞

u−αx̃(R̃)

so that M̃−α ≥M−α, then for R̃ large, u−αx̃(R̃) ≥M−α. But, at the same time,
given any fixed R̃, then for R sufficiently large, by (141), u−αx̃(R̃) ≤ u−αx(R).
Thus we obtain that u ≡M in Rn.
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