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Abstract

We present the LIA systems for the machine translation
evaluation campaign of the International Workshop on Spo-
ken Language Translation (IWSLT) 2014 for the English-to-
Slovene and English-to-Polish translation tasks. The pro-
posed approach takes into account word context; first, it
maps sentences into a latent Dirichlet allocation (LDA) topic
space, then it chooses from this space words that are themat-
ically and grammatically close to mistranslated words. This
original post-processing approach is compared with a fac-
tored translation system built with MOSES. While this post-
processing method does not allow us to achieve better results
than a state-of-the-art system, this should be an interesting
way to explore, for example by adding this topic space infor-
mation at an early stage in the translation process.

1. Introduction
This paper presents an original post-processing approach to
correct machine translations using a set of topic-based fea-
tures. The proposed method proceeds after the use of fac-
tored phrase-based machine translation (MT) systems [1].
The post-processed systems were submitted at the IWSLT
2014 MT evaluation campaign for two language directions:
English-to-Slovene and English-to-Polish.

The focus and the major contribution of the proposed ap-
proach lie on mapping sentences to a topic space learned
from a latent Dirichlet allocation (LDA) model [2], in or-
der to replace every word identified as mistranslated with a
thematically and grammatically close word. The idea behind
this approach is that during the LDA learning process, the
words contained in each sentence will retain the grammati-
cal structure. Indeed, a topic space is usually learned from
a corpus of documents and each document is considered as
a “bag-of-words”. Thus, the structure of sentences is lost as
opposed to the proposed topic space that is learned from a
corpus of sentences instead. This new topic space takes into
account word distribution into sentences and is able to infer
classes of close words.

In this exploratory study, the topic-based approach is ap-
plied in the context of automatic translations of morpholog-
ically rich languages. Slovene and Polish are both Slavic

languages which are characterized by many inflections for
a great number of words to indicate grammatical differ-
ences. This introduces many forms for a same lemma and
raises many difficulties when translating from morphologi-
cally poor languages such as English. To deal with this prob-
lem in this study, words identified as erroneous are replaced
by the morphological variant form sharing the same lemma
and having the highest LDA score.

We summarize in Section 2 the resources used and the
main characteristics of our systems based on the MOSES
toolkit [3]. Section 3 presents the proposed topic-based ap-
proach to correct mistranslated words. Section 4 reports ex-
periments on the use of factored translation models and the
proposed approach. Finally, conclusions and perspectives are
given in Section 5.

2. MOSES System Based on Factored
Translation Models

2.1. Pre-processing

Systems were only built using data provided for the evalu-
ation campaign, i.e. the WIT and Europarl corpora. Texts
were pre-processed using an in-house script that normalizes
quotes, dashes and spaces. Long sentences or sentences with
many numeric or non-alphanumeric characters were also dis-
carded. Each corpus was truecased, i.e. all words kept their
case, apart from sentence-leading words that may be changed
to their most frequent form (e. g. “Write” becomes “write”
while “Paris” keeps its capital letter). Table 1 summarizes
the used data and introduces designations that we follow in
the remainder of this paper to refer to these corpora.

Slovene and Polish are morphologically rich languages
with nouns, adjectives and verbs inflected for case, num-
ber and gender. This property requires to introduce mor-
phological information inside the MT system to handle the
lack of many inflectional forms inside training corpora. For
this purpose, each corpus was tagged with Part-of-Speech
(PoS) tags and lemmatized using OBELIKS [4] for Slovene1

and TREETAGGER [5] for Polish2. These taggers asso-

1OBELIKS can be downloaded at http://eng.slovenscina.eu/
tehnologije/oznacevalnik.

2TREETAGGER and its parameter file for Polish can be downloaded



CORPORA DESIGNATION SIZE (SENTENCES)

English-Slovene bilingual training
Web Inventory of Transcribed and Translated Talks WIT 17 k
Europarl v7 Europarl 616 k

English-Slovene development and test
dev2012 dev 1.1 k
tst2012 test0 1.4 k
tst2013 test13 1.1 k
tst2014 test14 0.9 k

English-Polish bilingual training
Web Inventory of Transcribed and Translated Talks WIT 173 k
Europarl v7 Europarl 622 k

English-Polish development and test
dev2010 dev 0.8 k
tst2010 test0 1.6 k
tst2013 test13 1.0 k
tst2014 test14 1.2 k

Table 1: Information on corpora.

ciate each word with a complex PoS including morpholog-
ical information (e.g. “Ncmsan” for “Noun Type=common
Gender=masculine Number=singular Case=accusative Ani-
mate=no”), and also its lemma. A description of the Slovene
and Polish tagsets can be found on the Web3.

In order to simplify the use of the two PoS taggers, we
applied the tokenizer included in the OBELIKS and TREE-
TAGGER tools to process all the corpora.

2.2. Language Models

Kneser-Ney discounted LMs were built from the Slovene
and Polish sides of the bilingual corpora using the SRILM
toolkit [6]. 4-gram LMs were trained for words, 7-gram LMs
for PoS. A LM was built separately on each corpus: WIT and
Europarl. These LMs were combined through linear inter-
polation. Weights were fixed by optimizing the perplexity on
the dev corpus.

2.3. Alignment and Translation Models

All parallel corpora were aligned using MGIZA++ [7]. Our
translation models are phrase-based models (PBMs) built
with MOSES using default settings on a bilingual corpus
made of WIT and Europarl. Weights of LM, phrase table
and lexicalized reordering model scores were optimized on
dev with the MERT algorithm [8].

at http://www.cis.uni-muenchen.de/˜schmid/tools/
TreeTagger.

3See http://nl.ijs.si/spook/msd/html-en/msd-sl.
html for Slovene and http://nkjp.pl/poliqarp/help/ense2.
html for Polish.

2.4. Factored Translation Model

The many inflections for Slovene and Polish are problem-
atic for translation since morphological information, includ-
ing case, gender and number, has to be induced from the En-
glish words. Factored translation models can be used to han-
dle morphology and PoS during translations [1], with various
setups available to use factors in several decoding or genera-
tion steps. In previous experiments conducted on translation
into Russian, another morphologically rich language [9], we
found that translating English words into (Russian words,
PoS) pairs gave the highest improvements. We decided to
apply this setup, which disambiguates translated words ac-
cording to their PoS, for Slovene and Polish.

3. Post-processing Approach Relying on LDA

Classical language models consider words in their context
(n-gram). Nonetheless, all possible contexts cannot be cov-
ered and some n-grams contained in the test corpus may not
appear during the training process of the language model.
For this reason, we propose to learn a topic space using LDA
to associate a word inside a sentence with a set of themati-
cally close words. By thematically, we mean that this word
is associated with the context of the words contained in the
sentence. Indeed, when a topic space is learned from a cor-
pus of documents with usual LDA, words are associated with
a document while grammatical structure is lost. In our case,
this structure is preserved. Figure 1 gives an overview of
the proposed topic-based approach to correct mistranslated
words.

The next sections describe each step of the proposed ap-
proach based on a LDA topic space.
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Figure 1: General overview of the proposed post-processing
topic-based correction approach.

3.1. Latent Dirichlet Allocation (LDA)

Previous studies proposed to consider a document as a mix-
ture of latent topics. The developed methods, such as La-
tent Semantic Analysis (LSA) [10, 11], Probabilistic LSA
(PLSA) [12] or Latent Dirichlet Allocation (LDA) [2] build
a high-level representation of a document in a topic space.
Documents are then considered as “bags-of-words” [13]
where the word order is not taken into account.

LDA is presented in its plate notation in Figure 2. These
methods demonstrated their performance on various tasks,
such as sentence [14] or keyword [15] extraction. Contrary
to multinomial mixture models, LDA considers that a topic
is associated with each occurrence of a word composing the
document, rather than with the complete document. Thereby,
a document can switch topic at any given word. Word occur-
rences are connected by a latent variable which controls the

global distribution of topics inside a document. These latent
topics are characterized by words and their corresponding
distribution probability. PLSA and LDA models have been
shown to generally outperform LSA on information retrieval
tasks [16]. Moreover, LDA provides a direct estimate of the
relevance of a topic, given a word set.

The generative process corresponds to the hierarchical
Bayesian model shown in Figure 2. Several techniques, such
as variational methods [2], expectation-propagation [17] or
Gibbs sampling [18], have been proposed to estimate the pa-
rameters describing a LDA hidden space. Gibbs sampling is
a special case of Markov-chain Monte Carlo (MCMC) [19]
and gives a simple algorithm to approximate inference in
high-dimensional models such as LDA [20]. This overcomes
the difficulty to directly and exactly estimate parameters that
maximize the likelihood defined as:

P (W |−→α ,
−→
β ) =

∏
w∈W

P (−→w |−→α ,
−→
β ) (1)

for the whole data collection W given the Dirichlet parame-
ters −→α and

−→
β .

θ z w

α β φ

D
Nd

T

Figure 2: Generative models in plate notation for LDA
model.

LDA estimation through Gibbs sampling was firstly re-
ported in [18]; a more detailed description can be found
in [20]. This method is used both to estimate the LDA param-
eters and to infer an unseen document with a hidden space of
n topics. According to LDA, topic z is drawn from a multi-
nomial over θ which is drawn itself from a Dirichlet distri-
bution (−→α ). In our context, topic space is learned from a
lemmatized corpus where each word is associated with its
lemma. Thus, a sentence can be inferred from a set of (word,
lemma) pairs.

3.2. Topic-based Translation Correction

The first step of the proposed translation correction approach
is to spot words that are likely to be mistranslated. For this
purpose, a confidence score is computed for each word oc-
curring in a sentence s using n-gram probabilities for each
target word computed by the language model. Words with
the smallest scores are assumed to be mistranslated and have
to be corrected. In this paper, we propose to use a LDA topic
space to find out relevant concurrent words w′ to replace
these suspected mistranslated words w. In order to do so,
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Figure 3: Details about the post-processing correction ap-
proach based on a LDA topic space.

Gibbs sampling is used to represent a new sentence s within
the topic space of size n (n = 100 in our experiments) as
shown in Figure 1, and to obtain the topic distribution:

θzj ,s = P (zj |s) . (2)

The next step is to find out a relevant word w′ that should
replace the erroneous one w. Alternate words are searched
among the words having a different inflection but satisfying
the constraint:

lemma(w′) = lemma(w) .

Each topic z is a distribution P (w|z) over the vocabulary.
Thus, a thematic confidence score is estimated for a concur-

rent word w′ by:

δ(w′, s) = P (w′|s)

=

n∑
j=1

P (w′|zj)P (zj |s)

=

n∑
j=1

φw′,zjθzj ,s (3)

where φw′,zj = P (w′|zj) are computed during the training
process of the LDA topic space. Each word w′ contained in
the training corpus is associated with a thematic confidence
score δ. Finally, the hypothesis w′ with the highest score δ is
selected as shown in Figure 3.

4. Experiments

The proposed approach is based on a topic space learned with
the LDA MALLET Java implementation4. This topic space
contains 100 classes and the LDA hyper-parameters are cho-
sen empirically as in [18] (α = 50

100 = 0.5 and β = 0.1).
During the learning process, the MALLET package requires
to lowercase input text. For this reason, the results consid-
ered for the post-processing step are computed on lowercased
sentences.

The effectiveness of the proposed approach is evaluated
in the IWSLT benchmark. Table 2 reports case-sensitive
BLEU and TER scores measured on the test0, test13 and
test14 corpora, with two factored phrase-based TM model
setups: a first one (w → w) where only words are con-
sidered on the source and target sides, and a second one
(w → (w, p)) where English words are translated into (word,
PoS) pairs. Disambiguating words with their PoS by the sec-
ond factored model improves BLEU and TER over the first
model for the three test corpora and both studied language
pairs. For example, an absolute increase of BLEU (between
0.85 and 1.2) is observed for Slovene; a more limited but
still consistent improvement of BLEU (between 0.1 and 0.5)
happens for Polish.

Translation produced by the second TM models were
used as entry of the LDA post-processing step. Table 3 shows
results measured this time in terms of case-insensitive BLEU
and TER, since sentences are lowercased before the post-
processing step. The thresholds to consider a word as mis-
translated from LM-based confidence scores were optimized
in terms of BLEU on test0. These thresholds lead to change
1.2 % of words for Slovene and around 3 % for Polish (Ta-
ble 3, columns 3 and 6). Unfortunately, using the proposed
LDA-based approach did not translate into an observed gain
in terms of BLEU or TER (line 1 vs line 2 and line 3 vs
line 4).

4http://mallet.cs.umass.edu/



TM MODELS test0 test13 test14
BLEU TER BLEU TER BLEU TER

English→ Slovene w → w 12.27 69.58 13.20 67.70 10.92 69.66
w → (w, p) 13.35 68.64 14.05 66.32 12.16 68.59

English→ Polish w → w 10.36 77.61 10.78 79.04 9.16 86.68
w → (w, p) 10.45 75.70 11.29 76.59 9.63 83.88

Table 2: Case-sensitive BLEU and TER (in %) measured to evaluate the use of a PoS factor inside the TM model.

TM MODELS test0 test14
BLEU TER % modified words BLEU TER % modified words

English→ Slovene w → (w, p) 13.68 67.78 - 12.69 67.90 -
+ post-processing 13.42 68.03 1.16 12.23 68.17 1.29

English→ Polish w → (w, p) 11.09 74.20 - 10.12 82.51 -
+ post-processing 10.66 74.95 2.81 9.63 83.39 3.53

Table 3: Case-insensitive BLEU and TER (in %) measured before and after the LDA post-processing step.

5. Conclusions and Perspectives
In this paper, we propose an original post-processing ap-
proach to automatically correct translated texts. Our method
takes advantage of a latent Dirichlet (LDA) model that pro-
vides thematically and grammatically close forms of mis-
translated words. Experiments were conducted in the frame-
work of the IWSLT machine translation evaluation campaign
on the English-to-Polish and English-to-Slovene tasks. The
proposed system was compared to a more classical factored
translation system.

Results showed that the original proposed system does
not improve results obtained with the baseline one, but we
think that this preliminary work should lead to further inves-
tigations in the future. For example, we would like to use
this model at an early stage, during the decoding process of
the MT system, and not only at a post-processing stage. Fur-
thermore, other features than n-gram probabilities should be
exploited to identify mistranslated translations [21]. Finally,
the low results observed with the topic-based correction ap-
proach are obtained with a topic space which still considers
sentences as “bag-of-words” and ignore their internal gram-
matical structure. For this reason, a promising future work is
to embed the position of the word in the sentence or n-gram
containing the word.
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