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Abstract

Power optimization is required all along the design
flow but particularly in the first steps where it has the
strongest impact. In this work, we propose new power
models based on neural networks that predict the power
consumed by digital operators implemented on Field Pro-
grammable Gate Arrays (FPGAs). These operators are
interconnected and the statistical information of data pat-
terns are propagated among them. The obtained results
make an overall power estimation of a specific design pos-
sible. A comparison is performed to evaluate the accu-
racy of our power models against the estimations provided
by the Xilinx Power Analyzer (XPA) tool. Our approach
is verified at system-level where different processing sys-
tems are implemented. A mean absolute percentage error
which is less than 8% is shown versus the Xilinx classic
flow dedicated to power estimation.

1. Introduction

Power consumption has become a critical performance
metric in a wide range of embedded systems, specially
in reconfigurable devices like FPGAs. Moreover, a huge
amount of these devices will clearly have an impact on the
environment and on the worldwide energy consumption in
particular. One attempt to reduce the consumed power of
such devices consists in exploring various hardware archi-
tectures, very soon in the design process, in order to reach
an optimal architecture in terms of power consumption.
Today, this exploration is not sufficiently implemented in
most of the design tools.

For example, design flows for circuits such as FPGAs
do not natively take into consideration power issues at
system level. The exploration flow generally consists in
implementing several versions of an architecture in the
FPGA and get power estimation results after the timing
simulation step. Power estimation results are obtained
by presenting stimuli data to the circuit and by evaluat-
ing the activity of internal signals. Although very accu-
rate in practice, these results are obtained very late in the
design process and require a lot of previous implementa-
tion steps, which can be very time consuming. It is also

prohibitive when one wants to rapidly test various archi-
tectures according to given parameters.

Avoiding hardware implementation for the purpose
of estimating the power at early design phases is the
best switchable solution for researchers and engineers de-
manding a faster power estimation at high-level of ab-
straction. Unfortunately, high-level abstract models are
generally not accurate enough and prevent the evaluation
and comparison of different hardware solutions.

In our work, we aim to propose a new hardware explo-
ration methodology that tries to combine both accuracy
and fast power estimation. This is achieved by estimat-
ing the power of specific operators after the hardware im-
plementation on a real platform and by exploiting this in-
formation in high-level models. These pre-characterized
models can be easily integrated and simulated to estimate
the power consumption of an overall design.

2 Related Works

Power estimation techniques can be classified into two
classes, high-level and low-level approaches. High-level
power estimations are based on power models which are
used to evaluate power consumption without requiring any
implementation and physical details. High-level input pa-
rameters are sufficient to obtain a good estimate of the
power consumption. The other class deals with low-level
power estimation approaches that take into consideration
all physical details. These are generally far more accurate
as described in [5].

In this paper, we focus on high-level power estimation.
In [9], a dynamic power estimation model for FPGA is
proposed. It is based on the analytical computation of the
switching activity generated inside the components and
takes into consideration the correlation between the in-
puts. A mean relative error of 9.32% for adders and 5.67%
for multipliers are obtained compare to measures on a real
platform.

A hybrid power modeling approach that accurately and
quickly assesses gate-level power consumption is pre-
sented in [8]. It consists in integrating valuable and accu-
rate physical information with a LUT-based power model
to ensure that the correct optimization techniques are im-
plemented. The main disadvantages of the LUT-based



macro-modeling are the use of a huge amount of memory
to store the input-output statistics and the corresponding
simulated power values. Concerning the analytical power
models, the main drawback is the simulation time, thereby
the need of the computation of the outputs statistics after
a time consuming simulation.

Some previous works have introduced artificial intel-
ligence based on neural networks for power estimation.
These are described in [3]. In [3] the neural network is
used to estimate the output statistics and the power con-
sumption of complementary metal-oxide-semiconductor
(CMOS) circuits. The average absolute relative error of
the proposed method is about 5.0%, at circuit level. Using
this method, a lot of circuits have to be simulated to cover
most applications. Therefore it lacks of generality.

This work is inspired from [1], and in the continuity of
[6] and [7]. In [1] a power macro-model for (Intellectual
Property) IP power estimation is proposed that is based on
lookup table (LUT) power models. The IP power model
used to estimate the power consumption of an IP-based
digital system which is based on signal statistics propaga-
tion. In [6], IP power models based on neural networks
have been proposed. Compare to this previous study, this
work aims to consider only operators characterization in-
stead. The idea is to provide a more generic and flexible
approach to estimate power consumption by allowing the
design of a complete system from basic operators.

3 Power Estimation Methodology

3.1 Proposed approach
The proposed methodology is based on the assumption

that any hardware system can be represented by a group
of hardware components that are dedicated to a specific
function. The main idea consists in estimating the con-
sumption of a global digital system, based on an accurate
power estimation of its sub-components. Each component
has been fully characterized and is available in a dedicated
library. Once the components have been fully character-
ized and that accurate models are built, designers have
the possibility to construct their architecture by connect-
ing components in a design entry tool that is similar to
schematics or with a hardware description language. The
full design may then be simulated at high-level to evaluate
the performances and obtain an accurate evaluation of the
design power profile. Note that, our methodology makes
it possible to test various combinations of components and
then of architectures very easily, by simply modifying the
components in the high-level design entry tool.

3.2 Model Definition
The purpose of the characterization phase is to develop

a power model of a component by extracting the relevant
information that has a direct impact on power.

In order to evaluate the power consumption of a given
circuit, we propose to provide each operator with a power
model that depends on the activity rate of its inputs. Each

operator model consists actually of two sub-models M1
and M2 that are described in Fig. 1. M1 constitutes a
first model that predict the power consumption for given
(signal rates) SR or (α) and (percentage logic high) PLH
or (p) of all inputs. The signal activity of the inputs is
expressed in terms of millions of transitions per second
(Mtr/sec). For every input, PLH refers to the percentage
of time during which the signal is at HIGH level, on a
period of 1 s. The global model provides then an average
of the energy consumed during this period.

The second sub-model (M2) makes it possible to es-
timate the signal activity of the outputs as well as the
percentage logic high according to the operator’s inputs.
This second model is particularly useful when designers
want to propagate the signals’ activity as well as the PLH
among all connected operators in their design.

In order to obtain a global power estimation for the en-
tire design, it is then possible to sum-up the power con-
tribution of each operator, at high level. A global power
value can be computed according to eq. 2.

PGlobal =M1,1(α1, p1) +

N−1∑
i=2

M1,i(βi−1, hi−1). (2)

Figure 1. Operator Model

Both M1 and M2 sub-models have been implemented
using neural networks that are classical tools that have
shown their efficiency in lots of domains. They especially
perform very well in classification and also in non-linear
regression problems.

4 Experiments and results

Two types of power estimation have been performed.
The first corresponds to the classic power estimation that
is achieved in the last steps of an FPGA design flow (af-
ter place and route). Regarding Xilinx FPGAs, this step
is implemented using XPA. The second power estimation
has been performed using our neural networks models. In
this case, simulation is implemented in Matlab and takes
place at high-level.

4.1 Per-operator Verification
At operator-level, a verification phase is performed to

calculate the accuracy of the proposed models. As shown
in Fig. 2, XPA has been used to estimate the power con-
sumption of a 16 bit adder and a 16 bit multiplier. For the
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same operators, the MATLAB tool has then been used to
estimate the dynamic power consumption using the neural
approach.
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Figure 2. Neural network accuracy mea-
surements

The relative error has been calculated according to
10000 data samples. The results shown in this table in-
dicate a relative error that is very small (around 0.01%).
This shows that neural networks have learned the behav-
ior of XPA and are able to model it very accurately.

4.2 Per-system Verification
At system-level, verification of several scenarios have

been performed. Figure 3 describes a function composed
of single operators. As in the per-operator approach, XPA
has been used to evaluate the power of the global system
as well as the SR and PLH parameters. In parallel, another
global model has been built under Matlab and consists in
interconnecting both M1 and M2 models for each opera-
tor and perform an high-Level simulation. This simulation
aims to propagate the parameters throughout all operators
and provides an overall power estimation.

F=(x1+x2)op(x3+x4)
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Figure 3. System level power estimation
XPA vs NN

Note that two functions have been implemented : Fi =
(a op b) op (c op d), where op can either be an adder or a
multiplier. As in eq. 4, a mean absolute percentage error
is calculated over 5000 data samples at system-level to
evaluate the accuracy of the approach. PXPA is the power
consumption calculated using the XPA tool and PNN is
the power consumption estimated by the power model.

%MAPESystem−level =
100

n

n∑
i=1

|PXPA − PNN |
PXPA

(4)
According to the results given in Table 1, it can be seen

that our method provides a good accuracy at system-level
with an error that is less than 8%.

Arithmetic Function Neural models (MAPE %)
F1(op1=+, op2=+, op3=+) 7.3699
F2(op1=*, op2=*, op3=*) 3.5158

Table 1. Models Accuracy for Different
Functions

5 Conclusion

In this work, we have presented a new methodology, in
which neural networks are the key models used for High-
Level estimation of the consumed power. Two types of
neural networks have been used to estimate power and
signal activity (signal rate and PLH). Both types show a
very good accuracy when considering simple operators.
When using these models to evaluate more complex func-
tions, the obtained results are less accurate on the power
estimation due to the fact of the modeling errors and the
interconnections power.
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