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Dark matter in the Milky Way may annihilate directly into γ rays, producing a monoenergetic spectral
line. Therefore, detecting such a signature would be strong evidence for dark matter annihilation or decay.
We search for spectral lines in the Fermi Large Area Telescope observations of the Milky Way halo in the
energy range 200 MeV–500 GeV using analysis methods from our most recent line searches. The main
improvements relative to previous works are our use of 5.8 years of data reprocessed with the Pass 8 event-
level analysis and the additional data resulting from the modified observing strategy designed to increase
exposure of the Galactic center region. We search in five sky regions selected to optimize sensitivity to
different theoretically motivated dark matter scenarios and find no significant detections. In addition to
presenting the results from our search for lines, we also investigate the previously reported tentative
detection of a line at 133 GeV using the new Pass 8 data.

DOI: 10.1103/PhysRevD.91.122002 PACS numbers: 95.35.+d, 95.30.Cq, 98.35.Gi

I. INTRODUCTION

Cosmological observations reveal that ∼80% of the
matter in the Universe is dark matter (DM). Cosmic
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microwave background measurements, galactic rotation
curves, and gravitational lensing (among others) each
provide strong evidence for the existence of DM [1–3].
One of the leading DM candidates is the Weakly Interacting
Massive Particle (WIMP), though other candidates such as
gravitinos may also account for some or all of the observed
DM (see Refs. [4,5] for recent reviews of particle DM
candidates).
WIMPs and other DM candidates may annihilate or decay

to Standard Model particles, which would produce γ rays.
Gamma-ray signals from DM annihilation or decay are
expected to typically produce a broad spectral signature
(see Refs. [6,7] for recent indirect DM search reviews). The
difficulty in detecting such a signal lies in distinguishing it
from other standard astrophysical processes. However, if the
DM annihilates or decays into a photon and a neutral particle
(such as another photon or Z boson), approximately mono-
energetic γ rays will be produced in the rest frame. For
nonrelativistic DM particles, this would give rise to a
monoenergetic photon signal in the otherwise smooth
spectrum of the standard astrophysical emission. Such a
sharp spectral signature is not expected from standard
astrophysical mechanisms, though non-DM induced mech-
anisms have beenproposed (e.g., [8]). Thebranching fraction
ofmonoenergetic DMannihilation channels is typically loop
suppressed, hσviγγ ∼ 10−4hσvi − 10−1hσvi, where hσvi is
the total velocity-averaged DM annihilation cross section
and hσviγγ is the cross section for DM annihilation to two γ
rays [9–13]. The total annihilation cross section that would
produce the currently observed abundance of DM in the
Universe is hσvi ≈ 3 × 10−26 cm−3 s−1, assuming thatDMis
a thermal relic [14].
In this paper, we search for γ-ray spectral lines using data

obtained by the Large Area Telescope (LAT) [15] on board
the Fermi Gamma-ray Space Telescope. The LAT has been
surveying the γ-ray sky in an energy range of 20 MeV to
over 300 GeV since 2008, making it an ideal instrument
to search for γ rays from DM interactions. WIMP DM
candidates typically have ∼GeV to ∼TeV scale masses;
therefore, WIMP annihilations would produce γ rays
detectable by the LAT. Specifically, DM annihilations
directly into pairs of γ rays will create a spectral line at
the rest mass energy of the DM particle. Besides being a
strong indication of WIMP interactions, spectral lines are
one of the best ways to search for gravitino (another DM
candidate) decay [16].
The LAT Collaboration has published four previous line

searches, each improving and expanding the analysis
relative to the previous works. Our first analysis searched
for lines from 30 to 200 GeV using 11 months of data [17].
The search using two years of data expanded the energy
range to search for lines down to 7 GeV and made use of
control regions to estimate systematic uncertainties [18].
The 3.7-year analysis covered the energy range from 5 to
300 GeV and included a thorough investigation and

quantification of the systematic uncertainties [19]. That
work also included a detailed investigation of a tentative
linelike feature near 133 GeV reported in the region around
the Galactic center (GC) [20,21]. An analysis extending to
lower energies (100 MeV to 10 GeV), where systematic
uncertainties typically dominate, was performed using
5.2 years of data [22]. In that paper, the systematic
uncertainties were quantified, and also incorporated into
the likelihood analysis. These past analyses used previous
iterations (or “passes”) of the LAT event reconstruction and
classification [15,23].
In this work, we update the results from our previous

line searches using 5.8 years of Pass 8 data. We present
an analysis performed over three decades in energy that
incorporates systematic uncertainties estimated using con-
trol regions. Sections II, III, and IV outline the event
selection, regions of interest, and energy dispersion mod-
eling respectively. Section V describes the methods for
fitting the γ-ray spectrum and Sec. VI details the systematic
studies. Section VII presents the results of searching for a
monoenergetic line in the γ-ray spectrum. Section VIII goes
into greater detail on the previously reported tentative
detection near 133 GeV in the region around the GC.
Finally, Sec. IX summarizes the results.

II. DATA AND EVENT SELECTION

The LAT Collaboration has recently developed an
extensive update of the event reconstruction and classi-
fication (Pass 8) which improves the performance of the
LAT and reduces systematic uncertainties [24]. Pass 8
events are classified according to the estimated accuracy of
the direction reconstruction. Each event was assigned a
point spread function (PSF) “type” from PSF0 (worst) to
PSF3 (best), with each type containing about one quarter
of the total number of events in logarithmic energy bins.
Events are also classified according to the estimated
accuracy of the energy reconstruction. Each event is
assigned an energy dispersion type (et) from EDISP0
(worst) to EDISP3 (best) according to the reconstruction
quality estimator “BestEnergyProb.” Each energy
dispersion event type contains roughly one quarter of the
events in logðE=MeVÞ energy bins. Figure 1 (left panel)
shows the energy dispersion Deff [ðE0 − EÞ=E] at 100 GeV
for each EDISP type. The energy resolution (68% contain-
ment) is shown in Fig. 1 (right panel). The expected energy
resolution is greatly improved in EDISP3 compared to
EDISP0.
Figure 2 compares the energy dispersion in Pass 8 and

Pass 7REP for the energy range 5 < logðEÞ=MeV < 5.2.
While the energy resolution has not significantly improved
in Pass 8, the number of events accepted in each event class
is higher. The increase in acceptance is due, in part, to the
ability of event reconstruction in Pass 8 to isolate the
gamma-ray events when a cosmic ray is in near coincidence
with the gamma ray, more generally referred to as pileup or
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“ghost” events [23]. The largest impact relevant to this
analysis is an increased effective area in Pass 8 by ∼30%
for events above 10 GeV for the Clean class. We note that
the specific “Clean” event selections are different between
Pass 7REP and Pass 8. However, both are defined such that

the resulting residual cosmic-ray (CR) rate is at or below
the extragalactic γ-ray background above 100 MeV.
We used data from a 5.8-year period with the

P8_CLEAN event selection to search for spectral lines
in the energy range 200 MeV to 500 GeV. To allow for
sidebands in each fit, we used LAT γ-ray data from
100MeV to 750 GeV. Details on additional event selections
are given in Table I. We split the data into Celestial and
Earth Limb data sets using cuts on both the instrument
rocking angle (θr) and the event zenith angle (θz); see Fig. 1
of Ref. [19] for a schematic depicting θr, θz, and event
incident angle θ. Gamma rays from the Earth’s Limb are
produced by CR interactions in the Earth’s upper atmos-
phere so it is used as a control region where no true spectral
lines are expected from dark matter annihilation or decay
(see Appendix A).
We extract our signal regions of interest (ROIs) and other

control regions from the Celestial data set, where we
require θz < 100° in order to remove emission from the
bright Earth’s Limb. No point source masking is applied
since at lower energies the width of the PSF increases
significantly. Using an energy-dependent point source
mask, as was done in our 3.7-year analysis, would result
in removing most of the data set below ∼1 GeV. The initial
data reduction and all of the exposure calculations were
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TABLE I. Summary table of data selections.

Selection Celestial Earth Limb

Observation period August 4, 2008–April 30, 2014 August 4, 2008–April 30, 2014
Mission Elapsed Timea (s) [239557417–420595073] [239557417–420595073]
Energy range (GeV) [0.1–750] [2.5–750]
Rocking angle (θr) <52° >52°
Zenith angle (θz) <100° 111° < θz < 113°
Data qualityb Yes Yes

aMission Elapsed Time is the number of seconds since 00:00:00 UTC January 1, 2000.
bDATA_QUAL == 1 && LAT_CONFIG ==1.
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performed using the LAT Science Tools1 version 09-33-03,
and the P8_CLEAN_V5 instrument response functions.2

III. REGIONS OF INTEREST

Within our Celestial data set, we define our signal ROIs
to be the same as those considered in Ref. [19]. These ROIs
were optimized for either annihilating or decaying DM and
for different profiles of the spacial distribution of the DM
distribution in the Galaxy. We used four models of the DM
distribution: Navarro-Frenk-White (NFW) [25], an adia-
batically contracted NFW (NFWc), Einasto [26], and a
cored isothermal profile [27].
A generalized NFW profile [28] is given by

ρðrÞ ¼ ρ0
ðr=rsÞγð1þ r=rsÞ3−γ

ð1Þ

with rs ¼ 20 kpc. The NFW and NFWc correspond,
respectively, to the cases where γ ¼ 1 and γ ¼ 1.3. We
also use an Einasto profile defined as

ρðrÞ ¼ ρ0 expf−ð2=αÞ½ðr=rsÞα − 1�g; ð2Þ

where rs ¼ 20 kpc and α ¼ 0.17 [26]. Finally, we consider
a cored, isothermal profile given by

ρðrÞ ¼ ρ0
1þ ðr=rsÞ2

ð3Þ

with rs ¼ 5 kpc. We normalize all profiles by fixing the
local DM density to ρðr⊙ ¼ 8.5 kpcÞ ¼ 0.4 GeVcm−3.3

Figure 3 compares these DM distributions.
Each ROI is defined as a circular region centered on the

GC. We mask the Galactic plane (GP) except for a 12° ×
10° box centered on the GC. The ROIs are named after the
value of RGC they subtend (e.g., for R3, RGC ¼ 3°). The
annihilation ROIs are R3, R16, R41, and R90 optimized for
the NFWc, Einasto, NFW, and isothermal DM profiles
respectively. R180 is the optimal ROI to search for spectral
lines from DM decay (e.g., χ → νγ). In the GP, longitudes
further than 6° from the GC are removed from all ROIs
larger than R3. This is because we do not expect a large DM
signal in that region and the γ-ray emission is dominated
by standard astrophysical sources. For details on the
ROI-optimization procedure, see Appendix B of Ref. [19].

Figure 4 shows the counts map of the Celestial data set in
R180 with the outlines of the other signal ROIs, and the
exclusion of the GP. We note that these ROIs are different
from those in Ref. [22], which optimized the ROIs only at
lower energies where the fits are dominated by systematic
uncertainties.
For the smallest ROI, R3, the effects of leakage both in

and out of the ROI from the PSF dominate the search
region. The 68% containment radius of PSF3 is ∼2° at
200 MeV and improves to ∼0.4° at 1 GeV. Therefore, we
only use PSF3 events for fits in R3 below 1 GeV. For all
other fits, events from every PSF type are used.

IV. ENERGY DISPERSION MODELING

The energy dispersion is the probability density of
reconstructing a true energy (E) as E0. The LAT
Collaboration parametrizes the energy dispersion proba-
bility density function of E0 in cos θ and true energy. In this
work, we define an effective energy dispersion (Deff ),
where we have averaged over cos θ assuming an isotropic
source.4

As in Ref. [19], we find Deff for a given E is well
described as a sum of three Gaussians. We create separate
Deff models for each of the EDISP types. Specifically, this
is done as follows:

DeffðE0;E; etÞ ¼
X3
k¼1

ak
σk

ffiffiffiffiffiffi
2π

p e−ððE
0=EÞ−ð1þμkÞÞ2=2σ2k ; ð4Þ

where a3 ¼ 1 − a2 − a1 (with ai > 0 required) and
σ1 > σ2 > σ3. We fit the triple Gaussian model at energies
from 100 MeV < E < 1 TeV in logarithmic steps of 0.25.
Then we can defineDeff for any energy by interpolating the
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FIG. 3 (color online). The four DM profiles as a function of the
distance from the GC, r.

1The Science Tools and documentation are available at http://
fermi.gsfc.nasa.gov/ssc/data/analysis/scitools/overview.html.

2The instrument response functions used (P8_CLEAN_V5) is
not one that will be released publicly. P8_CLEAN_V6 will be the
first released. Both have been derived with the same data set and
have only minor technical differences that do not affect this
analysis.

3We note that values ranging from 0.2–0.85 GeV cm−3 are
possible at present [29–31]. Assuming a different local DM
density would simply scale our limits for DM annihilation and
decay by a factor inversely proportional to ρðr⊙Þ2 or ρðr⊙Þ
respectively.

4Our effective energy dispersion Deff can be evaluated using
the publicly available LAT energy dispersion models by perform-
ing an acceptance-weighted averaging along cosθ.
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parameters of the Gaussian. This method differs slightly
from that in Ref. [19] by using the EDISP type as the
second variable (in addition to E) in the 2D Deff model
instead of PE. By modeling the energy dispersion sepa-
rately for each EDISP type, we are able to give higher
weight to events with a better energy reconstruction. Using
the EDISP types adds extra information in the fit and
improves the statistical power over a 1D model by
∼10%–15%, depending on energy.

V. FITTING

A. Fitting procedure

To fit for spectral lines, we use a maximum likelihood
procedure in sliding energy windows in each of the five
ROIs described in Sec. III. We fit at a fixed Eγ at the center
of the energy window. We increment Eγ in steps of 0.5
σEðEγÞ, where σEðEγÞ is the energy resolution (68%
containment) of the LAT at Eγ . We perform our fits in
the energy domain and define both a background spectrum
model (Cbkg) and a signal spectrum model (Csig). We do not
incorporate spatial information in our fits since it would
make the resulting flux limits dependent on the DM
distribution profile assumed. Rather, we perform a generic
search for monoenergetic signals in each ROI. Since we fit
in narrow energy windows, we approximate the gamma-ray
background from diffuse and point sources as a simple
power law. The resulting expected distribution of counts is

CbkgðE0jΓbkg; nbkgÞ ¼ α

�
E0

E0

�
−Γbkg

EðE0Þ; ð5Þ

where Γbkg is the power-law index, E0 is a reference energy
set to 100 MeV, and EðE0Þ is the energy-dependent
exposure averaged over each ROI, which is needed since
the fit is performed in count space. The normalization
factor α is defined such that the total number of background

events in the fit window is nbkg ¼
R
αðE0

E0
Þ−ΓbkgEðE0ÞdE0. We

did not explicitly convolve our background model with the
energy dispersion (i.e. for Cbkg we assume E0 ¼ E). For fits
below 200 MeV, this approximation is not valid and
significantly degrades the goodness of the fits.
Therefore, we limit our search range to Eγ > 200 MeV.
Our signal spectrum is CsigðE0jEγÞ ¼ n0sigDeffðE0jEγÞ.

We account for systematic uncertainties that may induce a
false linelike signal or mask a true linelike signal in our
fitting by using the procedure described in Ref. [22]. This is
especially important for fits with very small statistical
uncertainties (see below). We include a nuisance parameter
by treating the best-fit number of signal events (n0sig) as the
sum of the true number of signal events (nsig) and a
systematic offset (nsyst) such that nsig ¼ n0sig − nsyst. We
constrain nsyst by modeling it as a Gaussian with a fixed
width σsyst with zero mean, where σsyst ¼ δfsyst × beff and
is determined based on fits in control regions (see Sec. VI).
Our overall model to fit for a line at Eγ is

CðE0j~βÞ ¼
�
n0sigDeffðE0jEγÞ þ α

�
E0

E0

�
−Γbkg

EðE0Þ
�

×Gsystðnsyst; beffÞ; ð6Þ
where

Gsystðnsyst; beffÞ ¼
1

σsyst
ffiffiffiffiffiffi
2π

p e−n
2
syst=2σ

2
syst ; ð7Þ

DeffðE0jEγÞ is a weighted sum over the four EDISP types,5

and ~β represents the model parameters Eγ, Γbkg, n0sig,
and nbkg.
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5We weight using the observed distribution of EDISP types in
each fit ROI and energy window.
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Unbinned fits are performed when there are fewer than
10,000 events in the fit window. When there are more than
10,000 events, we bin the data in 63 energy bins to avoid
large computation times. Each energy bin is much narrower
than the energy resolution of the LAT, making the binned
fits a close approximation to the unbinned fits, which we
confirmed in several test cases. We fit for a monoenergetic
signal, and our results are applicable to any sharp spectral
feature much narrower than the LAT energy resolution. We
will interpret our results in the context of DM annihilation
or decay in the next section.
To discuss uncertainties involved in a line search, we

define a quantity called the fractional signal (f) [19,22],
which can be thought of as the fractional size of a linelike
signal around the peak. Specifically f is

f ≡ nsig=beff ; ð8Þ
where beff is the effective background below the signal
peak. The number of effective background counts in a
given energy window [E−

i ; E
þ
i ] is calculated as

beff ¼
N�P

k
F2ðEγÞsig;k
FðΓbkgÞbkg;k

�
− 1

ð9Þ

where the summation runs over 63 energy bins in each
fit window, N is the total number of events in the fit,
and Fsig;k and Fbkg;k are the binned probability distribution
functions for the signal and background models: Fsig;k ¼R
bink dE

0Csig=nsig and Fbkg;k ¼
R
bink dE

0Cbkg=nbkg, respec-
tively. This definition ofbeff is different than that presented in
Sec. VI A of Ref. [19]. However, both approximate the
number of background events under the peak.6By expressing
beff in terms of a sum of a function containing the signal and
background models, it is straightforward to calculate this
quantity for analyses beyond our line search. One could also
expand the sum to include spatial bins aswas done in a recent
search for a DM signal in the Large Magellanic Cloud [33].
This quantity is especially useful when describing systematic
uncertainties since nsig and beff for linelike features induced
by systematic uncertainties are both expected to scale as N.
The number of events in the energy window varies greatly
across our energy ranges and ROIs. In R180, the fit for
Eγ ¼ 214 MeV has 38.9 million events, while the fit at
Eγ ¼ 467 GeV in R3 has 52 events. The quantity f in effect
normalizes the large differences in the numbers of events.
Note that the significance of a systematically induced linelike
feature at a fixed f will scale as

ffiffiffiffi
N

p
.

Depending on the energy window, the fit will be
dominated by either statistical (δfstat ¼ 1=

ffiffiffiffiffiffiffi
beff

p
) or sys-

tematic (δfsyst) uncertainties. It is critical to account for the
systematic uncertainties in the fitting procedure since small
linelike features (f ∼ 0.01) can be statistically significant, if

δfsyst is not accounted for, when δfstat ≪ δfsyst. For
example, our fit at 947 MeV in R41 would have a local
significance (see definition below) of 8.9σ if δfsyst were
neglected. However, in that case f ¼ 0.008, which is well
within the systematic uncertainty range (see Sec. VI) and
therefore cannot be deemed a detection.
If we increase the energy window width, the statistical

uncertainty decreases because more events are introduced
into the fit. However, the systematic uncertainty (δnsyst ¼
δfsyst × beff ) would then increase because the power-law
approximation of the background energy spectrum becomes
less valid. In our previous works we characterized the
window width in terms of σE (68% containment) at Eγ .
The 3.7-year search [19], for whichmost fits were dominated
by statistical uncertainties, used �6σE windows. The 5.2-
year low-energy search [22] was dominated by systematic
uncertainties and we found�2σE windows to be optimal. In
order to have a common definition across our entire energy
range, we chose to define the window width to vary with Eγ:
�0.5Eγ. This causes the fit range to decrease naturally
relative to σEðEγÞ at low energies and widen relative to
σEðEγÞ at higher energies. A common window definition is
useful since the size of linelike features observed in our
control regions (which determines δfsyst) varies depending
on the window width.

B. Signal significance and trials factor

We define the local significance of a fit as the square root
of the test statistic (TS) (slocal ¼

ffiffiffiffiffiffi
TS

p
), where the TS is

defined as twice the logarithm of the ratio between the
likelihood maximized for the signal hypothesis and for the
null hypothesis (nsig ¼ 0):

TS ¼ 2 ln
Lðnsig ¼ nsig; bestÞ

Lðnsig ¼ 0Þ : ð10Þ

Since we perform many fits (121 fit energies in five
ROIs), the local significance (slocal) must be corrected by a
trials factor to obtain the global significance (sglobal). Since
our fits largely overlap spatially and in energy, simply
assuming all 605 fits are independent would severely
overestimate our trials factor. Therefore, we determine
the trials factor using background-only simulations. We
follow the procedure outlined in Sec. V B of Ref. [19]. We
created 1000 pseudoexperiments with our full-fit energy
range for our five ROIs. The pseudoexperiments had a
power-law energy spectrum with a Γbkg ¼ 2.3. We created
five independent data sets at each energy which correspond
to the spatially independent pieces of our nested ROIs. The
number of events in each piece were taken from a Poisson
randomization of the number of events seen in the actual
data. We then combined the appropriate subsets to create
the complete simulated data set for the whole region under
study. For each pseudoexperiment (i.e. a simulation of one
full search across the entire energy range and in all ROIs),

6Equation (9) approximates the statistical uncertainty on nsig
such that δnsig ≈ 1=

ffiffiffiffiffiffiffi
beff

p
(see Sec. 3.1 of Ref. [32]).
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we find the largest local significance (smax). We can then
use the cumulative distribution of smax to determine sglobal
for a given slocal. We show both the smax distribution and the
slocal to sglobal conversion for our line search in Fig. 5. We
empirically found that the effective number of independent
trials is 353� 11. In each of the five ROIs, the best-fit
number of independent fits is ∼72.6 taking into account the
overlap in neighboring energy windows.

VI. SYSTEMATIC UNCERTAINTIES

To estimate the systematics, we perform scans for lines
in control regions where the background events vastly
outnumber the signal events. Our main control region is
the GP excluding the GC (the white region in Fig. 4). Any
linelike features detected along the GP would be induced by
systematic uncertainties such as modeling deficiencies.
The two largest sources of systematic uncertainties are

our modeling the background flux spectrum as a power law
and our approximation of the energy-dependent variations
in the exposure. Since we do not mask point sources, the
Galactic diffuse emission and point sources are considered
together and approximated as a power law in each narrow
energy window. Also, as was discussed in Ref. [19], fine
energy-dependent variations in the LAT effective area are
difficult to model accurately. Any discrepancy in the overall
background model at Eγ [see Eq. (5)] can be compensated
for by an excess or absorptionlike feature. We assume that
the level of systematic uncertainties observed in the GP will
also be present in our signal ROIs.
Following Ref. [22], we quantify the level of the

systematic uncertainties by their fractional size δfsyst
(see Sec. V for details on f). In this way we can directly
apply the δfsyst observed in the GP to our signal ROIs. We
scan for spectral lines from 200 MeV to 500 GeV in 31
10° × 10° boxes along the GP. Specifically, we scan in
regions where jbj < 5° and l > 35° or l < 325°. The results
from this scan are shown in Fig. 6.

The general trend of the fractional signal with energy
shown inFig. 6 is due to the interplay between thebackground
model and energy-dependent variations in the exposure,
while the spread at each energy is due to variations from
region to region in the astrophysical emission. To further
investigate the energy-dependent variations in the exposure,
we analyzed two other control data sets: the Vela Pulsar and
the Earth Limb (see Appendix A). Note that the general
energy-dependent behavior of the observed fractional signals
in each control region differs (see Fig. 14). This is due to
differences in the deficiencies of our background models for
each control region compared to the observed emission.
Figure 6 shows that the fits start to become dominated by

statistical uncertainties (δfstat>δfsyst) around Eγ¼6GeV.
Therefore, we set δfGP ¼ 0.015 as the systematic level
from the GP since it is the 68% containment of fGP for
Eγ < 5 GeV. We note that the transition to dominance by
statistical uncertainties is dependent on the total number of
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events in the fit, not Eγ . For δfsyst ¼ 0.015 this occurs
around N ∼ 10; 000. Additionally, the value of δfsyst we
find here is slightly higher than that used in our 5.2-year
search [22] since we are using wider energy windows (see
Sec. VA).
An additional potential source of systematic uncertainty

is cosmic-ray contamination. To estimate δfCR, we use the
method described in Refs. [19,22]. Though a subdominant
effect, cosmic-ray contamination is most significant at high
Galactic latitudes. To estimate this uncertainty, we perform
fits for lines using a sample of events in R180 that contains
a high cosmic-ray contamination—a background enriched
(or “dirty”) sample. These are events that pass the
P8_SOURCE selection, but not the P8_CLEAN selection.
We then find the 68% containment of the f values observed
in our background enriched sample to define δfCR;dirty. To
obtain the appropriate δfCR value to use in our P8_CLEAN
signal data set, we scaled δfCR;dirty using the γ-ray
acceptance ratio between P8_CLEAN and P8_SOURCE
and the observed number of events in both event selections.
See Appendix D5 in Ref. [19] for more details. We estimate
δfCR ∼ 0.01 in R180 and R90. In R41, R16, and R3, δfCR
is negligible (<0.003). Adding δfCR in quadrature with
δfGP gives the total systematic uncertainty in each ROI:
δfsyst ¼ 0.016 for R180 and R90 and δfsyst ¼ 0.015 for
R41, R16, and R3.

VII. FITTING RESULTS

In our search for γ-ray spectral lines in five ROIs, the
data did not yield any globally significant lines. Our most
significant fit occurred at 115 GeV in R16 and had a local
significance of 2.8σ, which corresponds to a global
significance of 0.4σ (see Fig. 5). In the case of a null
result, the local fit significance will follow a one-sided
Gaussian according to Chernoff’s theorem [34]: half the
local fit significances will be zero since we require nsig < 0.
In Fig. 7, we fit our local significance distribution to a one-
sided Gaussian function and find a best-fit width of
0.81� 0.03. This is close to the expected value of one;
however, a width less than one suggests our δfsyst deter-
mined a priori is a slight overestimation.
Since no significant spectral lines are detected, we set

flux upper limits for monoenergetic emission. We also
derive limits for DM annihilation and decay from our flux
limits. We obtain a 95% confidence level (C.L.) count
upper limit by increasing nsig until the logarithm of the
likelihood decreased by 1.36 (2.71=2) with respect to the
maximum. Using the average exposure in each ROI at Eγ

[EROIðEγÞ], we can find the 95% C.L. monoenergetic flux
upper limit using

ΦmonoðEγÞ ¼
nsigðEγÞ
EROIðEγÞ

: ð11Þ

If the spectral line is produced by DM annihilation
directly into a pair of γ rays the expected differential flux
is given by

�
dΦγ

dE

�
ann

¼ 1

8π

hσviγγ
m2

DM

�
dNγ

dE

�
ann

Z
ROI dJann

dΩ
dΩ ð12Þ

where mDM is the mass of the DM particle,

ðdNγ

dE Þann ¼ 2δðEγ − E0Þ, and Eγ ¼ mDM. For lines produced
by DM decay into a γ ray and a second neutral particle, the
expected flux is given by

�
dΦγ

dE

�
decay

¼ 1

4π

1

τDM

1

mDM

�
dNγ

dE

�
decay

Z
ROI dJdecay

dΩ
dΩ

ð13Þ

where τDM is the DM lifetime, ðdNγ

dE Þdecay ¼ δðEγ − E0Þ, and
Eγ ¼ mDM=2. The “J factors” (Jann=decay) are proportional
to the expected intensity of γ-ray emission from DM
annihilation or decay in a given ROI assuming a specific
DM density distribution ρðrÞ. They are defined as an
integral over the line of sight of the DM density:

dJann
dΩ

¼
Z
l:o:s:

dsρðrÞ2 ð14Þ

and

dJdecay
dΩ

¼
Z
l:o:s:

dsρðrÞ: ð15Þ

Using the Φmono 95% C.L. upper limits derived using
Eq. (11), we solve Eqs. (12) and (13) for the 95% C.L.
upper limits on hσviγγ and the 95% C.L. lower limits on
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FIG. 7 (color online). Distribution of local significance values
for all our fits. Best fit to a one-sided Gaussian is shown.
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τDM respectively. The flux limits and DM limits are given in
Tables II–IV.
Figure 8 shows the hσviγγ 95% C.L. upper limits in our

four ROIs optimized for sensitivity to DM annihilation and
Fig. 9 shows the τDM lower limits in R180. Also shown are
the corresponding limits from our previous 3.7-year analy-
sis [19] and our previous 5.2-year analysis [22]. Two main
factors contribute to the differences in these three sets of
limits: different depths of exposure and different
approaches for the treatment of systematic uncertainties.
As was discussed in Sec. II, while the acceptance of the
LAT increased in Pass 8, the energy resolution did not
significantly improve. The results for each ROI benefited
from the increased exposure due to the larger effective area
in Pass 8. Also, our smallest ROIs (R3 and R16) benefited
from the increased exposure of the GC region during the
sixth year of data taking: from December 4, 2013 to
December 4, 2014, Fermi operated in a modified observing

mode7 that roughly doubled the rate of increase of exposure
in the GC relative to normal survey mode.
The 3.7-year analysis did not incorporate systematic

uncertainties into calculating the limits. As was shown in
Ref. [22], accounting for systematic uncertainties makes
the results more robust, especially for fits with a large
number of events where the systematic uncertainties
dominate. In our 5.2-year analysis, we chose a conservative
δfsyst value that resulted in all of the fits having a local
significance less than 1σ. In this work, we used a more
realistic δfsyst value, which results in a distribution of the
local fit significances that is significantly closer to a one-
sided Gaussian function (see Fig. 7). Therefore, on average,
our current limits should represent a greater improvement
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FIG. 8 (color online). 95% C.L. hσviγγ upper limits for each DM profile considered in the corresponding optimized ROI.
The upper left panel is for the NFWc (γ ¼ 1.3) DM profile in the R3 ROI. The discontinuity in the expected and observed limit in this
ROI around 1 GeV is the result of using only PSF3-type events. See Sec. III for more information. The upper right panel is for the
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7See http://fermi.gsfc.nasa.gov/ssc/proposals/alt_obs/obs_modes
.html.
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over the 5.2-year results than would be expected solely
from the increased exposure, since the 5.2-year analysis
was more conservative.

VIII. THE LINELIKE FEATURE NEAR 133 GeV

The γ-ray spectrum in the energy range near 133 GeV
has been of particular interest after a potential signal was
reported based on 3.7 years of data for a small ROI
containing the GC region [20,21]. A similar, yet not
globally significant, feature was also reported by the

LAT Collaboration [19]. There have been two relevant
developments since the previous results. The first is greater
exposure toward the GC, due in part to the modified
observing strategy described in Sec. VII. The second is the
implementation of the Pass 8 event classification that we
use here (see Sec. II). In this section we first compare the
overlapping events between Pass 7REP and Pass 8
(Sec. VIII A), and then measure how the apparent signal
has evolved with additional data in both R3 (Sec. VIII B)
and the Earth Limb (Sec. VIII C).

A. Event-level comparison of Pass 7REP and Pass 8

We first compare the reconstructed energies of events
that are in both the P7REP_CLEAN and P8_CLEAN event
classes (or event selections) and in the smallest ROI (R3).
Events must pass the event selections as outlined in Table I,
must be located in R3, and must have measured energies in
Pass 7REP greater than 20 GeV to be considered for this
comparison. A comparison of these events and events with
energies between 120–150 GeV is shown in the left panel
of Fig. 10. The distribution of energy differences between
Pass 7REP and Pass 8 is similar in shape for events in the
window around 133 GeV as for all events above 20 GeV.
We made similar studies in the ROIs outlined in Sec. III, in
the Earth Limb, and found similar results.
The LAT consists of 16 towers, each of which includes a

tracker module and a calorimeter module [23]. Pass 8
includes important updates to the energy reconstruction
near the edges of the calorimeter modules (<60 mm from
the center of the gap) [24,35]. Events that deposit the
majority of their energy (or have their reconstructed
centroid) near the edge of a calorimeter module are more
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simultaneously in both Pass 7REP and Pass 8. The left panel shows the fractional energy difference between Pass 7REP and Pass 8. The
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difficult to reconstruct accurately because of energy leak-
age of the shower into the gaps between modules, or
towers. Pass 8 applies an improved handling of this leakage
in the energy reconstruction algorithms. We show in Fig. 10
the distance of each reconstructed centroid from the center
of the calorimeter gap for the events passing the compari-
son selection outlined above. Each calorimeter crystal has a
width of 326 mm and the gap between modules of 44 mm
[15]. This yields a total width of 370 mm. In this figure,
0 mm marks the distance from the middle of the gap
between sets of crystals. The figure at the top also includes
a graphic to illustrate the location of the edge of the
calorimeter crystal with the center located at 185 mm.

About half of the overlapping events between Pass 7REP
and Pass 8 in the 120–150 GeV energy range were
reconstructed with centroids near the edges of the towers
(<60 mm from the center of the gap). As a consequence,
these events had the largest differences in reconstructed
energy and comprised the tails of the distribution shown on
the left in Fig. 10. There appears to be a slight enhancement
of events where much of the shower was lost between
modules in the energy range around 133 GeV relative to all
events above 20 GeV.

B. Feature in R3

To understand the impact of Pass 8 on R3, we first
considered the same time and energy range as our previous
3.7-year search [19]. The feature in Pass 7REP, which was
narrower than the energy resolution of the LAT and had a
local significance of 3.3σ. With Pass 8 the excess present in
Pass 7REP data is reduced to a local significance of 2σ as is
shown in Fig. 11.
We then considered the data for the full 5.8-year time

range. Figure 12 shows the fit for a γ-ray line at 133 GeV in
the 5.8-year Pass 7REP and Pass 8. The Pass 8 data are fit
using the method described in Sec. V and the Pass 7REP
data are fit similarly, but using the 2DDeff model described
in Sec. IVof Ref. [19]. The Pass 7REP curve shows a clear
decrease in local significance (from 3.3σ to 2σ) with respect
to the previous line analysis over a shorter time interval
[19]. Similarly for the Pass 8 data, the local significance
also decreases (2σ to <1σ) using the full 5.8-year data set.

C. Feature in the Earth Limb

The γ-ray spectrum of the Earth Limb (see Table I) is
expected to be featureless; however, in the Pass 7REP data
a 2σ feature was found at the same energy as the feature in
R3 [19,36]. This was a strong indication that the feature
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FIG. 11 (color online). Fit at 133 GeV for a γ ray in the 3.7-year
Pass 8 data set using the 2D energy dispersion model in R3. The
solid curve shows the signal and background fitting procedure
described in Sec. VA. The blue dotted line is the signal model
that best fits the data. The gray line, which is mostly hidden by the
solid curve, is the best-fit background. The bin size is such that
the energy resolution is sampled with three bins.
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FIG. 12 (color online). Fit at 133 GeV for a γ ray in a 5.8-year Pass 7REP (left panel) and Pass 8 (right panel) data sets using the 2D
energy dispersion model in R3. The solid curve shows the signal and background fitting procedure described in Sec. VA. The blue
dotted line is the signal that best fits the data. The gray line, which is mostly hidden by the solid curve, is the best-fit background. The bin
size is such that the energy resolution is sampled with three bins.
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seen in R3 could have been, in part, a systematic effect.
We carried out additional studies with Pass 8 event
reconstruction and the full data set to further understand
this feature in the Limb. Figure 13 shows a fit to a γ-ray line
at 133 GeV using the full 5.8-year Pass 7REP and Pass 8.
We find a slight detection of a linelike feature in both Pass
7REP and Pass 8 with a similar fractional size. With Pass 8
the significance increases slightly due mainly to the
increase in the number of events from the greater accep-
tance of Pass 8.
We note that no feature at 133 GeV is present in the GP

control region (Sec. III). To try to understand the nature of
the slight excess in the Earth Limb with no detection in the
GP, events in the GP were reweighted in θ and in azimuthal
angle, ϕ, to the distribution in the Limb. This would
indicate a dependence of the feature on the particular
distribution of arrival directions of the γ rays in instrument
coordinates. The reweighting also yielded no detection of a
linelike feature at 133 GeV in the GP. Additionally the
Limb selection criteria was modified (in both θr and θz) to
see if the feature was enhanced or decreased in any
particular part of phase space. The only significant change
came when splitting the Limb data by the signed value of
the rocking angle, θr. The feature appears more signifi-
cantly (2.6σ) for time intervals when the rocking angle of
the LAT was positive (θr < 52°), and almost disappears
(0.75σ) during time intervals when the rocking angle was
negative (θr < −52°). Requiring larger values of jθrj,
however, does not significantly change the fractional signal
or the significance.

IX. SUMMARY

In this work, we have presented an updated search for
γ-ray spectral lines using techniques developed in our
previous line searches [17–19,22] across more than three

decades of energy using data reprocessed and selected with
Pass 8. We searched for spectral lines in the energy range
from 200 MeV to 500 GeV in five ROIs optimized for
signals originating from Galactic DM annihilation or
decay. We do not find any significant spectral lines and
therefore set monoenergetic flux upper limits in each of
our ROIs.
Our search improves on our most recent 3.7-year

analysis [19] and 5.2-year analysis [22] with increased
exposure and a broader energy range. This results in a
corresponding increase in the exposure for the entire 5.8-
year time range. Additionally, the exposure toward our
smallest ROIs (R3 and R16) benefited from Fermi operat-
ing in a modified observing mode that roughly doubled the
rate of accumulation of exposure in the GC region for the
last five months of the data set relative to the normal
survey mode.
Additionally, we have improved our treatment of the

systematic uncertainties in this analysis. We explicitly
incorporate the systematic uncertainties in our limits by
including a nuisance parameter in our likelihood function
using an δfsyst value based on fits for linelike features along
the GP. Our current limits improve, on average, relative to
our 5.2-year limits in part because we use a more realistic
δfsyst value. In fits for which systematic uncertainties were
the dominant uncertainty (i.e. lower energy fits in larger
ROIs that had more than ∼10; 000 events),8 our 5.8-year
limits are more robust.
We investigated in particular a previously reported

linelike feature at 133 GeV after an initial excess
was found with local significance 3.3σ [19]. Two
additional years of data and new event reconstruction
and selection algorithms see the feature decrease from
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FIG. 13 (color online). Fit at 133 GeV for a γ ray in a 5.8-year Pass 7REP (left panel) and Pass 8 (right panel) data sets using the 2D
energy dispersion model in the Earth’s Limb. The solid curve shows signal and background fitting procedure described in Sec. VA. The
blue dotted line is the signal that best fits the data. The gray line, which is mostly hidden by the solid curve, is the best-fit background.
The bin size is such that the energy resolution is sampled with three bins.

8For example, in our search, fits with Eγ < 10 GeV and
Eγ < 150 GeV have δfsyst < δfstat in R3 and R180 respectively.
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fð133 GeVÞR3 ¼ 0.61 in the 3.7-year Pass 7REP data set
to fð133 GeVÞR3 ¼ 0.07 in the 5.8-year Pass 8 data set.
This fractional signal in Pass 8 is consistent with what is
also seen in the Earth Limb control region. With the entire
5.8-year Pass 8 data set, the local significance has dropped
to 0.72σ (from 2.0σ in the 3.7-year data set), which is
consistent with most of the original features originating
from a statistical fluctuation. The fact that the feature at
133 GeV is still marginally significant in the Earth Limb
suggests a small systematic effect at this energy; however,
no such feature is present in the GP control data set.
The sensitivity of future line searches with the LAT will

increase with continued exposure. Additional improve-
ments require a more sophisticated modeling of the
standard astrophysical backgrounds beyond our simple
power-law approximation.
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APPENDIX A: OTHER CONTROL SAMPLES

Our main quantification of δfsyst was determined based
on fits in 10° × 10° ROIs along the GP. This is because the
background γ-ray emission in the GP is broadly similar to
that in our signal ROIs. Systematically induced linelike

features in the GP could be produced by approximating the
background spectrum as a power law and unmodeled
energy-dependent variations in the exposure.
One can also use other control samples to further study

systematically induced linelike features. The two additional
control samples we consider are the Earth’s Limb and the
Vela Pulsar. Both are extensively used by the LAT
Collaboration for studies of systematic uncertainties [23]
and were also used as control samples in previous line
searches [19,22]. It should be noted that the intrinsic γ-ray
emission in these two control regions is different from that
in the GP.
The Earth’s Limb emission is composed of γ rays

produced via CR interactions in the Earth’s upper atmos-
phere. The Limb data set is composed of events which pass
the selection jθrj < 52° and 111° < θz < 113° (see Table I).
Above a few GeV, the energy spectrum of the Limb is well
modeled as a power law [36]. Therefore we expect the
power-law approximation of background spectra to be
better than in the GP. Below a few GeV, modeling the
Limb spectrum becomes complicated due to the geomag-
netic cutoff, so we only fit for linelike features in the Limb
with Eγ < 5 GeV.
We select a 20° ROI around the Vela pulsar using the

“Celestial” data selections outlined in Table I. In our Vela
analysis, we use pulsar phases calculated with the TEMPO2
package9 [37] and the standard ephemeris.10 For our line
fits, we select the on-pulse data (γ rays with phases in the
ranges ½0.1; 0.3� ∪ ½0.5; 0.6�) and model the background in
energy bin i as a sum of the off-pulse (γ rays with phases in
the range [0.7, 1.0]) spectrum and an exponential cutoff
model

Cbkg;Vela ¼ α

�
E0

E0

�
−Γbkg

exp½−ðE=EcÞ�EðEÞ; ðA1Þ

where α is the normalization factor, E0 is set to 100 MeV.
We fix Ec ¼ 3 GeV (which is slightly different from
those cited in Ref. [38]) and let Γ float free in the fit.
Since the Vela spectrum cuts off steeply above a few GeV,
we only fit for lines up to Eγ ¼ 10 GeV, making this
region complementary to the higher-energy studies per-
formed using the Limb data. The observed fractional
signal values in the GP, Vela, and the Limb are shown
in Fig. 14.
Note that the features observed in the Limb, Vela, and the

GP do not have the same energy dependence. This is
because the inaccuracies of the background model are
different in each control region and these errors induced
different linelike features, especially from the modeling of
the background spectra. For example, a slight increase of f

9See http://www.atnf.csiro.au/research/pulsar/tempo2/.
10See http://fermi.gsfc.nasa.gov/ssc/data/access/lat/ephems/.
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values is observed in the GP around 1.5 GeV, and a similar
increase is observed in the Vela scans, but closer to
800 MeV instead. Both background models approximate
the energy-dependent exposure similarly, but the flux

models differ since the intrinsic γ-ray emission in the
GP does not cut off like the Vela emission does. Therefore,
the deficiencies in the total background spectral modeling
induce f values with different energy dependencies.
However, we note that the magnitude of the induced
fractional signals is similar across all control regions.
This motivated our choice of modeling δfsyst with a general
Gaussian envelope centered on zero instead of using a more
sophisticated energy-dependent model.

APPENDIX B: 95% CONFIDENCE
LEVEL LIMITS

We present the 95% C.L. flux upper limits derived for
each of our five ROIs in Tables II–IV. We also give the
annihilation cross section upper limits for the DM profiles
in each ROI where sensitivity to that DM model has
been optimized: R3 (contracted NFW profile), R16
(Einasto profile), R41 (NFW profile), and R90 (isothermal
profile), and the decay lifetime lower limit for R180 (NFW
profile).

TABLE II. 95% confidence level limits from all ROIs for fit energies from 0.214–5.22 GeV. The first column for each ROI
is the (Φγγ) upper limit in 10−8 cm2 s−1. The second column for each is the upper limit on hσviγγ in 10−30 cm3 s−1 for the DM
profile for which that ROI is optimal. For R180, we state a lower limit on τγν (NFW) in 1028 s. Note that for τγν, the energy
is mχ=2.

R3 R16 R41 R90 R180

Energy Φγγ hσviγγ Φγγ hσviγγ Φγγ hσviγγ Φγγ hσviγγ Φγγ τγν

(GeV) NFWc Ein NFW Iso NFW

0.214 18.4 0.766 45.5 2.79 135 8.52 315 25.8 587 0.788
0.234 15.7 0.778 38.0 2.79 117 8.78 280 27.4 530 0.798
0.255 14.8 0.873 34.0 2.97 102 9.14 248 28.8 477 0.813
0.278 14.8 1.03 32.4 3.35 96.4 10.2 228 31.5 440 0.810
0.303 13.2 1.10 30.9 3.79 92.0 11.6 210 34.4 399 0.820
0.329 12.8 1.26 28.9 4.20 85.5 12.7 189 36.6 353 0.852
0.358 11.4 1.32 26.3 4.51 82.4 14.5 168 38.4 310 0.893
0.388 10.1 1.37 21.5 4.33 65.5 13.5 141 37.9 264 0.965
0.421 9.16 1.47 18.8 4.47 56.5 13.7 121 38.2 228 1.03
0.456 8.59 1.61 16.7 4.66 48.9 13.9 105 39.2 199 1.09
0.493 7.42 1.63 14.7 4.78 42.2 14.1 89.2 38.8 171 1.18
0.533 6.45 1.66 13.5 5.13 37.5 14.6 78.8 40.0 149 1.25
0.576 5.71 1.71 11.8 5.23 33.8 15.3 70.7 41.8 134 1.28
0.620 4.66 1.62 10.4 5.35 30.6 16.2 63.7 43.8 121 1.32
0.668 3.83 1.54 9.84 5.88 29.5 18.1 62.0 49.3 115 1.29
0.718 3.26 1.52 8.78 6.06 26.8 19.0 57.4 52.8 107 1.29
0.770 3.30 1.77 7.80 6.20 23.1 18.8 49.3 52.3 76.3 1.69
0.826 2.85 1.76 6.74 6.16 19.6 18.3 39.8 48.4 73.4 1.64
0.885 2.26 1.60 6.36 6.66 17.6 18.9 33.6 47.0 61.3 1.83
0.947 2.52 2.05 7.32 8.79 19.3 23.7 37.1 59.5 68.7 1.52
1.01 2.25 2.09 8.68 11.9 22.6 31.8 44.8 82.1 81.9 1.19
1.08 2.45 2.60 9.29 14.6 24.6 39.6 50.5 106 92.1 0.993

(Table continued)
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TABLE II. (Continued)

R3 R16 R41 R90 R180

Energy Φγγ hσviγγ Φγγ hσviγγ Φγγ hσviγγ Φγγ hσviγγ Φγγ τγν

(GeV) NFWc Ein NFW Iso NFW

1.16 2.22 2.69 8.68 15.6 23.3 42.8 49.0 117 89.5 0.956
1.24 1.82 2.51 7.55 15.4 20.8 43.7 43.8 119 79.3 1.01
1.32 1.47 2.31 6.39 14.9 18.0 42.9 37.0 115 67.1 1.12
1.41 1.29 2.30 5.12 13.5 14.6 39.6 29.7 105 53.8 1.31
1.50 1.21 2.45 4.03 12.1 11.5 35.4 23.1 92.3 41.3 1.60
1.60 0.936 2.16 3.17 10.8 8.66 30.3 17.6 79.8 31.9 1.95
1.70 0.815 2.13 2.92 11.3 7.12 28.3 14.2 73.2 25.6 2.27
1.81 0.596 1.77 2.20 9.68 5.66 25.5 11.1 65.1 20.5 2.67
1.93 0.430 1.45 1.84 9.18 4.70 24.1 9.98 66.4 17.9 2.87
2.06 0.428 1.64 1.93 11.0 4.68 27.2 9.70 73.3 17.0 2.84
2.19 0.461 2.00 1.87 12.1 4.63 30.5 8.91 76.4 15.7 2.88
2.33 0.506 2.50 1.75 12.8 4.23 31.6 7.78 75.8 13.7 3.09
2.49 0.365 2.04 1.35 11.2 3.47 29.4 6.88 76.0 12.0 3.32
2.65 0.234 1.49 1.07 10.1 2.87 27.6 6.19 77.5 10.7 3.51
2.82 0.239 1.72 0.844 8.99 2.48 27.1 5.61 79.8 9.70 3.62
3.00 0.282 2.31 0.738 8.92 2.31 28.6 5.26 84.8 8.63 3.82
3.20 0.222 2.05 0.780 10.7 2.22 31.1 4.28 78.1 7.30 4.25
3.40 0.289 3.03 0.915 14.2 2.07 32.9 3.85 79.5 6.47 4.50
3.62 0.326 3.86 1.02 17.9 2.11 38.0 3.22 75.3 5.76 4.75
3.85 0.321 4.31 0.925 18.4 1.95 39.7 2.83 74.9 4.91 5.24
4.09 0.271 4.11 0.764 17.2 1.52 35.0 2.43 72.7 4.01 6.03
4.35 0.175 3.00 0.715 18.1 1.25 32.5 2.22 75.1 3.66 6.21
4.63 0.180 3.48 0.561 16.0 1.11 32.6 2.00 76.4 3.15 6.80
4.91 0.157 3.43 0.445 14.4 0.964 31.9 1.68 72.5 2.84 7.10
5.22 0.115 2.82 0.263 9.59 0.656 24.5 1.33 64.7 2.35 8.10

TABLE III. 95% confidence level limits from all ROIs for fit energies from 5.54–43.8 GeV. The first column for each ROI is the (Φγγ)
upper limit in 10−10 cm2 s−1. The second column for each is the upper limit on hσviγγ in 10−29 cm3 s−1 for the DM profile for which that
ROI is optimal. For R180, we state a lower limit on τγν (NFW) in 1028 s. Note that for τγν, the energy is mχ=2.

R3 R16 R41 R90 R180

Energy Φγγ hσviγγ Φγγ hσviγγ Φγγ hσviγγ Φγγ hσviγγ Φγγ τγν

(GeV) NFWc Ein NFW Iso NFW

5.54 4.58 0.127 21.6 0.888 64.1 2.69 110 6.04 196 9.13
5.87 4.62 0.144 20.6 0.950 63.7 3.01 102 6.27 187 9.03
6.23 5.65 0.198 17.0 0.881 61.0 3.25 115 7.96 220 7.23
6.60 7.84 0.309 22.5 1.31 75.0 4.48 144 11.2 263 5.70
6.99 4.74 0.209 26.0 1.70 74.2 4.98 160 13.9 271 5.23
7.40 5.43 0.269 33.4 2.45 76.2 5.73 152 14.8 259 5.16
7.83 9.21 0.510 25.3 2.08 55.0 4.62 119 13.1 211 6.01
8.28 6.14 0.381 18.6 1.71 39.8 3.74 100 12.3 177 6.76
8.76 4.63 0.321 22.1 2.27 37.5 3.95 91.0 12.5 153 7.37
9.26 3.62 0.281 12.7 1.46 28.8 3.39 74.2 11.4 131 8.19
9.79 3.42 0.297 7.59 0.974 33.0 4.35 61.7 10.6 115 8.81
10.4 5.61 0.543 8.14 1.17 28.9 4.25 59.6 11.4 106 8.99
10.9 6.51 0.705 12.4 1.98 35.3 5.80 78.9 16.9 121 7.48
11.6 6.41 0.775 16.0 2.87 36.4 6.67 73.9 17.6 117 7.32
12.2 7.26 0.980 7.72 1.54 21.3 4.35 59.9 16.0 111 7.28
12.9 5.15 0.775 7.83 1.75 23.2 5.30 56.7 16.9 111 6.91

(Table continued)
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TABLE III. (Continued)

R3 R16 R41 R90 R180

Energy Φγγ hσviγγ Φγγ hσviγγ Φγγ hσviγγ Φγγ hσviγγ Φγγ τγν

(GeV) NFWc Ein NFW Iso NFW

13.6 2.97 0.499 8.42 2.09 21.9 5.57 41.3 13.7 84.1 8.64
14.4 2.86 0.536 5.91 1.64 15.3 4.34 27.4 10.2 60.9 11.3
15.2 3.00 0.626 6.52 2.02 15.8 5.01 30.1 12.4 61.4 10.6
16.1 2.76 0.645 6.66 2.30 17.1 6.06 40.6 18.7 68.4 9.02
17.0 4.07 1.06 8.18 3.15 23.0 9.08 39.8 20.4 68.4 8.54
17.9 2.50 0.726 10.2 4.37 20.8 9.19 42.5 24.4 62.6 8.83
18.9 3.40 1.10 5.79 2.78 13.8 6.79 34.9 22.4 50.2 10.4
20.0 5.54 2.00 3.65 1.96 11.3 6.21 19.6 14.0 32.5 15.3
21.1 4.14 1.67 6.56 3.92 11.2 6.84 12.2 9.74 22.3 21.0
22.3 2.10 0.946 3.66 2.44 5.57 3.81 9.01 8.02 18.7 23.7
23.6 1.90 0.957 3.74 2.78 6.43 4.91 9.89 9.83 17.7 23.7
24.9 1.47 0.829 2.97 2.47 8.70 7.43 14.8 16.4 24.2 16.4
26.4 1.41 0.888 3.78 3.51 11.4 10.9 19.7 24.5 38.1 9.86
27.9 1.77 1.24 4.56 4.74 14.4 15.3 29.8 41.3 46.3 7.67
29.5 1.22 0.958 7.05 8.19 15.7 18.7 26.4 40.9 44.9 7.50
31.2 0.753 0.661 4.37 5.68 9.49 12.6 20.5 35.5 37.5 8.47
33.0 0.708 0.695 3.28 4.77 4.12 6.14 13.7 26.6 31.2 9.62
34.9 1.29 1.42 4.17 6.79 5.95 9.93 14.9 32.4 25.4 11.2
36.9 2.51 3.08 4.71 8.58 10.6 19.9 23.2 56.4 28.8 9.34
39.0 2.81 3.87 3.18 6.48 9.47 19.8 18.4 50.1 25.4 10.0
41.3 2.45 3.79 3.07 7.01 7.00 16.4 14.0 42.8 23.1 10.4
43.8 3.70 6.41 4.71 12.1 7.13 18.8 12.7 43.6 20.7 11.0

TABLE IV. 95% confidence level limits from all ROIs for fit energies from 46.4–462 GeV. The first column for each ROI is the (Φγγ)
upper limit in 10−10 cm2 s−1. The second column for each is the upper limit on hσviγγ in 10−29 cm3 s−1 for the DM profile for which that
ROI is optimal. For R180, we state a lower limit on τγν (NFW) in 1028 s. Note that for τγν, the energy is mχ=2.

R3 R16 R41 R90 R180

Energy Φγγ hσviγγ Φγγ hσviγγ Φγγ hσviγγ Φγγ hσviγγ Φγγ τγν

(GeV) NFWc Ein NFW Iso NFW

46.4 3.37 6.54 5.66 16.3 7.64 22.5 11.6 44.7 16.4 13.0
49.1 2.58 5.62 6.40 20.7 5.66 18.7 6.18 26.6 10.9 18.4
52.1 1.27 3.12 4.56 16.6 3.07 11.4 4.55 22.0 9.86 19.3
55.2 1.23 3.38 3.96 16.2 3.88 16.2 4.73 25.7 10.2 17.7
58.6 2.30 7.13 4.85 22.3 5.87 27.7 7.28 44.6 10.0 16.9
62.2 1.99 6.95 3.32 17.2 2.85 15.1 4.38 30.2 5.77 27.6
66.0 1.17 4.59 1.82 10.6 2.11 12.6 5.03 39.1 5.38 27.9
70.1 1.17 5.18 1.90 12.5 4.49 30.2 5.92 51.9 5.61 25.2
74.5 1.11 5.56 3.63 26.9 6.61 50.3 4.81 47.6 9.46 14.1
79.2 0.543 3.08 1.48 12.4 3.31 28.5 4.27 47.8 8.32 15.0
84.2 0.448 2.87 0.951 9.03 1.88 18.3 2.82 35.7 4.95 23.8
89.6 0.396 2.87 0.947 10.2 2.36 26.0 4.20 60.2 6.77 16.3
95.4 0.343 2.82 0.891 10.8 2.88 35.9 7.63 124 9.86 10.5
102 0.619 5.77 2.29 31.6 4.25 60.0 6.57 121 9.60 10.2
108 0.541 5.73 4.89 76.5 5.89 94.6 5.60 117 5.26 17.4
115 1.26 15.2 4.92 87.5 7.45 136 6.11 145 5.47 15.7
123 1.11 15.1 3.84 77.7 6.04 125 4.17 113 3.64 22.1
131 0.693 10.8 3.11 71.7 4.49 106 5.09 156 5.11 14.8

(Table continued)
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