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Abstract Probability constraints are often employed to intuitively define safety of given decisions in
optimization problems. They simply express that a given system of inequalities depending on a decision
vector and a random vector is satisfied with high enough probability. It is known that, even if this
system is convex in the decision vector, the associated probability constraint is not convex in general.
In this paper, we show that some degree of convexity is still preserved, for the large class of elliptical
random vectors, encompassing for example Gaussian or Student random vectors. More precisely, our main
result establishes that, under mild assumptions, eventual convexity holds, i.e. the probability constraint
is convex when the safety level is large enough. We also provide tools to compute a concrete convexity
certificate from nominal problem data. Our results are illustrated on several examples, including the
situation of polyhedral systems with random technology matrices and arbitrary covariance structure.
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1 Introduction

1.1 Optimization with probability constraints

For a given mapping g : Rn × Rm→ Rk, we consider a constraint of the type:

P[g(x, ξ) ≤ 0] ≥ p, (1)

where ξ ∈ Rm is a random vector and p ∈ (0, 1) a user-defined safety level. Such constraints arise
when a parameter z of an ordinary inequality system g(x, z) ≤ 0 is uncertain: the probability (1) gives
an appropriate meaning to such an inequality system holding for sufficiently many realizations of the
random vector ξ ∈ Rm modelling perturbations of z.
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Optimization problems with such probability constraints are practically relevant as attested by numerous
applications in fields as diverse as energy, telecommunications, network expansion, mineral blending,
chemical engineering; see, e.g., [1, 18, 35, 56]. Dealing with probability constraints is however difficult
both in theory and practice. One major theoretical difficulty is that basic analytical properties of the
probability function such as differentiability or convexity are not immediately derived from nominal
properties of g. We refer the reader to [40,42,46] for a comprehensive and general overview on the theory
and the applications of probabilistically constrained optimization.

Although probability constraints are an intuitive and appealing model in many engineering applications,
the lack of understanding of their analytical properties has limited their deployment. This has lead to
an intensive development of alternatives to treat uncertainty in optimization. We refer for example to:
robust optimization [3], penalty approach [12], p-efficient point based methods [9, 10, 30, 52], scenario
approximation [6], sample average approximation [32, 33, 38, 53], boolean reformulations [28, 29], convex
approximation [37] or yet other approximations [16,22]. Common in these approaches are either the fact
that ξ is replaced by a random vector having a discrete and finite support (or sampled to make it so) or
an (inner or outer) approximation of the feasible set to (1).

There has also been an active research directly on probability constraints, with progress in understand-
ing their analytical properties and increasing the situations wherein they can readily be deployed. In
particular, striking process have been reported on optimization algorithms adapted to probability con-
straints (1). We refer to the results reported in [5] (where an sequential quadratic programming (SQP)
based solution methodology is suggested) and the promising bundle methods [58–60] (where convexity of
the feasible set of (1) is required). Theoretical research has also brought a better understanding of the an-
alytical properties of probability functions, including differentiability (see e.g., [54] and references therein
or [11,15,19,24,34,43,45,47–49]) or generalized differentiability (see the recent papers [57] and [17]) This
paper builds on this line of research: we study here the convexity properties of probabilistic functions and
sets, proving in a general framework that (1) is convex for large p ∈ (0, 1].

1.2 Convexity of probability constraints

In this paper, we focus on a key mathematical property in view of optimization with probability con-
straints: convexity of (1) in a general framework. To give a taste of the type of results and assumptions
that we could expect, let us start with a restricted framework. If the two following properties hold

(i) ξ admits a log-concave density,
(ii) the subset of Rn× Rm defined by the equation g(x, ξ) ≤ 0 is convex,

then the probability function

ϕ(x) = P[g(x, ξ) ≤ 0] =

∫
1{(x,y):g(x,ξ)≤0}f(ξ)dξ (2)

is log-concave since the integrand is so (e.g., [40, Theorem 4.2.1]). Therefore we get that the probability
constraint (1) can be expressed as

− logϕ(x) ≤ − log p

establishing convexity of the constraint for all p ∈ [0, 1]. This result can be further generalized stating
convexity of (1) provided that ξ admits a density disposing of generalized concavity properties and that
g is jointly quasi-convex (see, e.g., [40, section 4.6], [4], [44] or [8, Theorem 4.39] for a modern version of
such results as well as [14, Proposition 4]). In these results, the restrictive assumption is the joint quasi-
convexity. When g fails to satisfy this property, the feasible set defined by (1) need no longer be convex
for all p ∈ (0, 1) (see e.g., [23], or the forthcoming examples in Section 5). In some special cases though,
convexity can still be guaranteed when p is sufficiently large under some structural properties [20,21,50,61].
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However existing results are restricted to a special separable structure of g, so that (1) involves only “left-
hand side” uncertainty. To the best of our knowledge, none of the existing results cover the simple case
of uncertain affine constraints under Gaussian noise

A(ξ)x ≤ b with ξ ∼ N(0, I) (3)

with affine operators A(·) with general covariance matrix for A(ξ). Recall indeed that Theorems 10.4.3,
and 10.4.5 of [40] require A(ξ) to have a specially structured covariance matrix, essentially reducing the
situation to the case of a single row.

In this paper, we establish a general convexity result covering the situation of (1) wherein g is convex in the
first argument and ξ follows the so-called elliptical distribution. The class of elliptical distribution is quite
large, encompassing in particular Gaussian and Student random vectors. These random vectors admit a
nice “spherical-radial” decomposition that provides a convenient reformulation of probability functions.
From this formulation, we show that there exists a threshold p∗ such that the set of x satisfying (1) is
convex for all p > p∗. Even if this threshold might be not tight, it has the interest of having an explicit
analytical expression, which can be readily evaluated from concrete nominal problem data. As in the
previously cited convexity results, we need in our analysis further assumptions of two types

(i) some generalized convexity properties of the law of ξ,
(ii) some geometrical properties of g.

The specifically requested properties are given in the main result, Theorem 4.1, and the subsequent
discussion. Contrary to previous results though, our assumptions are general enough to cover many inter-
esting cases, including (3). Though quite general, our assumption can be readily checked from properties
of nominal problem data g and ξ. This is in contrast with the convexity result provided in [7], relying on
an abstract condition on the existence of a specific limit measure (see Definition 2 therein).

Our work is outlined as follows. Section 2.1 provides a preliminary introduction to the properties of
elliptical random vectors. The results therein allow us to derive in section 2.2 a convenient reformulation
of the probability function ϕ of (2). This reformulation is exploited to provide useful estimates in the case
that g described a half-space in section 2.3. In section 3 we show how generalized concavity hidden in the
nominal problem data is revealed and leads to a first concavity statement of ϕ on a specific subset of Rn.
The main results are given in section 4, wherein we also provide several refinements. Several illustrative
examples, including the case of (3) are provided in section 5.

1.3 Preliminaries: notation and basic assumptions

Throughout this paper we consider a non-linear mapping g : Rn × Rm→ Rk and assume that g is lower
semi-continuous with respect to the couple and convex with respect to the first argument. By the lower
semi-continuity of g, the set M(x) ⊂ Rm defined for a given x ∈ Rn by

M(x) := {z ∈ Rm : g(x, z) ≤ 0} (4)

is closed and consequently Borel-measurable. We can then properly define the probability function
ϕ : Rn→ [0, 1] by

ϕ(x) := P[g(x, ξ) ≤ 0] = P[ξ ∈M(x)]. (5)

Our goal is to prove that the probability constrained set

M(p) := {x ∈ Rn : ϕ(x) ≥ p} , (6)

is convex for large p ∈ (0, 1], under some assumptions on the function g and on the random vector ξ.
We emphasize here that we pay a special care to separate properties of g and ξ, in our notation and the
forthcoming assumptions which will be of the form (i) (ii), as above. Finally, we use the following standard
notation from convex analysis: for a given set A ⊆ Rn, Co(A) denotes its convex hull, cone(A) = R+A
denotes the conic hull, and intA refers to its interior.
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2 Elliptical random vectors and probability functions

In this section, we discuss the assumption that we make on the underlying randomness, and its con-
sequences on the expressions of the probability function ϕ of (5). We briefly introduce the broad class
of elliptical random vectors in Section 2.1. We then study the expression of probability functions with
elliptical distributions, for a general g in Section 2.2 and for an affine g in Section 2.3.

2.1 Elliptical symmetrically distributed random vectors

We say that the m-dimensional random vector ξ is elliptically symmetrically distributed with a density
parameterized by its mean µ, its covariance matrix Σ and a generator θ : R+→ R+ if it admits a density
fξ : Rm→ R+ (with respect to the Lebesgue measure) which can be expressed by:

fξ(z) = θ
(
(z − µ)TΣ−1(z − µ)

)
/
√

detΣ. (7)

The generator function θ : R+→ R+ may depend on the dimension, but the only requirement is that∫ +∞

0

tm/2−1θ(t)dt < +∞,

to guarantee that fξ is integrable. In this paper, we use, in short, elliptical random vectors, to refer to the
above definition, implicitly depending on the data (µ,Σ, θ). See the textbook [13], for more information
and properties on these random vectors.

The family of elliptical random vectors include many classical families: for instance, Gaussian random
vectors and Student random vectors are elliptical with the respective generators

θGauss(t) = exp(−t/2)/(2π)m/2 (8)

θStudent(t) =
Γ
(
m+ν

2

)
Γ
(
ν
2

) (πν)−m/2
(
1 +

t

ν

)−m+ν
2 , (9)

where Γ is the usual gamma-function. In this paper, we will illustrate our results with these two families,
but our developments are valid for any elliptical random vectors. Other examples, as logistic or exponential
power random vectors, are considered in the literature; see e.g. [13] and [27].

The key property for our developments is that an elliptical random vector ξ admits1 the so-called spherical-
radial representation

ξ = µ+RLζ. (10)

where L is a Cholesky factor of the invertible covariance matrix Σ (a lower-triangular matrix such that
Σ = LLT) and R and ζ are two independant random variables:

– R is a 1-dimensional random variable with support on R+ (we denote its law by µR)
– ζ has a uniform distribution on the m-dimensional euclidian sphere Sm−1 (we denote its law by µζ).

1 For sake of completeness, let us give a short argumentation leading to it. The characteristic function of ξ, has the form

ψξ(z) = E(exp (izTξ)) = exp (izTµ)γ(zTΣz),

for a function γ : R → R, called characteristic generator. As a consequence, the characteristic function of L−1(ξ − µ)
satisfies ψL−1(ξ−µ) = γ(zTz). By [13, Theorem 2.1], L−1(ξ − µ) then follows a spherical distribution. It now follows

from [13, Corollary to Theorem 2.2] that L−1(ξ − µ) admits the representation L−1(ξ − µ) = Rζ, which allows us to
conclude.
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Since ξ has a density, so does R by e.g. [13, Theorem 2.9] and the density function of R is given by

fR(r) =
2π

m
2

Γ (m2 )
rm−1θ(r2). (11)

We refer to this density function as the radial density function. For example, when ξ is Gaussian, the
radial density function is

fGuass
R (r) =

21−m/2

Γ (m2 )
rm−1 exp(−r2/2).

and R is a χ random variable with m degrees of freedom. When ξ is Student, R has a density related to
fm,µ the Fisher-Snedecor density with m and ν degrees of freedom (see e.g. [54, (4.10)] for its explicit
expression)

fStudent
R (r) = 2m−1rfm,µ(m−1r2). (12)

2.2 Reformulations of the probability function

We will see in the forthcoming Theorem 2.1 that the spherical-radial decomposition of an elliptical ran-
dom vector provides an alternative expression of the probability function ϕ with the help of the radial
distribution function of R and a ray function. To get to this result, we first recall that, as a consequence
of (10), the probability of any Lebesgue measurable set M ⊆ Rm can be represented as

P(ξ ∈M) =

∫
v∈Sm−1

µR
(
{r ≥ 0 : µ+ rLv ∩M 6= ∅}

)
dµζ(v). (13)

We can simplify the above expression with a slight assumption on M . This is the content of our first result
which features the ray function ρM : Sm−1→ {−∞} ∪ [0,+∞] defined, for v ∈ Sm−1, by the supremum

ρM (v) :=

{
supt≥0 t
s.t. µ+ tLv ∈M.

(14)

Lemma 2.1 Let ξ ∈ Rm be an elliptical random vector with mean µ. For a Lebesgue measurable set
M ⊆ Rm, we have the inequality

P(ξ ∈M) ≤
∫
v∈Sm−1

FR(ρM (v)) dµζ(v), (15)

where FR is the radial distribution function of R. Furthermore, equality holds when the set M is closed
and star-shaped with respect to µ, which means

z ∈M =⇒ µ+ λ(z − µ) ∈M for all λ ∈ [0, 1].

Proof We introduce the slice of R defined by the intersection of M with the ray directed by Lv

R(v) = {r ≥ 0 : µ+ rLv ∈M} .

The definition of ρM yields that R(v) is included in the segment of size ρM (v)

R(v) ⊆ [0, ρM (v)]. (16)

We deduce that
µR(R(v)) ≤ µR([0, ρM (v)]) ≤ FR(ρM (v)),

which gives (15) from (13). Assume now that M is closed and star-shaped at µ. Obviously µ ∈ M ,
so that 0 ∈ R(v). Note also that ρM (v) ∈ R(v) when ρM (v) is finite. Now, for any r ∈ (0, ρM (v)),
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µ + rLv = µ + r
ρM (v) (µ + ρM (v)Lv − µ), and consequently µ + rLv ∈ M , since M is star-shaped w.r.t.

µ. It follows that [0, ρM (v)] ⊆ R(v). Note that when ρM (v) = ∞, we can pick an arbitrary ρ > 0 large
enough such that µ + ρLv ∈ M . Arguing as above with starshapedness, we conclude that [0, ρ] ⊆ R(v),
which since ρ was arbitrary gives [0,∞) ⊆ R(v). We have thus established equality in (15) under the
additional star-shaped assumption. ut

Theorem 2.1 (Probability function for elliptical random vectors) Let ξ ∈ Rm be an elliptical
random vector with mean µ. Let x ∈ Rn be such that g(x, µ) ≤ 0. Assume furthermore that:

g(x, µ+ λ(z − µ)) ≤ 0 for all λ ∈ [0, 1], (17)

holds for all z such that g(x, z) ≤ 0. Then the probability function ϕ defined by (5) satisfies

ϕ(x) =

∫
v∈Sm−1

FR(ρ(x, v))dµζ(v) (18)

where the mapping ρ : Rn × Sm−1→ [−∞,+∞], called ray function, is defined from M(x) in (4) by

ρ(x, v) := ρM(x)(v) =

{
supt≥0 t
s.t. g(x, µ+ tLv) ≤ 0.

(19)

Proof The expression (19) comes from the definitions of ρM and ϕ in (14) and (5). The assumption (17)
means that the set M(x) is star-shaped with respect to µ. We conclude by applying Lemma 2.1. ut

This theorem is going to be the angular stone of our developments. From the expression (18) of the
probability function ϕ, we turn our attention in Section 3 to concavity properties of FR and ρ. Here we
give an illustration of (18) with a specific ξ. The next section studies further the case of a specific g,
namely an affine mapping.

Example 2.1 (Student random vector) Assume that ξ follows a multivariate Student distribution with
mean vector µ, covariance matrix Σ and ν degrees of freedom. From (12), the radial distribution satisfies

F Student
R (r) = Fm,µ(m−1r2),

where Fm,ν is the Fisher-Snedecor distribution with m and ν degrees of freedom. Then for a general
function g satisfying the assumptions of Theorem 2.1. we can write

ϕ(x) =

∫
v∈Sm−1

Fm,ν(m−1ρ(x, v)2)dµζ(v)

for all x such that g(x, µ) ≤ 0. ut

2.3 Case of a halfspace

In this section, we further detail the case when ξ is a general elliptical random variable, and g defines a
halfspace in Rm. Studying this special case provides us with estimates which will be used in the sequel.
We consider a single affine constraint, independent of x, written as

g(x, z) = cTz − γ

with c such that
∥∥LTc

∥∥ = 1 and γ ≥ cTµ. The mapping ρ(x, v) defined by (19) is the solution to the
equation cT(µ+ ρ(x, v)Lv) = γ which gives

ρ(x, v) =
γ − cTµ
cTLv

when cTLv > 0
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and +∞ elsewhere. Theorem 2.1 then gives

P[cTξ ≤ γ] =

∫
v∈Sm−1

FR(ρ(x, v))dµζ(v) (20)

that we split into two parts:

P[cTξ ≤ γ] =

∫
cTLv>0

FR(ρ(x, v))dµζ(v) +

∫
cTLv≤0

FR(ρ(x, v))dµζ(v)

=

∫
cTLv>0

FR

(
γ − cTµ
cTLv

)
dµζ(v) +

∫
cTLv≤0

dµζ(v)

=

∫
cTLv>0

FR

(
γ − cTµ
cTLv

)
dµζ(v) + µζ

( {
v ∈ Sm−1 : cTLv ≤ 0

} )
.

The second term of the right-hand side raises the need to make explicit expressions of uniform measures
on the sphere. In particular, we are going to use the two following results.

Lemma 2.2 (Measures on the sphere) Given w ∈ Rm with ‖w‖ = 1 and δ > 0, the uniform measure
of the sphere truncated at δ in the direction w

Sm−1
δ :=

{
v ∈ Sm−1 : wTv ≤ δ

}
can be written as the ratio

µζ
(
Sm−1
δ

)
=

∫ π

arccos δ

sinm−2 θ dθ∫ π

0

sinm−2 θ dθ

. (21)

Proof The characterization of the uniform measure on the sphere (see e.g. [55, Lemma 4.2], [36]) states
that the measure of a set S ⊂ Sm−1 is the volume of the part of the unit ball Bm in the cone generated
by S divided by the volume of Bm. This can be written, with λ denoting the Lebesgue measure, as

µζ(S) = λ
(

cone(S) ∩ Bm
)
/λ
(
Bm
)
.

Let us compute these volumes for S = Sm−1
δ . There exists a rotation mapping for the vector w of norm 1

to the last vector of the canonical basis em = (0, . . . , 0, 1) ∈ Rm. By rotation invariance of the Lebesgue
measure, we just have to compute the measure for the cases w = em. The volumes can be computed
by integrating in spherical coordinates. The unit ball Bm can be expressed with the help of spherical
coordinates as a radial coordinate r ∈ [0, 1] and angular coordinates θ1, . . . , θm−1 where the domain of
θ1 is [0, π] and the domain of θi (i = 2, . . . ,m− 1) is [0, 2π]. The set Sm−1

δ also has a simple description
using the same spherical coordinates with the only restriction that θ1 lies in [arccos(δ), π]. The elementary
volume in spherical constraints is

rm−1 sinm−2(θ1) sinm−3(θ2) · · · sin(θm−2) dr dθ1 · · · dθm−1.

When forming the ratio, all the terms in the fraction simplify except the ones involving θ1. We end up
with the announced expression by changing the notation to θ = θ1. ut

Lemma 2.3 (Computing a given ratio) With the notation of the previous lemma, and for any given
q ∈ (0, 1

2 ), there exists a unique δ(q) > 0 (depending on q only) such that this ratio is equal to 1
2 + q.

More precisely, δ(q) is the solution of the equation

I
(m− 1

2
,

1

2
, sin2(arccos(δ))

)
= 1− 2q (22)
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where I(a, b, c) is the normalized (incomplete) Beta function

I(a, b, c) =

∫ c

0

ta−1(1− t)b−1dt∫ 1

0

ta−1(1− t)b−1dt

which is a standard function admitting efficient high-accuracy calculators. Hence we can compute δ(q)
quickly by binary search.

Proof The ratio (21) is strictly increasing from 0 at δ = −1 to 1 δ = 1, and it is equal to 1/2 at δ = 0.
This proves existence and uniqueness of δ(q) > 0 such that the ratio equals q+ 1

2 for a q ∈ (0, 1
2 ). Equation

(22) then comes from calculation using the standard Beta function B(a, b) which is the denominator of
the fraction. Note in particular that by a change of variables in the integral, we get

B
(m− 1

2
,

1

2

)
= 2

∫ π/2

0

sinm−2 θ dθ

The rest follows from straightforward calculations. ut

Theorem 2.2 Let ξ be an elliptical random vector. Then, for any q ∈ (0, 1
2 ), there exists a unique

δ(q) > 0 such that for any c ∈ Rm such that
∥∥LTc

∥∥ = 1 and cTµ ≤ γ we have

P[cTξ ≤ γ] =

∫
cTLv>0

FR

(
γ − cTµ
cTLv

)
dµζ(v) +

1

2
(23)

≤ (
1

2
− q)FR

(
γ − cTµ
δ(q)

)
+ (q +

1

2
). (24)

Proof The equality (23) comes directly from the preceding developments together with the fact that
the uniform measure of the half-sphere is equal to 1/2 (by the expression of Lemma 2.2). In order to
establish (24), we now refine the argument. We fix δ > 0, and split the integral (20) over v ∈ Sm−1 into
the two sets defined by cTLv ≥ δ and δ > cTLv. Since the cumulative distribution is increasing, we can
bound

FR
(γ − cTµ
cTLv

)
≤ FR

(γ − cTµ
δ

)
when cTLv ≥ δ.

We simply bound it by 1 when δ > cTLv. Then we get

P[cTξ ≤ γ] ≤ FR(
γ − cTµ

δ
)

∫
cTLv≥δ

dµζ(v) +

∫
δ>cTLv

dµζ(v).

The two measures appearing in this bound can be written with the help of µζ
(
Sm−1
δ

)
of Lemma 2.2, which

yields

P[cTξ ≤ γ] ≤ FR
(
γ − cTµ

δ

)
(1− µζ

(
Sm−1
δ

)
) + µζ

(
Sm−1
δ

)
.

For a given q ∈ (0, 1/2), we pick the δ = δ(q) given in Lemma 2.3 to obtain (24). ut

We finish this section with a simple corollary of the above result that will be used in the proof of the
main result.

Corollary 2.1 Let a convex set M ⊆ Rm and an elliptical random vector ξ be given. If P[ξ ∈ M ] > 1
2

holds, then µ lies in the interior of M .
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Proof Let us prove the inverse implication, namely: if µ /∈ intM , then P[ξ ∈ M ] ≤ 1
2 . When µ /∈ intM ,

we can separate µ and M : there exists a scalar γ and a vector c (w.l.o.g., we may assume
∥∥LTc

∥∥ = 1)
such that

cTµ ≤ γ and M ⊆
{
z ∈ Rm : cTz ≥ γ

}
.

In particular cTµ ≤ γ. We deduce that P[ξ ∈M ] ≤ 1−P[cTξ ≤ γ]. We can conclude, since (23) guarantees
that P[cTξ ≤ γ] ≥ 1/2. ut

3 Convexity properties of FR, ρ, and ϕ

3.1 Concavity revealed in radial distribution functions

In this section, we study the generalized concavity properties present in many radial distribution functions
of elliptical random vectors. To this end, we introduce a notion, that we call α-revealed-concavity.

Definition 3.1 (α-revealed-concavity) We say that f : R → R ∪ {+∞} is α-revealed-concave for a
given α ∈ (−∞, 1] if there exists a t(α) ∈ R such that one of the three following conditions holds:

– α < 0 and t 7→ f(t
1
α ) is concave on (0, t(α)]

– α = 0 and t 7→ f(exp(t)) is concave on [t(α),∞)

– α > 0 and t 7→ f(t
1
α ) is concave on [t(α),∞).

Although this notion looks restrictive, it is actually rather weak and generally satisfied for the functions
of interest, as our next lemma and examples show (see e.g., Table 1 below).

Lemma 3.1 Let θ : R+ → R+ be a differentiable generator of an elliptical distribution. Then, for a
given α ∈ R, its associated radial distribution FR is α-revealed-concave if one of the two inequalities

α 6= 0 and (m− α)θ(t
2
α ) + 2t

2
α θ′(t

2
α ) ≤ 0 (25)

α = 0 and mθ(e2t) + 2e2tθ′(e2t) ≤ 0. (26)

holds. In this case, t(α) is the smallest solution to the equation corresponding the above inequality taken
as an equality.

Proof Let us prove the result for the case α < 0 as the two other cases follow almost identically. Denote
h(t) = FR(t

1
α ) and take the first and second derivative of h

h′(t) = fR(t
1
α )

1

α
t
1−α
α =

2π
m
2

Γ (m2 )

1

α
t
m−α
α θ(t

2
α ),

h′′(t) =
2π

m
2

Γ (m2 )

1

α2
t
m−2α
α

(
(m− α)θ(t

2
α ) + 2t

2
α θ′(t

2
α )
)
.

Thus h′′(t) ≤ 0 when t ≥ 0 and condititon (26) holds. This yields the concavity of h on the interval, and
this concludes the proof. ut

We briefly illustrate Lemma 3.1 and Definition 3.1, by providing two examples of classic radial laws that
are α-revealed-concave for all α ∈ (−∞, 1].
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Example 3.1 (Gaussian and Student random vectors) Let α be arbitrary and ξ be a multivariate Gaussian
random vector. Then elementary calculus shows that the generator (8) satisfies condition (25) (or (26)
if α = 0). In particular, the associated radial distribution FR, (i.e., chi distribution with m degrees of
freedom) is α-revealed-concave with

t(α) = (m− α)
α
2 if α 6= 0

t(α) = log(m)/2 if α = 0.

Similarly, when ξ ∈ Rm is a multivariate Student random vector with ν degrees of freedom, then for
α ∈ (−ν, 1], its associated generator (9) satisfies condition (25) or (26). In particular, the associated
radial distribution FR is α-revealed-concave with

t(α) =
( m− α
α/ν + 1

)α/2
if α 6= 0

t(α) = log(m)/2 if α = 0.

It is thus quite direct to show that the notion of “weak concavity” introduced at Definition 3.1 holds for
these two distributions. ut

Many other promenant distribution functions can be shown to be α-revealed-concave (for all α < 0).
Indeed, [20] introduces the closely-related notion of r-decreasing density. In our words, [20, Lemma 3.1]
shows that any distribution function disposing of an (r + 1)-decreasing density is α-revealed-concave
for α = −r. Thus, in particular, [20, Table 1] gathers many well-known distribution functions that are
α-revealed-concave. The situation of α ≥ 0 was not explicitly studied by the authors of [20], but in the
vein of the above examples, [20, Table 1] can be completed to cover these situations too. Let us gather
these relevant examples in Table 1.

(Radial) Distribution Parameters t(α), α 6= 0 t(0)

Chi m
(√
m− α

)α
log(
√
m)

Chi-squared m (m− 2α)α log(m)

Fisher-Snedecor m, ν
(
m−α
α
ν
+1

)α
(provided α > −ν) log(

√
m)

Exponential λ ( 1−α
λ

)α log( 1
λ

)

Weibull a, b ( b−α
ab

)
α
b log(( 1

a
)
1
b )

Gamma a, b (a−α
b

)α log(a
b

)
Log-Normal µ, σ (exp(µ− ασ2)α) µ

Maxwell σ (σ
√

3− α)α log(σ
√

3)

Rayleigh λ
(√

(1− 1
2
α)λ

)α
log(
√
λ)

Table 1 A collection of several α-revealed concave mappings and associated parameter t(α).

3.2 Generalized concavity of the ray function

In this section, we show how convexity of g in the first argument entails generalized concavity for the ray
function ρ. We use here the standard notion of generalized concavity: we consider functions that show
concavity or convexity when composed with a power or a logarithm function.

Definition 3.2 (α-concavity) For a given α ∈ [−∞, 1], a non-negative mapping f : Rn→ R+ is called
α-concave whenever either one of the following conditions holds:

– α < 0 and x 7→ fα(x) is convex
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– α = 0 and x 7→ log(f(x)) is concave
– α > 0 and x 7→ fα(x) is concave.

Hence, 1-concavity amounts to classical concavity, 0-concavity is log-concavity (i.e., concavity of log f),
and −∞-concavity identifies quasi-concavity. Generalized concavity can also be introduced more directly
with the help of an auxiliary function (see [8, Definition 4.7]). Note that we restrict to α ≤ 1, because for
α > 1 the notion is stronger than concavity and is not useful in our context. Note finally that the level
sets of α-concave fonctions are always convex.

The next lemma establishes that the α-concavity of ρ with respect to x is automatic with α = −∞.

Lemma 3.2 (Quasi-concavity of the ray function) With the notation and under the assumptions
of Theorem 2.1, for any v ∈ Sm−1, the mapping ρ(·, v) is −∞-concave. As a consequence, the uniform
level set

levγ =
{
x ∈ Rn : g(x, µ) ≤ 0 and ρ(x, v) ≥ γ for all v ∈ Sm−1

}
(27)

is convex (for any γ).

Proof Pick v ∈ Sm−1, x1, x2 ∈ D, λ ∈ [0, 1] and define xλ := λx1 + (1− λ)x2. For t ≥ 0, convexity g in x
gives

g(xλ, µ+ tLv) ≤ λg(x1, µ+ tLv) + (1− λ)g(x2, µ+ tLv). (28)

We will establish quasi-concavity of ρ(·, v), i.e.,

ρ(xλ, v) ≥ min(ρ(x1, v), ρ(x2, v)), (29)

using its expression (19) as a sup over t. We distinguish three cases:

Case 1: ρ(x1, v) < ∞ and ρ(x2, v) < ∞. From (19), we have g(x1, µ + tLv) ≤ 0 for any t ≤ ρ(x1, v)
(and likewise for x2). Thus for any t ≤ min(ρ(x1, v), ρ(x2, v)) we have g(xλ, µ + tLv) ≤ 0 by (28).
Consequently (29) holds.

Case 2: either ρ(x1, v) = ∞ or ρ(x2, v) = ∞. Switching the role of x1 and x2, we can assume that
ρ(x1, v) = ∞ which gives that g(x1, µ + tLv) ≤ 0 for all t ≥ 0. For any t ≤ ρ(x2, v) such that
g(x2, µ + tLv) ≤ 0, we have g(xλ, µ + tLv) ≤ 0 by (28). This gives ρ(xλ, v) ≥ ρ(x2, v) and therefore
(29) holds too.

Case 3: ρ(x1, v) = ∞ and ρ(x2, v) = ∞. For any t ≥ 0, we have g(x1, µ + tLv) ≤ 0, g(x2, µ + tLv) ≤ 0
and then g(xλ, µ+ tLv) ≤ 0 by (28). Hence, ρ(xλ, v) =∞ and (29) holds too.

In the three cases, (29) holds, which establishes the quasi-concavity. The convexity of levγ then follows as
it is the (possibly empty) intersection of level-sets of the convex function g(·, µ) and of the quasi-concave
functions ρ(·, v). ut

Although, this result states that −∞-concavity is automatic, we will need a slightly stronger assumption,
namely α-concavity with α > −∞. This slightly stronger assumption, will help guarantee concavity of
the probability function on an appropriate set. Despite the fact that this stronger assumption is not
automatic in general, we will see in Section 5 that this property holds for many useful functions g.

3.3 Restricted concavity of the probability function

The generalized concavity of ρ and the concavity-revealing FR, established in the previous two sections,
allow us to prove some concavity of ϕ on a special convex set.



12 Wim van Ackooij, Jérôme Malick

Theorem 3.1 (Restricted concavity of ϕ) Under the assumptions of Theorem 2.1, assume that there
exists α > −∞ such that ρ(·, v) is α-concave for all v ∈ Sm−1 (see Definition 3.2). Assume furthermore
that FR is α-revealed-concave with associated t(α) (see Definition 3.1), and introduce t∗(α) > 0 by

t∗(α) := t(α)
1
α for α 6= 0 and t∗(0) := exp(t(0)).

Then the probability function ϕ is concave on E(α) := levt∗(α), the uniform level set, defined in (27),
associated to t∗(α).

Proof We notice that E(α) is convex by Lemma 3.2. We then prove the concavity of ϕ on E(α) for α < 0;
the proofs for two other cases α = 0 and α > 0 follow the same lines. Fix v ∈ Sm−1, pick x1, x2 ∈ E(α)
and λ ∈ [0, 1]. We note first that

λρ(x1, v)α+ (1− λ)ρ(x2, v)α ≤ max {ρ(x1, v)α, ρ(x2, v)α} ≤ t(α). (30)

To establish the second inequality above, note that x1 ∈ E(α), i.e., ρ(x1, v) ≥ t∗(α) and hence from α < 0
we deduce ρ(x1, v)α ≤ t∗(α)α = t(α). We can do the same for x2 and then (30) follows. We write now,
for xλ = λx1 + (1− λ)x2,

FR(ρ(xλ, v)) ≥ FR((λρ(x1, v)α + (1− λ)ρ(x2, v)α)
1
α ),

by monotonicity of FR and α-concavity of ρ(·, v). Since FR is α-revealed-concave, we get

FR(ρ(xλ, v)) ≥ λFR(ρ(x1, v)) + (1− λ)FR(ρ(x2, v))

with the help of (30). Since this holds for all v ∈ Sm−1, we integrate over Sm−1 and obtain from (18) that:

ϕ(xλ) =

∫
v∈Sm−1

FR(ρ(xλ, v))dµζ(v)

≥ λ
∫
v∈Sm−1

FR(ρ(x1, v))dµζ(v) + (1− λ)

∫
v∈Sm−1

FR(ρ(x2, v))dµζ(v)

= λϕ(x1) + (1− λ)ϕ(x2),

which proves the concavity of ϕ on E(α). ut

We end this section with brief illustrations of the previous result.

Example 3.2 (Gaussian and Student again) Let ξ ∈ Rm be a Gaussian random vector and assume
that there exists an α ∈ (−∞, 1] such that for any v ∈ Sm−1, ρ(·, v) is α-concave. We can then apply
Theorem 3.1 to the associated distribution function FR. In view of Example 3.1, we can also establish
that t∗(α) =

√
m− α (for both α = 0 or 6= 0). Thus we obtain that the mapping ϕ is concave on the

convex set E(α) = lev√m−α. Similarly, if ξ ∈ Rm is a multivariate Student random and if that there

exists an α ∈ (−ν, 1] such that for any v ∈ Sm−1, ρ(·, v) is α-concave, then the mapping ϕ is concave on
the convex set E(α) = lev√

m−α
α
ν

+1

. ut

Example 3.3 (Gaussian multivariate distribution) Let us consider the special function g(x, z) = z − x
which correspond to the situation of a multivariate distribution function. Through elementary computa-
tion, we have

ρ(x, v) = min
i∈{j=1,...,m:(Lv)j>0}

xi − µi
(Lv)i

if Lv ≥ 0 and +∞ otherwise.

which is clearly concave. Theorem 3.1 then gives that the multivariate Gaussian distribution function is
concave on the set

{
x ∈ Rm : x ≥ µ+

√
m− 1 ‖L‖ e

}
⊆ lev√m−1 (with e the all-one vector). Thus [41,

Theorem 2.1] comes as a special case of Theorem 3.1 above. Note finally that it is well known that the
multivariate Gaussian distribution function is log-concave. ut
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4 Eventual convexity of probability constraints

In this section, we state the main result of the paper, which provides an expression of the threshold on p
from which the convexity of the probability constrained set M(p) (6) is guaranteed in a general situation.
We then refine our analysis when considering special cases as corollaries.

Theorem 3.1, in the previous section, establishes the concavity of ϕ when restricted to E(α). We show
now that M(p) ⊆ E(α) for p large enough, under an additional assumption on g, and this gives us the
convexity of the probability-constrained set M(p). This assumption involves ρco : Rn×Sm−1→ [−∞,+∞]
the ray function associated with the convex hull of M(x) (4), defined, similarly to ρ in (19), by

ρco(x, v) := ρcoM(x)(v) =

{
supt≥0 t
s.t. µ+ tLv ∈ CoM(x).

(31)

Note that, by definition of ρco and ρ, we have

ρco(x, v) ≥ ρ(x, v) for all x ∈ Rn and v ∈ Sm−1.

The addition assumption is that we also have the converse inequality up to factor: see condition (32) in
the next theorem.

Theorem 4.1 (General eventual convexity)Let ξ be an elliptical random vector and g :Rn×Rm→ Rk
be a lower semi-continuous mapping that is convex with respect to the first argument. Assume that there
exists α ∈ R such that FR is α-revealed-concave (Definition 3.1) and that for each v ∈ Sm−1, ρ(·, v) is
α-concave (Definition 3.2). Assume furthermore that for a given p0 ∈ ( 1

2 , 1), there exists a δnd > 0 such
that

δndρ(x, v) ≥ ρco(x, v) for all x ∈M(p0) and v ∈ Sm−1. (32)

Then the probability constrained set

M(p) = {x ∈ Rn : P[g(x, ξ) ≤ 0] ≥ p}

is convex when p is large enough; more precisely, for any given q ∈ (0, 1
2 ), M(p) is convex when p ≥

max {p(α, q), p0} with

p(α, q) :=

(
1

2
− q
)
FR

(
t∗(α)δnd

δ(q)

)
+

1

2
+ q, (33)

where δ(q) > 0 is given by Lemma 2.3 and t∗(α) > 0 as in Theorem 3.1.

Proof Consider p ∈ (p0, 1), and take x ∈M(p) ⊆M(p0) arbitrarily. We have

1

2
< p ≤ P[g(x, ξ) ≤ 0] ≤ P[ξ ∈ CoM(x)].

Corollary 2.1 then gives that µ ∈ int CoM(x). Let us now pick an arbitrary but fixed v ∈ dom(ρ(x, ·)).
Note that, due to (32), it follows that v ∈ dom(ρco(x, ·)) as well. Thus we have

µ+ ρco(x, v)Lv ∈ bd Co(M(x)),

by definition (31) of ρco. We can separate µ+ ρco(x, v)Lv from the convex set Co(M(x)): there exists a
nonzero s such that for all z ∈ Co(M(x))

sTz ≤ sT(µ+ ρco(x, v)Lv) ≤ sT(µ+ δndρ(x, v)Lv),

the second inequality above coming from the fact that g satisfies (32) (together with sTLv ≥ 0 since µ
lies in Co(M(x))). Define

cTz ≤ γ with c =
s

‖LTs‖
and γ = cT(µ+ δndρ(x, v)Lv),
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where we recall that
∥∥LTs

∥∥ > 0, since L is regular and s 6= 0. It now follows that

M(x) ⊆ Co(M(x)) ⊆
{
z ∈ Rm : cTz ≤ γ

}
.

In particular this entails P[g(x, ξ) ≤ 0] ≤ P[cTξ ≤ γ]. We can employ Theorem 2.2 to get for any q ∈ (0, 1
2 )

and associated δ(q) > 0 that

p ≤ P[g(x, ξ) ≤ 0] ≤ P[cTξ ≤ γ]

≤
(1

2
− q
)
FR

δndρ(x, v) s
TLv
‖LTs‖

δ(q)

+ q +
1

2
(34)

≤
(1

2
− q
)
FR

(
δndρ(x, v)

δ(q)

)
+ q +

1

2
,

where we used the Cauchy-Schwarz inequality, the fact that v ∈ Sm−1, and monotonicity of FR. Inverting
this inequality, we obtain

ρ(x, v) ≥ δ(q)

δnd
F−1
R

(
p− q − 1

2
1
2 − q

)
.

The above inequality has been established for an arbitrary but fixed v ∈ dom(ρ(x, ·)), and it obviously
extends to v /∈ dom(ρ(x, ·)). Thus for any p ≥ p(α, q), we have ρ(x, v) ≥ t∗(α) hence M(p) ⊆ E(α).
Theorem 3.1 allows us to conclude that ϕ is concave on E(α) and therefore M(p) is convex for p ≥
max {p(α, q), p0}. ut

Theorem 4.1 establishes the convexity of the constrained set M(p) under assumptions that correspond to

(i) generalized convexity properties of the law of ξ: namely, that the radial distribution function FR
is α-revealed-concave;

(ii) geometrical properties of g: namely, that ρ is uniformly α-concave and that condition (32) holds.

These assumptions, though appearing abstract, are not too restrictive in practice. The condition on FR is
easy to obtain with the help of Lemma 3.1. The α-concavity of ρ can often be obtained from the explicit
expressions of ρ as in the examples of Section 5.

The last condition (32) although formulated in an abstract way with an can be readily verified from
g in various concrete situations: when M(x) is bounded, or when g is convex in the second argument
(though not necessary jointly-convex, so that the case (3) is covered). We provide below some corollaries
corresponding to these cases.

Corollary 4.1 (When g is convex with respect to each variable) Let ξ be an elliptical random
vector and g : Rn ×Rm→ Rk be a lower semi-continuous mapping that is convex with respect to the first
and second argument argument (but possibly not jointly). Assume that there exists α ∈ R such that FR is
α-revealed-concave and that for each v ∈ Sm−1, ρ(·, v) is α-concave. Then, for any given q ∈ (0, 1

2 ), the
probability constrained set M(p) is convex provided that

p ≥
(

1

2
− q
)
FR

(
t∗(α)

δ(q)

)
+

1

2
+ q,

Proof If g is convex in the second argument, then M(x) is convex and therefore ρco and ρ coincide. Thus
(32) holds for p0 = 1

2 and δnd = 1. Note that we also have (17) directly. The corollary is thus just the
specification of Theorem 4.1 to this case; the expression of the threshold is (33) with δnd = 1. ut
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Corollary 4.2 (Under boundedness assumption) Let ξ be an elliptical random vector and g : Rn ×
Rm→ Rk be a lower semi-continuous mapping that is convex with respect to the first argument. Assume
given a compact set X such that, for all x ∈ X, g(x, µ) < 0 and {z ∈ Rm : g(x, z) ≤ 0} is bounded. Let
furthermore α ∈ R be such that FR is α-revealed-concave and that for each v ∈ Sm−1, ρ(., v) is α-concave.
Then the probability constrained set M(p) ∩X is convex for all p ≥ p(α, q) given by (33).

Proof Let us fix x̄ ∈ X. Since we have gj(x̄, µ) < 0 for all j = 1, ..., k, the continuity of g provides a r > 0
and a neighbourhood U of x̄ such that

gj(x, µ+ r′Lv) < 0 for all r′ < r, x ∈ U.

This means that B(µ, r) ⊆ M(x) for all x ∈ U . On the other hand, by arguments equivalent to those
of [54, Proposition 3.13] it follows that M(x) is bounded for all x ∈ U (shrinking U if necessary). According
to [2, Theorem 3.1.3] we can find some R such that M(x) ⊆ CoM(x) ⊆ B(µ,R) for all x ∈ U . Thus
there exists constants R > r > 0 such that B(µ, r) ⊆ M(x) ⊆ CoM(x) ⊆ B(µ,R) for all x. This yields
that (32) holds for all x ∈ U for p0 = 1

2 and δnd ≤ R
r . Indeed, for any x ∈ Rm and v ∈ Sm−1, we have

r ≤ ρ(x, v) since B(µ, r) ⊆M(x), but also M(x) ⊆ CoM(x) ⊆ B(µ,R). Consequently ρco(x, v) ≤ R, and
then (32) holds with a δnd ≤ R

r .

We can now conclude by repeating this argument for each x̄ ∈ X to get a neighbourhood U of x̄ and a
δnd
x̄ > 0 such that (32) holds true. By a compactness argument, we can thus assume that (32) holds for

all x ∈M( 1
2 ) ∩X. The statement now follows from Theorem 4.1. ut

Let us mention an example of (indirect) application of this corollary in optimization.

Example 4.1 (Random vector with bounded support) Consider the following optimization problem

min
x∈X

f(x)

s.t. P[g(x, ξ) ≤ 0] ≥ p,

where f is a convex function and X is a compact convex set. We assume that the random variable ξ
is an elliptically distributed random vector with compact support; which means that the generator θ of
(7) is such that there exists a t̄ > 0 for which θ(t) = 0 for all t ≥ t̄. In this situation, Corollary 4.2 can
guarantee that we have a convex optimization for p large enough. The reasoning is as follows.

Introduce the restricting map ĝ defined in the spherical-radial variable by

ĝ(x, µ+ tLv) =

 g(x, µ+ tLv) if t ≤ t̄
g(x, µ+ tLv) if g(x, µ+ tLv) > 0 and t ≥ t̄

1 otherwise

The compact support of ξ implies by (11) that FR(r) = 0 for r ≥
√
t̄. This yields that we have by (18)

the identification
ϕ(x) := P[g(x, ξ) ≤ 0] = P[ĝ(x, ξ) ≤ 0].

The interest of considering ĝ appears now: the set

{z ∈ Rm : ĝ(x, z) ≤ 0} ⊆
{
z ∈ Rm : ‖z‖ ≤ t̄ ‖Lv‖ for some v ∈ Sm−1

}
is bounded, which is the main assumption of Corollary 4.2. Observe also the other assumptions hold in
our setting. Indeed, the lower semi-continuity of g is transferred to ĝ, the star-shapedness of M(x) is
transferred to {z ∈ Rm : ĝ(x, z) ≤ 0} ⊆ M(x), and the α-concavity is transferred automatically. Thus
Corollary 4.2 to assert convexity of M(p) ∩X for p large enough. ut

We finish this section by yet another corollary of Theorem 4.1 to emphase that the estimates used to get
the general expression of p(α, q) can be refined in some special cases.
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Corollary 4.3 (In the Gaussian case) In the setting of Theorem 4.1, when ξ ∼ N (µ,Σ), the condition
on the radial distribution function FR is automatically verified. Under the remaining conditions, the
set M(p) is convex if p ≥ max

{
Φ(δnd

√
m− α), p0

}
, where Φ is the standard one-dimension Gaussian

distribution function.

Proof Recall from from Example 3.2, that the associated radial distribution of ξ is a chi distribution with
m degrees of freedom, which is α-revealed-concave for all α with associated parameter t∗(α) =

√
m− α.

Moreover, note that cTξ ∼ N (cTµ, cTΣc), hence equation (34) can be replaced by:

P[cTξ ≤ γ] = Φ
(γ − cTµ
cTΣc

)
≤ Φ

(δndρ(x, v)
∣∣cTLv∣∣

√
cTΣc

)
. (35)

Consequently:

ρ(x, v) ≥ Φ−1(p)
√
cTΣc

δnd |cTLv|
. (36)

The Cauchy-Schwartz inequality yields:
∣∣cTLv∣∣ ≤ ∥∥cTL∥∥ ‖v‖ and we also have

√
cTΣc =

∥∥cTL∥∥ = 1. By
combining these inequalities with (36) we get:

ρ(x, v) ≥ Φ−1(p)
1

δnd
> 0, (37)

which leads to ρ(x, v) ≥ t∗(α) by our definition of p. The rest of the arguments of Theorem 4.1 can be
carried out verbatim. ut

5 Illustrative examples

The previous section provides convexity results for probabilistically constrained sets in a quite general
setting. In this section, we specify these results on relevant cases in the literature, by giving explicit
convexity statements with computable convexity certificates, readily evaluated from the nominal problem
data. The first situation is related to the study of linear probability constraints with random technology
matrices; the second for some quadratic constraints arising in power systems.

5.1 Elliptically distributed technology matrices

We look closely here to the case of affine probability constraints with random technology matrices,
encompassing the motivating example (3). The situation essentially refers to the case wherein the system
described by g is polyhedral in z. The terminology dates back at least to [39] and is also used in [25,26] so
that we adopt it too. We recall that convexity results for this case exist whenever either the matrix has
independent rows (see e.g., [20, 51]) or the covariance matrix has a special structure (see [42, Theorem
2.19, Theorem 2.20]) but only when ξ follows a multivariate Gaussian distribution function. The tools
provided in this paper allow us to extend the set of cases captured, in two directions: by allowing for
arbitrary covariance matrices and for elliptically distributed matrices. To illustrate the type of results we
can obtain, we first write a formal proposition for the case of Gaussian vectors and then give a specific
example for Student vectors.

Proposition 5.1 Consider the probability function ϕ(x) = P[Ξx ≤ β], where β ∈ (R∗+)m and Ξ is a
m×n centered (i.e., of zero mean) multi-variate Gaussian random matrix. Then the probability constrained
set M(p) = {x ∈ Rn : ϕ(x) ≥ p} is convex for all p ≥ Φ(

√
mn+ 1), where Φ is the distribution function

of a one-dimensional standard normal Gaussian random variable.
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Proof It is convenient to reformulate ϕ by vectorizing Ξ. To this end, we identify Ξ ∈ Rm×n with the
vector ξ ∈ Rmn obtained by concatenating its columns, and we introduce the mapping T : Rn→ Rm×(mn):

T (x) =


xT 0 · · · 0
0 xT · · · 0
... · · · · · ·

...
0 0 · · · xT

 .

It then readily follows that ϕ(x) = P[T (x)ξ ≤ β]. Note also that the covariance matrix Σ of ξ is a positive
definite of size mn ×mn. Thus η(x) := Ξx = T (x)ξ follows a multi-variate Gaussian distribution with
mean µ(x) = T (x)0 ∈ Rm and m × m covariance matrix Σ(x) = T (x)ΣT (x)T. The entries of Σij(x)
can be written for any 1 ≤ i, j ≤ m as Σij(x) = xTΣijx, where Σij is the n × n matrix defined as

Σij
lk = Σ(i−1)n+l,(j−1)n+k, 1 ≤ l, k ≤ n.

We define the mapping g : Rn ×Rmn→ Rm as g(x, z) := T (x)z − β. It follows that ϕ(x) = P[g(x, ξ) ≤ 0]
and that g is convex in x and in z separately. We now turn our attention to the α-concavity of the
mapping ρ of (19). Looking at the system g(x, µ+ rLv) ≤ 0 component-wise, we get

ρ(x, v) = min {ρ1(x, v), ..., ρm(x, v)} ,

where the ρi are defined with the help of Ti(x) the ith row of matrix T (x) by

ρi(x, v) :=

{ βi
Ti(x)Lv when Ti(x)Lv > 0

−∞ else .
(38)

Since the map ρi(·, v) is −1-concave, we get from [8, Theorem 4.21]) that ρ(·, v) is −1-concave as well.
Thus Corollary 4.1 (and Corollary 4.3 in the Gaussian case) gives the results, since the mapping g is
convex in the second argument. ut

Similar results can be established for other elliptical distribution. For example, with a multi-variate
Student distribution instead of Gaussian in the above proposition, we would get that for any q ∈ (0, 1

2 ),
the set M(p) = {x ∈ Rn : ϕ(x) ≥ p} is convex for all

p ≥
(1

2
− q
)
Fmn,ν

( ν(mn+ 1)

δ(q)2(mnν −mn)

)
+ q +

1

2
(39)

where Fmn,ν is the Fisher-Snedecor distribution with mn and ν degrees of freedom respectively. Let us
illustrate the result with the concrete data in two dimension with m = n = ν = 2 and β = 1 and the
concrete covariance matrix

Σ =


1.00 −0.75 −0.16 0.11
−0.75 1.00 0.13 0.11
−0.16 0.13 1.00 0.23
0.11 0.11 0.23 1.00

 .
For any q ∈ (0, 1

2 ), with the help of Lemma 2.3, the value δ(q) and therefore the threshold (39) can be
computed. We can even minimize the right-hand side over q to obtain the best threshold. By doing so
numerically we obtain q∗ = 0.2391 and associated p∗ = 0.8263. Figure 1 shows the contour lines of the
probability function and illustrates that p∗ is a conservative estimate in this case, since convexity of level
sets starts failing around p = 1/2. Still, p∗ is not large and clearly exploitable in practice where values
p ≈ 0.9 for probability constraints are commonplace.
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Fig. 1 Contour lines of a probability function involving a correlated Student distribution technology matrix

5.2 Quadratic probability constraints arising in power systems

We investigate here the situation studied by the recent paper [31], which is relevant for optimal power
flow problems. We consider the probability constraint ϕ(a, c) ≥ p where (a, c) ∈ Rm × Rm are decision
vectors and

ϕ(a, c) = P[(aTξ)2 + (cTξ)2 ≤ k], (40)

with ξ ∼ N (0, Σ) a multivariate Gaussian random vector. Such probability constraint appear when
extending standard models of optimal power flow problems to account for uncertainty and reactive power;
see [31, Chap. 2]. Eventual convexity of the feasible set of constraints of the type (40) is conjectured in [31]
but the authors mention not to be able to establish it. With the tools developed in this paper, we can
now obtain the following convexity certificate for p large enough.

Proposition 5.2 Consider the mapping ϕ of (40) with an elliptical random vector ξ and assume that
the associated radial distribution FR is α-revealed-concave for α = −2. Then for any q ∈ (0, 1

2 ), the set
M(p) = {(a, c) : ϕ(a, c) ≥ p} is convex provided that

p ≥
(1

2
− q
)
FR

( t∗(−2)

δ(q)

)
+ q +

1

2
.

If ξ ∼ N (0, Σ), then this latter set is convex provided that p ≥ Φ(
√
m+ 2).

Proof Consider the mapping g(a, c, z) = (aTz)2 + (cTz)2 − k. The mapping g, as a composition of affine
mappings with the convex function (x1, x2) 7→ x2

1 + x2
2 − k is convex in (a, c) and too in z. By solving

g(a, c, rLv) = 0 in r, we get that the resolvent mapping ρ(x, v) as defined in (19) is given by

ρ(a, c, v) =

√
k

(aTLv)2 + (cTLv)2
,

For any fixed v, it is immediately observed that ρ(a, c, v)−2 is convex i.e., ρ(a, c, v) is −2-concave. We can
use Theorem 4.1 (or Corollary 4.1 for Gaussian ξ) to establish convexity of M(p). ut

Let us finally illustrate the above proposition with a specific case taken from [31]: consider (40) with
m = 2, a = (x, 0), c = (0, y), k = 1 and ξ ∼ N (0, I). The bound of the above proposition is p∗ = 0.97725
in this case. We can thus guarantee the convexity of the constraint for p ≥ 0.97725. Note that it is proved
in [31] that the constraint is not convex for p = 0.545 (by showing that the points (0.6, 1.0) and (1.0, 0.6)
belong to M(0.545), but (0.8, 0.8) does not).
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6 Conclusions

In this paper we have provided conditions under which probability constraints define a convex set. These
conditions can be readily verified from the nominal problem data and are more general than those
appearing in similar prior results. Several corollaries and examples show the interest of our study.

In the illustrative numerical examples, we have observed a gap between the asserted convexity threshold
and the empirical one. This is expected, since our results have not only shown convexity of upper level-
sets for probability functions, but also that the probability function is concave on them, for a probability
value large enough. Establishing the quasi-concavity of the probability function on a larger set is still
an open question. In future work, we will investigate this as well as other ways to lower the certificate
provided here.
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16. Geletu, A., Hoffmann, A., Klöppel, M., Li, P.: A tractable approximation of non-convex chance constrained optimization
with non-gaussian uncertainties. Engineering Optimization 47(4), 495–520 (2015)
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