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Abstract 
Science mapping using document networks is based on the assumption that scientific papers are indivisible units 
with unique links to neighbour documents. Research on proximity in co-citation analysis and the study of lexical 
properties of sections and citation contexts indicate that this assumption is questionable. Moreover, the meaning 
of words and co-words depends on the context in which they appear. This study proposes the use of a neural 
network architecture for word and paragraph embeddings (Doc2Vec) for the measurement of similarity among 
those smaller units of analysis. It is shown that paragraphs in the ‘Introduction’ and the ‘Discussion’ section are 
more similar to the abstract, that the similarity among paragraphs is related to -but not linearly- the distance 
between the paragraphs. The ‘Methodology’ section is least similar to the other sections. Abstracts of citing-cited 
documents are more similar than random pairs and the context in which a reference appears is most similar to the 
abstract of the cited document. This novel approach with higher granularity can be used for bibliometric aided 
retrieval and to assist in measuring interdisciplinarity through the application of network-based centrality 
measures.  

Introduction 

 
Document networks with weighted edges based on similarities using either citation links 
(Small, 1994), lexical similarity (Wang & Koopman, 2017) or combinations (eg. Ahlgren & 
Colliander, 2009; Thijs & Glänzel, 2018) and unweighted approaches using direct citations 
links (eg. Boyack, 2017) have been used for science mapping exercises. In these studies, 
documents were assumed to be indivisible units, each with unique links to neighbouring nodes 
holding a single value indicating the strength of the similarity in the case of a weighted variant. 
Then, these networks were subject of community detection or clustering approaches which 
resulted in hard clustering assigning documents to single groups or clusters of papers. However, 
it becomes more and more clear that the basic underlying assumption in these models is 
questionable. A document is often not to be reduced to such a single point or entry in the 
knowledge space.  
A recent paper (Thijs & Glänzel, 2018) using full texts from the journal Scientometrics 
identified papers that shifted easily from one cluster to another after slight changes in the 
weighting parameter in the combined citation-lexical approach. A set of papers on institutional 
performance was split into two groups with the first focusing on university ranking and name 
disambiguation problems associated with this topic and the latter one related to institutional 
performance in social sciences. The first group was merged into the topic of ‘Research 
Assessment’ while the latter one becomes part of the set of papers labelled as ‘Field and 
Regional Studies’. Both these clusters were not specifically labelled as dealing with institutional 
research. It is impossible to indicate whether one or the other grouping was better. Both had 
similar quality scores.   
A similar observation was made by Boyack (2017) when he compared local cluster solutions 
in the field of Astronomy with the topics identified in his global science map. Several typical 
Astronomy topics from the global map did contain publications that were not in the initial data 
set due to their lack of compliance with the retrieval strategy. Other papers from the initial set 
were to be found in topics that were clearly not primarily on Astronomy. These papers had a 
large portion of their links to non-Astro papers. Working on the same data set, I identified 



papers studying the effect of absence of gravity on the growth of plants connecting both 
agriculture with astronomy (see Kiss et al., 2014 as an example).  
This leads to the proposition that a more fine-grained approach should be applied in science 
mapping where the unit is no longer the document but at lower levels like sections, paragraphs 
or even sentences. This has already been alluded to by several studies using an enhanced co-
citation analysis which incorporates also the proximity of the cited references. Several studies 
indicate the co-cited publications are more similar if the distance of their in-text citation is 
smaller (see Gipp & Beel, 2009). Complementary to these co-citation-based findings, others 
have reported different lexical properties of the subsequent sections in scientific papers. Bertin 
et al. (2016) reported different use of verbs and rhetorical structures surrounding references 
across different sections.  
 
Other approaches that move away from the assumption of a document as an indivisible unit are 
probabilistic topic modelling techniques like LDA (Blei, 2012) where documents are linked to 
different topics with a weight relative to the probability that the topic is relevant to the 
document. With LDA, one has to set the number of topics prior to the analysis. Gal et al (2017) 
applied this technique to a set of publications from cardio-vascular research with an initial set 
of 200 topics where after expert validation only 166 remained relevant. Three issues remain 
unsolved when using topic modelling approaches. First, there is the initial decision on number 
of topics, next, the document remains the unit of analysis and the probability that a document 
is related to a particular topic is attributed to the document as a whole and finally, the use of 
bag-of-word approach in the learning phase neglects the differences in meaning a word can 
have depending on its context. Leydesdorff and Hellssten (2006) demonstrated how words and 
co-words retrieve their meaning from their presence in sentences and broader context.  
 
This study proposes a new approach that moves the granularity towards smaller units of text 
namely the paragraphs in the different sections across a full paper and applies an analytical 
technique that tries to capture the meaning of words and phrases not only from its position 
relative to other words in its neighbourhood but also from the overall subject or topic covered 
by the paragraph. Vector word embeddings using neural networks architecture like GloVe 
(Pennington, Socher & Manning, 2014) and Word2Vec (Mikolov et al. 2013) are able to map 
words to a low dimensional space, with high performance. These word embeddings have 
however a single representation in the vector space neglecting the different meaning a word can 
have across different contexts. This is solved by adding an additional paragraph or document 
layer to the learned model which holds this context information (Quoc & Mikolov, 2014).  
 
This study will use the Doc2Vec implementation in GenSim (Rehurek & Sojka, 2010) for the 
calculation of the word and paragraph embeddings and for the calculation of the similarities 
between low level units or fragments of text extracted from all PlosOne publications up to 
december 2018. As such, the current research is the first to apply these techniques at such a 
large scale with the following objectives. First, I’ll try to measure the intra document similarity 
between the different paragraphs and between the paragraphs and the abstract. It is assumed 
that paragraphs close to each other have higher similarity, that paragraphs in the ‘Introduction’ 
and the ‘Discussion’-section have higher similarity with the abstract and each other and that 
paragraphs in the ‘Methodology’ are least similar to all other paragraphs Next, the research 
focusses on documents linked through a citation. It is assumed that the context surrounding the 
reference is most similar to the content of the cited paper. In a last section of the study, the 
location of the reference in the citing document is mapped with the different paragraphs in the 
cited document in order to retrieve the cited information relevant to the citing document. The 



results from this study can have applications like bibliometric aided information retrieval or can 
assist in the identification of interdisciplinary research. 
 

Data & Methodology 

Data 

This study uses publications from PlosOne downloaded from PubMed Central 
ftp://ftp.ncbi.nlm.nih.gov/pub/pmc. The downloaded set contains publications indexed until 
December 7th, 2018 and it holds 204,846 documents from 2006 onwards. The papers are 
provided in XML-format following the ‘Journal Article Tagging Suite’ (JATS) standard. This 
schema divides the information in three main elements: <front>, <body> and <back> with an 
underlying structure of elements and attributes and complies with ANSI standard Z39.96-2012 
(ANSI, 2012). This format, provided as an XML-schema, is then converted by the Java 
Architecture for XML Binding library (JAXB) into generated Java source code. This generated 
Java library serves then as a unmarshalling toolbox which can convert any XML-document 
compliant with the JATS-schema into a set of Java Objects (POJOs). This toolbox incorporates 
parts of the CorpusHandling library developed by CyCorp and available under Apache license 
(version 2.0) from GitHub (see https://github.com/cycorp/CorpusHandling/ ). Each XML-
document is unmarshalled into a Java object and parsed in order to extract: 
 

 Bibliographic information like title, article number, publication year 
 Sections and paragraphs holding the actual text fragments of the paper 
 In-text references identified by the <Xref>-tag  
 References at the end of the paper 

 
It is assumed that papers published in PlosOne adhere to the IMRaD structure (Introduction, 
Methodology, Results and Discussion) or a variation where the Methodology section is at the 
end of the paper (IRDaM) following the description of the distribution of sections across 
PlosOne publications (Bertin, et al. 2013). The title heading each section is used to classify the 
text fragment to one of the following classes:  

I. Introduction; Background 
II. Data; Material; Methodology; Design 

III. Results 
IV. Discussion; Summary; Conclusion  
V. Other sections 

  
Paragraphs are identified by XML-element tags <sec> and <p>, extracted and given a 
sequence number. Sentences are extracted and numbered within each paragraph. Figure 1 
presents a paragraph from the first paper published in PlsOne (Harris et al, 2006). 
 



 
Figure 1. Text fragment taken from Harris et al (2006) 
In-text references are marked in bold and underlined. 

 
Next, in-text references (<xref>) are linked with the complete reference at the end of the paper 
and available identifiers like PMID, PMCID or DOI of cited papers are retrieved. This enables 
the linking of individual paragraphs to the cited paper. The position of the in-text reference 
with respect to extracted sentences in the paragraph is recorded. The in-text references in 
Figure 1 are marked in bold and underlined. The first <xref>-element is linked to the first three 
entries in the reference list at the end of the paper as it indicates the range between reference 1 
and 3. The next two elements refer to the fourth and fifth entry. Each element in the text is 
replaced by the corresponding PMCID, PMID or DOI depending on the available data in the 
reference list. 

 

Methodology 

After extraction of the data from the XML-file, a set of processing steps is applied in order to 
obtain the vector word and paragraph embeddings. A pre-processing procedure as described in 
Thijs et al (2017) and Glänzel & Thijs (2017) based on the Stanford Natural Language 
Processing library (Chen & Manning, 2014) and the Lucene text search engine is used for the 
extraction of sentences, application of Part of Speech tagging, stemming, removal of stop-words 
and selection of noun phrases. Document identifiers like PMCID of the cited references are 
processed as noun phrases and retained at the original position within each sentence. Table 1 
presents the results after pre-processing of the text fragment in figure 1. A list of all cited 
documents is added at the end of each paragraph as an additional ‘sentence’. The choice to 
include the cited references in the final paragraph embeddings is not without consequences. It 
adds a bibliographic-coupling-like component to the embeddings.  
  

Table 1. Parsed content of paragraph in Harris et al (2006) per section, paragraph and sentence. 

Section Paragraph Sentence Parsed Content 

I 5 0 

earli investig role neuron subcort station primari somatosensori 
cortex si low frequenc flutter vibrat 50 hz pmc2118947 
pmc4959494 pmc4977839 recent work role cortic area si second 
somatosensori cortex sii region frontal cortex pmc12368806 
pmc10884334 

I 5 1 differ area featur neural activ area essenti compon percept vibrat 

I 5 2 
seri psychophys experi human neural process si frequenc 
discrimin 

Early investigations focused on the role of neurons in subcortical 
stations and primary somatosensory cortex (SI) in coding low 
frequency “flutter” vibrations (below 50 Hz) [1]–[3], while more 
recent work has emphasized the role of cortical areas “downstream” 
from SI, such as the second somatosensory cortex (SII) and regions 
of frontal cortex [4], [5]. Which of these different areas, and 
which features of the neural activity within these areas, are 
essential components in forming the percept of a vibration? A series 
of psychophysical experiments with humans provided evidence that 
neural processes in SI contribute to frequency discriminations. In 
a task designed to resemble that performed by monkeys in the 
aforementioned neurophysiological studies, subjects compared two 
sequential vibrations and reported which had the higher frequency. 



 
 
The mathematical representation of the text fragments or paragraphs is based on vector 
representations built by a neural network architecture in an unsupervised machine learning 
algorithm. The applied methodology was first developed for distributed word embeddings at 
Google by Mikolov et al (2013) as a more complex substitute for simple vector-based 
representations like N-gram models. These embeddings are used to predict a word given the 
surrounding words in its context. The context is a sliding window with a fixed word length. The 
context is also applied to the identifiers of the cited references. Quoc & Mikolov (2014) 
extended the model for the inclusion of document or paragraph embeddings to outperform 
traditional bag-of-word approaches. Just like the original word embeddings model, the 
paragraph is represented by a vector in the same space as the words. It complements each fixed 
word length context used for the prediction of the words in the paragraph. The vector 
representation is unique for each paragraph and it is not shared among paragraphs and can be 
thought of as the representation of the topic the paragraph is dealing with. 
 
The neural network used for training this model is a single layered architecture with a fixed 
dimensionality. In contrast to the LDA approach, these dimensions are not linked to topics and 
no external validation of the validity of the dimensions is required.  
 
The Python implementation included in the Gensim library (Rehurek & Sojka, 2010) is used in 
this study. The algorithm is named ‘Doc2Vec’ and takes the paragraph as a list of words as 
input with an additional tag identifying paragraph. This tuple is called a ‘TaggedDocument’ in 
the library. The abstracts are tagged by the PMCID and paragraphs with tags containing the 
PMCID, section classification and sequence number of the paragraph. A cosine is calculated 
between the vector embeddings to measure the similarity between the text fragments.  
 
The first set of analyses focusses on the intra-document similarity between paragraphs and 
abstract and among paragraphs. Figure 1 provides a schematic overview of the different 
analytical steps in this study. The intra-document similarity is indicated at the left-hand site. 
Within paper A, the abstract is compared with each paragraph and each paragraph with all 
subsequent paragraphs within the same section and across sections. The sequence number of 
the paragraphs are used to indicate the distance between the paragraphs in the text.  
 

I 5 3 
task monkey aforement neurophysiolog subject two sequenti 
vibrat higher frequenc 

… … … … 

I 5 15 
pmc2118947 pmc4959494 pmc4977839 pmc12368806 
pmc10884334 … 



 
Figure 2. Schematic overview of the different comparisons. 

 
The second set of analyses focusses on the similarity between citing and cited pairs of 
documents. In fig 2. there is a citation from paper A to paper B. The similarity of both abstracts 
in a citing-cited document pair is compared to the similarity in a randomly selected document 
pair. As the paragraph holding the in-text reference to the cited paper can be located, a next 
analysis compares the similarity between the citing paragraph and cited abstract and paragraphs 
across all sections within the citing-cited document pair.  

Results 

Descriptive Statistics 

204,846 PlosOne publications have been downloaded and processed. 99% of these are recorded 
as ‘research article’ in the Web of Science database and the remaining 1% as ‘review’. Table 
2 provides the distribution of papers over publication years and the average number of 
paragraphs, together with the share of documents with the IMRaD sections in any order. Almost 
all documents have an introduction and discussion section. 
 

Table 2. Descriptive statistics for downloaded PlosOne papers per year.  
Sections are classified based on the header of the section.  

Publication 
Year Publications 

Average 
number of 
paragraphs 

Introduction 
 (I) 

Methodology 
(II) 

Results 
 (III) 

Discussion 
(IV) 

2006 137 29.32 100.0% 99.3% 84.7% 100.0% 

2007 1230 30.97 100.0% 98.5% 86.8% 99.4% 

2008 2820 31.14 96.3% 95.7% 86.6% 96.0% 

2009 4537 31.90 97.0% 96.3% 87.8% 96.8% 

2010 6925 32.17 97.5% 96.9% 88.6% 97.3% 

2011 14043 32.17 98.2% 97.3% 89.7% 97.9% 



2012 24102 32.28 97.3% 96.0% 89.0% 97.0% 

2013 32973 31.68 95.6% 93.4% 86.0% 95.3% 

2014 30467 32.66 98.6% 96.1% 87.8% 98.4% 

2015 28126 33.60 99.8% 96.8% 87.5% 99.6% 

2016 22092 34.10 99.8% 96.7% 88.0% 99.6% 

2017 20499 34.32 99.5% 96.2% 87.3% 99.2% 

2018 16895 34.01 94.9% 91.2% 83.0% 94.6% 

Total 204846 32.92 97.9% 95.5% 87.3% 97.7% 

 
The publications contain on average 32.92 paragraphs and 3.86 different sections. This is below 
the values reported by Bertin et al (2013). This probably due to differences in parsing and 
extraction of the XML-elements. Subsections indicated by <sec>-elements as a child from 
another <sec>-element are not considered as separate sections and obtain their classification 
from their parent element. Section and paragraph elements without text as value were not 
considered as separate paragraphs.  

The Neural Network Model 

The final Doc2Vec-model is trained on 6.95 million text fragments from abstracts and paragraph 
texts. The neural network contains 400 nodes and training is done over ten iterations. Before 
training, a vocabulary was created with 3.90 million unique words. The total number of words 
included was 440 million. A sliding window of 7 words was used to establish the context for 
each word. It took about 15 hours to train this model on an average server requiring not more 
than 27Gb of RAM.  
 

Intra-document similarity 

First, the analysis focuses on intra-document similarity. Figure 3. shows the distribution of the 
cosine similarity of the abstract with distinct paragraphs across the four identified sections. The 
‘Introduction’ is most similar to the abstract, while the ‘Methodology’ section is least similar. 
The inclusions of in-text references in the final paragraph embeddings and the absence of 
references in abstracts can act as a damping factor for the similarity between abstract and actual 
text fragments. However, the higher amount of references in the introduction and discussion 
(Bertin et al 2013) does not prevent the higher similarity between these sections and the abstract.  
 



 
Figure 3. Distribution of similarity between Abstract and different sections in PlosOne papers. 

Next, the similarity is calculated between paragraphs within sections and across section in each 
paper. The average similarities are presented in table 3. The intra-section similarity ranges from 
0.32 for the ‘Introduction’ to 0.29 for the ‘Methodology’. Looking at similarities across section, 
it can be observed that ‘Introduction’ and ‘Discussion’ are more similar, and ‘Methodology’-
paragraphs are least similar to paragraphs in other sections. 
 

Table 3. Average similarity of paragraphs across sections 

I II III IV 
I: Introduction 0.32 0.26 0.27 0.31 
II: Methodology 0.26 0.29 0.27 0.26 
III: Result 0.27 0.27 0.31 0.28 
IV: Discussion 0.31 0.26 0.28 0.30 

 
 
It is worthwhile to complement this analysis by adding the distance between paragraphs to the 
analysis. Figure 4 plots the average similarity between two paragraphs against the distance 
between them in the text. As each paragraph gets a sequence number in the processing phase 
it is easy to calculate the distance between them. The plot distinguishes between two groups, 
namely the distance between paragraphs inside one section opposed to the distance across 
sections. The solid line indicates the within section similarity and starts with the highest 
value. It rapidly declines with an increasing distance. The similarity between paragraphs 
across sections stars much lower and takes an increase and slow decline afterwards.  



 
Figure 4. Average similarity between paragraphs related to the distance  

within the document. (Solid line: within one section, Dashed: across sections) 

 
The overall image in figure 4 can easily be explained by the low similarity between the 
‘Methodology’ and ‘Results’ sections with the two other sections. The main structure of 
PlosOne papers is either IMRaD or IRDaM with the ‘Methodology’ or ‘Result’ section in 
between ‘Introduction’ and ‘Discussion’ creating higher distance between these sections with 
higher similarity. Remarkable is the crossing of the two lines near a distance of 5 between 
paragraph. From then on, paragraphs from different sections are more similar than within 
sections. Probably, topics or themes already raised in a previous section are retaken in the light 
of the obtained results or applied methodology. 

Between document similarity 

The analyses in this next section will all focus on similarity across documents.  
 

 
Figure 5. Distribution of similarity as measured through vector document embeddings of 

abstracts of document pairs (solid line: Citing-Cited document pair, dashed line: random pairs).  
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In order to have a baseline or reference point, the similarity between abstracts in citing-cited 
document pairs is gauged against the similarity between two randomly selected abstracts. The 
distribution of both sets of similarities have been plotted in figure 5.  
 

 
Figure 6. Distribution of similarity between abstract or citing section  

and abstract of cited document.  
 

The similarity between random selected abstracts is just below 0.09, while the average for the 
citing-cited pair of documents is 0.28. The distribution of similarities of abstracts of citing and 
cited pairs of documents is also in figure 6. Here it is contrasted by the distribution of similarity 
of the paragraph in which the reference appears and the abstract of the cited document, grouped 
by citing section. Once more, paragraphs in the ‘Introduction’ show the highest similarity with 
the cited abstract. The median in the second box is highest while the first box (abstract to 
abstract) has the lowest median. This shows clearly that the information in these individual 
paragraphs bear different content or information than the abstract.  
 

 



Figure 7. Distribution of similarity between citing section  
and different sections in cited document.  

 
For the last analysis, the similarity is calculated between the citing paragraph and all paragraphs 
in the cited document. A citation does not contain -it exceptionally does- a reference to the 
exact location of the relevant concept or topic in the cited document. This last analysis selects 
only those PlosOne papers cited at least 5 times by other PlosOne papers. Figure 7. plots the 
average similarity between citing paragraphs and cited paragraphs across different sections. A 
plot for each section at the citing side is given. Each plot contains a box per section in the cited 
document. Paragraphs from the ‘Introduction’ and ‘Discussion’ section are most similar with 
the ‘Introduction’ in the cited document with ‘Discussion’ ranked second. This pattern changes 
when looking at the citing paragraphs in the ‘Methodology’-section. Here cited ‘Methodology’ 
and ‘Introduction’ score equally.  

Discussion and Conclusion 

The results obtained in this study support the statement that a more fine-grained approach using 
paragraphs is applicable in science mapping and that it will provide additional insights in the 
topic structure underlying scientific papers. As earlier observed (see Bertin et al. 2013), each 
section in a publication serves different purposes with distinct reference distribution. Here it is 
shown that there is also a textual difference between sections but also within sections. The 
further paragraphs are separated from each other in a section the less similar they are. The use 
of vector word and paragraph embeddings can be useful for several applications in quantitative 
science studies. In the following section, applications of intra- and inter document similarity 
are presented.  

Applications 

The use of intra-document similarity between paragraphs can extend the study of 
interdisciplinarity. Currently two main approaches are applied for the study of 
interdisciplinarity of scientific publications namely the use of subject classifications of cited 
references (Leydesdorff & Rafols, 2011, Wang et al 2015) and the disciplinary profile of the 
researchers involved (Abramo et al., 2012). Using the lexical information embedded in the 
distinct paragraphs and sections combined with the similarity to cited documents can provide a 
novel third approach. Network-based statistics like node distance, centrality and modularity are 
appropriate measures for central concepts in the study of interdisciplinarity like disparity, 
balance and variety (Wang et al 2015). 
 
Another application of this fine-grained approach is in information retrieval. Context based 
word embeddings provide enhancements at both needle and haystack side. Key words in search 
strategies can be complemented by their specific context which defines their meaning and the 
same model is used to characterize the paragraphs at the haystack side. Moreover, other 
applications of word embeddings (see eg. Mikolov et al., 2013) have shown that mathematical 
operations on vectors like subtractions are possible and retain their topical characterization. 
This allows the creation of search strategies starting from a set of keywords without the need 
to list all possible alternatives or variations but also to provide a set of keywords or papers that 
are irrelevant to the search and should be excluded.  

Limitations.  

The novel approach presented in this study does not come without limitations. At first, there is 
the need for open access to the full paper in the required JATS-format. The procedure could be 
rewritten to be applicable on HMTL data or even on parsed PDF. However, the main advantage 



of JATS is that it specially targeted towards scientific journal articles and parsing is less prone 
to errors.  
The scoring of additional documents not in the original dataset is possible through the neural 
network algorithm. The obtained model can even be trained to incorporate these additional 
documents, but the procedure initially starts with the creation of a word vocabulary which 
cannot be updated. This puts a burden on the extensibility of the model as the proposed approach 
also takes the publication identifiers of the cited documents. These identifiers are merged into 
vocabulary as if they were words. The set of cited documents in the additional data set will thus 
be limited to the original set of cited documents. Other approaches for word embeddings like 
LSH or random projects suffer also from this limitation.  
The model reduces the document space from extreme sparse with hyper dimensionality into a 
dense matrix with limited predefined number of dimensions. Using such a dense matrix for the 
creation of document networks results in a near complete network where a similarity can be 
calculated for nearly any given pair of documents. It is very hard to use these near complete 
weighted networks as a basis for clustering techniques or community detection. Only the 
application of thresholds on the similarity can solve this issue which comes with computational 
constraints as the similarity of each pair of documents has to be calculated prior to the 
application of the threshold. Hashing algorithms like LSH can be used to solve this issue. 
 
The creation of the neural network model involves tuning several parameters like number of 
underlying nodes or dimensions, learning rate, learning iterations, minimum threshold for rare 
words, down-sampling rate for frequent words, sliding window length for the word context. 
With the last option, frequent words are removed with a probability relative to the inverse of 
their frequency which results in actual larger windows. The Word2Vec also provides two 
different learning approaches. Each of these parameters can have an influence on the final 
obtained model. More research is required to study the effect of this hyperparameter tuning on 
the final validity of the model and resulting vector embeddings.  

Conclusion 

Vector word and paragraph embeddings provide a novel approach for the calculation of within 
and between document similarities. The technique is used to create neural network based 
mathematical representations of text fragments of smaller size like paragraphs. Within such a 
vector space, the cosine of the angle between the vectors can be used to indicate the similarity 
between the underlying text fragments. The Word2Vec and Doc2Vec implementations provide 
an easy to use library for the creation of the word embeddings and similarity calculations. The 
application of the technique shows that the paragraphs in the ‘Introduction’ and ‘Discussion’ 
section are most similar to the abstract but that the ‘Methodology’ has a much lower similarity 
with abstract. Combined with lower number of references in this section, the paragraphs are 
less presented in document-based approaches using abstracts and citations for the creation of 
document networks. When looking at citing-cited pairs of documents, the paragraph containing 
the actual reference to the cited paper shows a higher similarity with the abstract of the cited 
paper. This is especially the case with paragraphs from the introduction. The novel approach 
can have several applications in quantitative science studies like the study of interdisciplinarity 
or bibliometric aided information retrieval, but the technique suffers still from limitations which 
can damper the validity of the obtained results. 
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