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Abstract— Research on collaborative learning between humans and virtual pedagogical agents represents a necessary 

extension to recent research on the conceptual, theoretical, methodological, analytical, and educational issues behind co- 

and socially-shared regulated learning between humans. This study presents a novel coding framework that was 

developed and used to describe collaborations between learners and a pedagogical agent (PA) during a subgoal setting 

activity with MetaTutor, an intelligent tutoring system. Learner-PA interactions were examined across two scaffolding 

conditions: prompt and feedback (PF), and control. Learners’ compliance to follow the PA’s prompts and feedback in the 

PF condition were also examined. Results demonstrated that learners followed the PA’s prompts and feedback to help 

them set more appropriate subgoals for their learning session the majority of the time. Descriptive statistics revealed that 

when subgoals were set collaboratively between learners and the PA, they generally lead to higher proportional learning 

gains when compared to less collaboratively set goals. Taken together, the results provide preliminary evidence that learners 

are both willing to engage in and benefit from collaborative interactions with PAs when immediate, directional feedback and 

the opportunity to try again are provided. Implications and future directions for extending co- and socially-shared 

regulated learning theories to include learner-PA interactions are proposed. 
 

Index Terms—intelligent tutoring systems, pedagogical agents, collaborative learning, adaptive hypermedia, self-

regulated learning, co-regulated learning, socially-shared regulated learning, externally-regulated learning 

1 Introduction

Examining the process of self-regulated learning (SRL), an adaptive learning behavior empirically linked to higher learning 

outcomes (see [1]), has been a primary focus of research on learning with computer-based learning environments (CBLEs). 

Researchers have paid relatively little attention, however, to examining the roles that tutors, human [2-3] or virtual (i.e., 

pedagogical agents; PAs) stand to play in helping learners to develop their SRL skills during learning with CBLEs. 

Specifically, roles that are examined are constrained by limited theoretical lenses that fail to consider more bi-directional 

and collaborative dynamics between learner and tutor, especially when the tutor is a PA, which this study focuses on. 

Indeed, research on PAs has mostly focused on their ability to externally regulate SRL [4-9], while neglecting to 

examine collaborative regulatory processes such as co- and socially-shared regulated learning [10-12]. This study 

contributes to addressing this gap in the literature by expanding the theoretical lens used to understand learner-PA 

interactions to include these recent advances in educational theory. In doing so, ongoing theoretical and analytical 

challenges are also addressed, such as clarifying the boundaries between different types of regulatory behaviors 

(described below), their relationship with learning, and learners’ responses, in terms of compliance, to tutorial prompts 

and feedback.  

Specifically, this study addresses these challenges and limitations through (1) the development of a theoretically-
situated qualitative coding scheme used to describe different learner-PA interaction patterns, and (2) an investigation into 

potential relationships between learner-PA interaction patterns, including prompt and feedback compliance, and 
subsequent learning outcomes. Prior to discussing the methodology, we present the theoretical framework used to 



 

 

contextualize learner-PA interactions, followed by an explanation of the learner-PA interactions examined in this study 

before presenting the research objectives, questions, and hypotheses. 

2 Theoretical Framework 

There are a number of terms to describe variants of self- and other-regulated learning, including externally regulated 

learning (ERL) [13-14], socially-shared regulated learning (SSRL) [15-16], and co-regulated learning (CoRL) [17]. This study 

adopts the theoretical framework and assumptions for self and other-regulated learning advanced by Järvelä, Hadwin, 

and Miller [10-12], that delineate different types of regulated learning and how they can be applied to group learning. 

We begin our discussion of regulated learning with self-regulated learning (SRL).  

2.1 Self-regulated learning (SRL) 

Self-regulated learning is a recursive, loosely sequenced, four-phase process of cognitive and behavioral activity 

(information processing model) [18-21]. Although the information processing model does not focus on social elements 

of regulation, it provides a detailed description of the discrete elements involved in SRL, including goal-setting, which is 

of particular importance to this study.  

The four phases of Winne and Hadwin’s [18-20] information processing model include: (1) task definition, (2) goal-

setting and planning, (3) studying tactics, and (4) adaptations to metacognition. In the first phase, learners form an 

understanding of the learning task that includes assessing the conditions associated with the task. Conditions are 

affordances or constraints that can be external (e.g., resources, instructional cues, time, social context) or internal (e.g., 

beliefs, motivation, domain knowledge, knowledge of task, knowledge of study tactics and strategies) to the learner. In 

the second phase, learners set goals (e.g., regarding what they want to learn) and outline a means of achieving them. By 

setting multifaceted goals, learners are establishing standards for their learning. Goal setting is the focus of this study. In 

the third phase learners enact studying tactics (i.e., operations), such as creating summaries, making inferences, and 

coordinating informational sources to help them achieve their goals (i.e., meet their standards). The last phase of this 

model involves learners evaluating their learning products (e.g., learner-generated summaries and models, mental 

representations [e.g., mental models] of instructional content). Evaluating their learning involves comparing their learning 

products to their standards. If standards are not met, learners exercise control through modifying operations, conditions, 

standards, or all three.  

These phases are loosely sequenced, such that one can modify plans while enacting studying tactics, for example. 

Effective self-regulators will identify and make necessary changes (i.e., exert metacognitive control) to their studying 

tactics throughout their learning session, although research has shown that learners are not particularly adept at doing 

so [22-23].  

It should be noted that while SRL is individual, effective self-regulation in a group or team setting (i.e., self-regulation 

of collaborative learning [12]) requires individuals to regulate their own cognitive processes, behaviors, and beliefs while 

collaborating with other group members [11-12, 24]. Although not the only important component of regulation in a 

group setting, Miller and Hadwin [12] propose that SRL is a necessary precondition to group regulation. 

2.2 Externally-regulated Learning (ERL) 

Interpersonal regulation is an increasingly recognized component of regulated learning, where pairs or groups (not just 

individuals) engage in intentional, goal-directed metacognitive activity, and advance, constrain, and advocate strategic 

control over group members’ behaviors, cognitions, and beliefs [10,12,25]. Externally-regulated learning (ERL) differs from 

SRL in that it involves a human or virtual PA tutor prompting an individual learner to deploy key SRL processes during 

their learning, which may in turn enhance their SRL [2,14]. The CBLE used in this study, MetaTutor, was designed to model 

and support SRL using externally-regulated learning (ERL) based on the assumptions, sequencing, and empirical findings 

of the information processing model [26-28] (see 5.2). It is based on the hypothesis that ERL can help learners become 

more effective at SRL when they are learning on their own after interacting with MetaTutor. In this study, we examine 

whether one component of learners’ interaction with MetaTutor is more collaborative in nature than traditional ERL by 

extending theoretical considerations to include the ones below.  

2.3 Co-regulated learning (CoRL) 

Co- and socially-shared regulated learning are based on extensive theoretical and empirical work by Hadwin, Järvelä, and 

Miller, and outline different inter-individual, collaborative approaches to regulating learning that differ from the 

unidirectional regulation of learning that is characteristic of ERL [10-12]. Co-regulated learning involves individuals 

supporting and influencing one another’s regulation of learning, typically in an interdependent and reciprocal manner 

[10-11]. As such, co-regulation requires learners to be aware of one another’s individual goals, behaviors, and progress 

toward achieving collective goals. Järvelä and Hadwin [11] go on to note that although the distribution of regulatory 

tasks is made between members, CoRL is characterized by learners mutually supporting each other’s regulatory behaviors 

in order to support the pursuit and completion of collective goals that may have complimentary individual components. 

Miller and Hadwin [12] note that CoRL can take the form of one or more individuals prompting and scaffolding an 

individual group member’s SRL, or one or more individuals prompting and scaffolding multiple group members’ 



 

 

individual SRL. CoRL, therefore, differs from SRL in that group members take responsibility for being aware of one 

another’s learning and learning progress, and will temporarily intervene to scaffold each other if they detect that a partner 

or group members are deviating from their task objective, which would retract from the collective group goal. In other 

words, CoRL is about individuals supporting each other’s SRL. 

2.4 Socially-shared regulated learning (SSRL) 

Socially-shared regulated learning (SSRL) is another important component of effective collaboration; one that involves a 

heightened level of interdependency when compared to CoRL, which Järvelä and Hadwin [11] purport is not sufficient to 

foster effective collaboration. SSRL entails groups regulating themselves as a collective unit, using consensus building 

and negotiation to co-construct and make decisions about group task goals, definitions, beliefs, strategies, and 

knowledge. SSRL differs from SRL, ERL, and CoRL because decisions, planning, goals, etc. are not made by individuals but 

rather made by and monitored by the group. In other words, the group regulates itself as a collective unit through 

negotiation and consensus building rather than group members regulating a single individual or individuals’ SRL. 

3 Related Work 

In addition to having theoretical/conceptual boundaries, as outlined above, empirical evidence also supports the 

differentiation of CoRL and SSRL, which are harder to differentiate than ERL and SRL and represent an emerging literature. 

These two types of regulatory activities differed across five studies surveyed in a recent, comprehensive review by 

Panadero and Järvelä [29], where SSRL involved more collaboration and shared regulation activities, and CoRL entailed 

less joint work and joint use of strategies. Panadero and Järvelä’s [29] review also highlighted a relationship between 

higher levels of SSRL, and group performance, and learning. Although further research is needed due to a small quantity 

of empirical studies that examined performance outcomes, the authors’ astutely noted that this finding is promising as 

the increased use of learning strategies and SRL does not guarantee higher performance [5; 30-32]. These results do 

suggest, however, that SSRL should typically lead to higher performance than CoRL.  

These findings should be taken with a grain of salt, however, given the difficulties learners have in engaging in 

regulatory activities in the first place [11]. Nonetheless, recent proposals for scripting and group awareness tools 

advanced by Miller and Hadwin [12] may help researchers design increasingly effective and reliable studies of 

collaborative learning in technology-rich and computer-based settings. In the meantime, a better question might 

therefore be: under conditions empirically proven to facilitate and encourage effective SRL, CoRL, and SSRL, which is the 

most effective at improving performance and adaptive learning behaviors? While empirical evidence generally supports 

collaborative learning, including collaborative regulation, a sufficient quantity of empirical evidence does not yet exist to 

confidently rank-order different types of regulated learning [11,33-36]. 

An even more nascent area of research is the evaluation of different collaborative strategies between human learners 

and pedagogical agents (PAs). While a considerable amount of research in the intelligent tutoring system and artificial 

intelligence in education communities have examined the effects of different ERL prompts and scaffolds, including 

trialogues involving multiple PAs and a human learner [37], no study to the authors’ awareness has been conducted that 

examined regulatory behaviors from a collaborative perspective. Indeed, ERL interactions between learners and PAs have 

been primarily characterized by prompt and feedback-driven ERL, where requests are given for students to initiate SRL 

behaviors by PAs in multi- or single-agent computer-based learning environments. Examples of prompts and feedback 

issued by PAs to learners include prompts to take notes and summarize their emerging understanding of a topic; prompts 

to engage in metacognitive monitoring through quizzing a teachable agent on its emerging understanding and adapting 

one’s knowledge, beliefs, and strategies in turn; and being prompted to use a worksheet as a mental model to collect, 

review, reflect on and revise evidence in an immersive, inquiry-based environment [4-6, 27; 32, 38-39]. Another limitation 

of previous ERL work with PAs is that it primarily focuses on the third phase (studying tactics) of the information processing 

model. By focusing on the goal-setting and planning phase, this study extends empirical research with PAs informed by 

the information processing model. 

4 Current Study 

All of the above-mentioned diverse examples of human-PA interactions share a common limitation: none examined how 

learners can collaboratively regulate their learning with PAs to increase academic achievement. This study addresses this 

limitation by examining a rich interaction between a PA and a learner to establish subgoals for learning with MetaTutor, 

an intelligent tutoring system that teaches complex science topics. Depending on the experimental condition (explained 

in 5.2) the learner was assigned to, they could receive more or less detailed feedback from the PA. 

For the purpose of this study, we were interested in examining whether different levels of collaboration could be 

reliably identified and characterized, and if so, whether they influenced subsequent learning outcomes from the learning 

session with MetaTutor immediately following the establishment of learning subgoals with one of the PAs. We addressed 

these objectives with the following research questions and hypotheses:  

(RQ1) Can distinct learner-PA subgoal-setting interactions be reliably identified across MetaTutor conditions? In 



 

 

response to RQ1, we hypothesized that we would be able to identify at least two condition-specific interaction patterns 

because the PA has different rules in the two experimental conditions (described below in 5.2). Prior to examining learner-

PA interaction log files, we were unsure, however, whether additional interaction patterns could be identified, or how any 

condition-specific interaction pattern would be characterized, aside from one being less constrained and more 

instructionally informative than the other. 

(RQ2) In interactions where the PA provided feedback, did learners comply with its instructional suggestions? With 

regard to RQ2, we hypothesized that learners would follow the PA’s hints most of the time, based on Karden and Conati’s 

[40] finding that learners followed adaptive hints delivered from an intelligent tutoring system approximately 63% of the 

time, despite the fact that it was not a human tutor. We further hypothesized, that learners would follow less constrained 

and more instructionally informative response-adaptive subgoal hints more often than learners in Karden and Conati’s 

[40] study because they were more open-ended in nature. Additionally, learners were afforded more autonomy in fulfilling 

them, which is a positive motivational and affective task feature [41]. This hypothesis is in-line with the differences in hint 

compliance observed between Karden and Conati’s [40] and Conati, Jaques, & Muir ’s [42] studies, where the former used 

hints with more than one behavioral option (e.g., which part of a problem to focus on next), and the latter only one (e.g., 

to use or not use a learning tool; a magnifying glass). In keeping in-line with Karden and Conati’s [40] terminology, we 

referred to learners’ tendency to follow or not follow the PA’s prompts and feedback as compliance or non-compliance.     

(RQ3) Does the type of learner-PA subgoal-setting interaction have an influence on learning? In response to RQ3, we 

hypothesized that more collaborative interactions with the PA would lead to better learning outcomes, in line with 

Panadero and Järvelä’s [29] review. While PAs are qualitatively different learning partners than humans, we believed that 

if response-adaptive hints, and especially those that are less constrained and more instructionally informative, are being 

followed (RQ2), then it means a collaboration of some kind is occurring, which opens up the possibility of learners reaping 

the benefits observed in research on collaborative learning with humans.      

We addressed these three research questions by conducting three sets of analyses. The first was an open-coding 

qualitative analysis of learner-PA interactions (LPAI) during the subgoal setting phase that yielded different learner-PA 

interaction pattern descriptions across the learning conditions. These qualitative results are situated relative to the 

different types of regulated learning (SRL, ERL, CoRL, SSRL) in the discussion section (7.1). The second analysis examined 

whether or not learners followed the prompts they received from the PA when it provided one by classifying and counting 

the number of followed vs. un-followed prompts. The third analysis used descriptive and inferential statistics to examine 

whether differences could be observed between different learner-PA interactions and student learning.  

5 Methodology 

5.1 Learners 

107 undergraduate students (72% female) from two large public universities in North America participated in this study. 

The following demographic information is based on data collected from 76 learners (71% of sample), as the remaining 

learners did not provide this information. Learners were between 18 and 37 years old (M = 20.95; SD = 2.88) and enrolled 

in various undergraduate programs, including social sciences (65%) and nursing (5.3%; which was the only discipline 

related to human biology). Learners' self-reported GPA ranged from 1.9 to 3.89 (out of 4.00) (M = 3.03; SD = 0.47). Less 

than half of the sample (45%) reported taking at least one biology course at the undergraduate level. All learners were 

paid up to $40 ($5/half-hour; $35 if they finished 30 min. early) for completion of the two-day, four-hour experiment. 

Learners were randomly assigned to one of two conditions, which varied in the degree of prompting students received 

and in the quality of the feedback provided after SRL processes were performed. 50 learners were assigned to the 

condition with the higher degree of prompting and 57 to the other. No significant differences between conditions were 

observed for learners’ pretest scores (see section 5.3).  

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1. Screenshot of the MetaTutor interface and goal setting learner-PA interaction example for the feedback scaffolding (PF) condition. Above 
the dialog history, the three subgoals that have just been set remain visible during the whole learning session. On the top right hand corner the 
PA currently interacting with the learner is visible (here, Pam the Planner). Non-goal setting interface elements are faded out during this phase. 



 

 

5.2 MetaTutor and Experimental Procedure 

MetaTutor is an intelligent tutoring system (ITS) and hypermedia-learning environment that embeds pages with text and 

static diagrams organized by a table of contents displayed in the left pane of the environment (see Figure 1). The version 

of MetaTutor used in this experiment is composed of 41 pages on the human circulatory system taught to learners during 

their interaction with the four PAs embedded in the system. The experiment took part in 2 different sessions, separated 

by 3 hours to 3 days. 

During Session 1 of the MetaTutor experiment, learners completed a demographics questionnaire, and a pretest on 

the human circulatory system as well as on their understanding of SRL. Session 1 generally took 20 to 30 minutes for 

learners to complete. During Session 2, learners interacted with MetaTutor for two hours, after which they immediately 

completed a counterbalanced 25-item posttest on the human circulatory system. 

Prior to the beginning of the learning portion of Session 2, learners were instructed how to complete the think-aloud 

protocol, and audio and video capture equipment were tested and activated (captured video and audio data is not used 

in the current study). Several tutorial videos featuring instructions from either a human agent or a combination of a 

human and PA were shown to the learner at the beginning of the session to explain how to navigate the system and how 

to use the interface to declare the SRL processes they were performing while learning. 

 

MetaTutor Conditions. Learners were randomly assigned to either an experimental Prompt and Feedback condition (n 

= 50) or to a Control (n = 57) condition. Instructional scaffolding was provided by four PAs and varied depending on the 

experimental condition to which learners were assigned. In the prompt and feedback condition (PF) condition, learners 

were prompted by the PAs to use specific self-regulatory processes and were given feedback about their use of those 

processes during the learning session. In the control condition, learners did not receive prompts or feedback from the 

PAs and could only perform these self-regulatory processes on their own initiative.  

The PAs included Gavin the Guide, Pam the Planner, Mary the Monitor, and Sam the Strategizer. Gavin provided 

guidance for learners and administered pretest and posttest knowledge assessments and self-report measures. Its 

interactions with learners did not vary between conditions. Mary prompted and supported learners’ monitoring processes 

(e.g., judgment of learning), and Sam prompted learners to engage in learning strategies and ensured their use (e.g., 

note-taking, summarizing). In the control condition, Mary and Sam only responded to learners’ self-initiated monitoring 

and self-regulated learning strategies in an instructional manner (e.g., acknowledging completion of a summary), when 

appropriate, rather than providing feedback on the quality of their responses or recommending that they engage in them. 

Pam prompted and scaffolded learners’ planning processes by encouraging them to activate (i.e., recall) relevant prior 

knowledge about the topic, and to set three subgoals at the beginning of their learning session, which help them 

approach the learning task and achieve their overall learning goal: to learn all they can about the human circulatory 

system. In addition to prompting learners to activate their prior knowledge in the PF condition, Pam provided them with 

feedback regarding the appropriateness of their proposed subgoals, and offered them the opportunity to try again (when 

a proposed subgoal was inappropriate). This additional affordance involved learners more in the goal setting process 

than when they are immediately offered a more suitable alternative (in the control condition). The subgoal setting phase, 

which is central to this study, is described below in more detail. 

The subgoal setting phase in MetaTutor. Before learners began to interact with Pam, who helped them set their subgoals, 

they had to progress through a few introductory steps, the first of which was the introduction of their overall learning goal and 

subgoal setting phase by Gavin, who instructed learners that they would have one hundred and twenty minutes to learn about 
the circulatory system and that their overall learning goal for the session was to learn all they could about the circulatory system. 

Gavin then elaborated that learners should specifically, be sure to learn about all the different organs and different components 
of the circulatory system and their purpose within the system, how they work both individually and together and how they 
support the healthy functioning of the body. Next, Gavin introduced Pam, the PA who helped students set subgoals, which this 

study focuses upon: The first thing you’ll be doing is setting some subgoals for your learning session. Pam the Planner will be 
assisting you in setting these sub goals. Following Gavin’s introduction, Pam introduced herself and requested that learners 

activate their prior knowledge regarding the circulatory system: Hi, I’m Pam the Planner, I will help you to set up subgoals. It 
looks like we’re about ready to start learning. First, I want you to tell me everything you know about the circulatory system. 

When learners finished entering their prior knowledge regarding the circulatory system into MetaTutor (using the keyboard), 

they were shown a brief introductory video instructing them on how to set an appropriate subgoal and the PA’s role in this 

process, including an example from another version of MetaTutor about the nervous system. 
During the proceeding subgoal setting phase, learners interacted with Pam to successively set three subgoals designed to 

assist them in learning about the human circulatory system with MetaTutor. Following the subgoal setting example video, Pam 

proposed that they begin setting subgoals of their own: Ok, let's set up some subgoals then. Learners were then required to 

propose a subgoal using the keyboard. The subgoal setting phase involved several learner-PA dialogue moves, where upon 

submitting a proposed subgoal, the PA would provide condition-dependent tutorial instruction regarding its appropriateness. 

Following the PA’s tutorial instruction the learner would then have a chance to respond, by, for example accepting or rejecting 

a new subgoal proposed by the PA, making a selection from subgoal options presented by the PA that it felt the learner may 

have intended to set, or entering new text following a request to try again. 

Ideal subgoals describe, at a level of detail that is not too broad or too specific, something the learner wished to learn about 



 

 

and understand regarding the circulatory system. The seven appropriate subgoals a learner could set included: (a) path of blood 

flow, (b) heartbeat, (c) heart components, (d) blood vessels, (e) blood components, (f) purpose(s) of the circulatory system, and 

(g) malfunctions of the circulatory system. The PA used natural language processing (NLP) to recognize these subgoals as well 

as goals related to them, but either too specific or too general to be appropriate for the learning session. The PA rejected 

subgoals, which were unrelated to the circulatory system (e.g., about digestion). 

Figure 1 is a screenshot of the MetaTutor system during the subgoal setting phase and displays an interaction between Pam 

and a mock learner ‘test’, to whom it is providing feedback regarding their proposed subgoals. Note that when the learner 

suggests ‘heart attack’ as one of their subgoals, Pam provides feedback on this choice, specifically that ‘heart attack’ is too 

specific a subgoal to guide them in learning all they can about the circulatory system. Furthermore, Pam makes a counter 

suggestion, which still takes into consideration the topic of heart attack, though it generalizes it to ‘malfunctions of the 

circulatory system’, which a heart attack is one kind of. 

The previous example can be traced in the flowchart displaying the decision algorithm in Figure 2, where the learner’s 

proposed subgoal, ‘heart attack’ is: (a) not identified as being too broad; (b) is identified as being related to an ideal subgoal; 

(c) and one that is not already selected; (d) but one that is not an ideal subgoal; (e) because it is too specific; (f) therefore, the 

PA proposes the broader, ideal subgoal, which was malfunctions of the circulatory system; (g) which the learner accepted as 

their subgoal; (h) and is accordingly congratulated; (i) and since this was the third subgoal, they were prompted to move on to 

the next phase of the learning session with MetaTutor. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
Fig. 2. Flowchart representing the PA’s subgoal selection algorithm. Blue boxes and directional arrows are decision nodes and paths available to 
the PA in the Prompt and Feedback condition, while red paths are those available in the Control condition. Black ones are available in both. SG = 
subgoal. 

 

5.3 Measures 

MetaTutor log files recorded all events in the system, and in particular interactions between the learner and the PA. Appendix 

A displays an excerpt of such a log corresponding to events occurring during the subgoal setting phase, where column 1 

represents the count of the recorded events, columns 2 and 3 are the absolute and relative time (in ms), repectively, since the 

beginning of the session, and column 4 identifies the type of the event dummy coded by a number. In the case of interactions 

between the agent and the learner (events of type 3), column 5 represents the initiator of the action (either the PA or the 

student; “NA” represented the student in Appendix A), column 6 corresponds to the identifier of the script used (by the PA), and 

column 7 is the associated text either typed as an input by the student or displayed and spoken as an output by the agent. 

RQ1: The Learner-PA Interaction (LPAI) coding scheme. The final LPAI coding scheme (qualitative coding process described 

in 6.1) contained four profiles used by two trained coders to code the PA’s responses to learners’ proposed subgoals from 247 

segments (κ = 0.98) extracted from the log files (agreement reached 100% following discussion). One coder coded an additional 

240 segments. Therefore, we had a total of 487 segments coded from 107 learners; 50 learners from the PF condition and 57 

from the control condition. The learner-PA interactions were segmented based on dialogue turns between the PA and the 

learner where the PA provided feedback regarding the learner’s proposed subgoal.  

We did not examine data from students’ interactions with the PA while they set up their third subgoal in any of our analyses 

for RQ1 through 3 because only 69.2 % of learners completed it during the learning session. Therefore, its inclusion would have 

limited our analyses of the relationship between LPAI profiles and subsequent learning. Furthermore, in cases where the PA and 



 

 

the learner spent more than one dialogue-turn (e.g., segment) setting up an appropriate subgoal, we used the first segment as 

the profile code for that particular subgoal. The unit of analysis was the PA-learner interaction for each individual subgoal 

because learners could have different interactions between the first two subgoals we examined for each of them. 

RQ2: Examining Prompt and Feedback Compliance (PFC). Three themes emerged from qualitatively examining the PF 

condition learners’ interactions with the PA for instances of compliance and non-compliance. Only learners from the PF 

condition were coded because learners in the control condition did not have the same opportunities for non-compliance (see 

5.2). Frequency counts of the three themes related to compliance and non-compliance were done. Interactions from the 50 

learners assigned to the PF condition were coded by the same coders as the previous analyses, where one coder coded all 50 

learners’ logs, and the second coded 31 logs and 71/110 segments (κ = 0.76; agreement reached 100% following discussion).  

RQ3: Examining the relationship between LPAI profiles and learners’ proportional learning gains. Pretest and posttests 

consisted of two equivalent, counter-balanced sets of 25 multiple-choice items that included questions assessing learners’ 

knowledge of each of the seven subgoals. For example: Why is the heart muscular? (a) because it must pump blood through 

the system [correct]; (b) because it is connected to arteries and veins; (c) because it sends blood to the muscles; and (d) because 

all body organs are made of muscle. All 25 items were used to ensure that the learners who were randomly assigned to one of 

the two conditions, (PF: M = .70, SD = .18; Control: M = .68, SD = .18) were equivalent / not significantly different in their prior 

knowledge scores (F (1, 105) = .235, p >.05). 

To assess differences in learners’ pretest to posttest learning, we calculated their proportional learning gain scores using the 

formula below from [8]. 
 𝑝𝑜𝑠𝑡𝑡𝑒𝑠𝑡 𝑠𝑐𝑜𝑟𝑒 − 𝑝𝑟𝑒𝑡𝑒𝑠𝑡 𝑠𝑐𝑜𝑟𝑒

1 − 𝑝𝑟𝑒𝑡𝑒𝑠𝑡 𝑠𝑐𝑜𝑟𝑒
    

 

We made a revision to the original formula because negative values suggest that learners unlearned material, which is 

unlikely, especially in MetaTutor where it is more probable that they simply guessed successfully on pretest items. The revision 

involved us replacing negative values with a zero. Therefore, in cases where the pretest score was greater than the posttest 

score, learners’ proportional learning gain was indicated as zero.  

Additionally, proportional learning gain scores only drew on items that were related to the subgoals learners set during the 

initial subgoal setting phase so as to assess the effect of their interaction establishing a subgoal and how they performed on 

post-test items related to that subgoal. To account for the fact that one learner could be classified as having two different LPAI 

profiles within the same MetaTutor condition, we drew upon two different proportional learning gain scores per learner: one 

corresponding to each of the first two (of three) subgoals that they set with Pam, the same ones that were coded. In other 

words: each subgoal-specific proportional learnings gain score (e.g., for subgoal 1) was calculated by excluding items from the 

pre- and posttest that were not related to the corresponding subgoal (e.g., subgoal 1). Therefore, results from the two subgoals 

were examined separately. 

Subgoal-specific pre- and posttests had different numbers of examined items because there were two different 

counterbalanced versions of the test (referred to below as “a” and “b”) and seven different possible subgoals, which 

corresponded to varying numbers of pages (and therefore varying numbers of questions in the tests). The number of items 

assessing knowledge about an individual subgoal ranged between one and 14 where (a) path of blood flow = 6 in version A / 

6 in version B of the test, (b) heartbeat = 4 (A) / 1 (B), (c) heart components = 9 (A) / 7 (B), (d) blood vessels = 10 (A) / 14 (B), (e) 

blood components = 9 (A) / 10 (B), (f) purpose(s) of the circulatory system = 11 (A) / 14 (B), and (g) malfunctions of the 

circulatory system = 4 (A) / 2 (B) items.  The range of relevance is also due to some subgoals being related to more than one of 

the other seven subgoals. On average, each learner was assessed on 7.97 questions (SD = 2.40) relative to each of their first or 

second subgoal in the pre-test, and on 8.23 questions (SD = 2.69) in the post-test. 

To statistically examine the effects of learners’ LPAI profiles on their proportional learning gains concerning the subgoals 

they set during the subgoal setting phase, we performed four one-way ANOVAs with profile as the independent variable and 

subgoal-specific proportional learning gain as the dependent variable (e.g., subgoal 1, subgoal 2). LPAI profiles and proportional 

learning gains were examined within condition (necessitating four rather than two one-way ANOVAs) because Pam’s behavior 

was not the only PA behavior that varied by condition: the other three PAs’ behavior also varied [see 51], as did Pam’s post-

subgoal setting phase interactions with the learner. Examining the relationship between LPAI profiles and proportional learning 

gains within condition where post-PA behavior was the same therefore provided a cleaner and more direct evaluation of RQ3. 

Additional details of the analyses related to the frequency of learners per profile are described in Table 1 of the Results section, 

following the presentation of the categories derived through the qualitative analyses.  

6 Results 

The results below are organized to present the multi-stage development of the learner-pedagogical agent interaction 

(LPAI) coding framework and the accompanying analyses that correspond to research questions one through three. 
6.1 RQ1: Can distinct learner-PA subgoal-setting interactions be reliably identified across MetaTutor 

conditions? 

In order to answer the first research question, we engaged in a two-stage qualitative analysis of the subgoal setting 

interactions between Pam the Planner and the learners that were captured in the log files. We began our analyses using 

Graesser and colleagues’ [44] five-step dialogue framework to code the learner-PA interactions during the subgoal setting 



 

 

phase of MetaTutor. We adapted the framework through iterative, qualitative analysis to capture the different PA 

scaffolding and learner behavior themes that emerged. Our analyses led us to develop an initial framework that involved 

four steps [45]:  

1. PA invites student to set up a subgoal  

2. Student proposes a subgoal  

3. PA gives feedback on proposed subgoal  

4. Student responds to feedback.  

The next stage of our coding that was used in this manuscript to extend [45], involved increasing our focus on the 

nature of the feedback that the PA provided to students in response to proposed subgoals. Specifically, we coded the PA’s 

feedback based on the degree of scaffolding it provided students. This direction emerged from an examination of the 

learner-PA interactions, which revealed a substantial amount of variance in step 3 (PA feedback) and 4 (learners’ response 

to feedback). The below four categories were the result of coding the PA-learner interactions belonging, primarily, to 

steps 3 and 4. We drew upon higher education learning and instruction literature that examined the competing goals of 

students’ desires (and expectations) to be given the “right answer”, as compared to research illustrating the benefits of 

students’ active involvement and engagement with learning material to label the categories [46-47].  

 Spoon-feeding Type 1 (SPF1). SPF1 was assigned when the PA told learners what subgoal they should set. In this case, 

no hints were provided. In other words, the learner was not involved in setting the subgoal, nor were they given any 

information regarding why their proposed subgoal was inappropriate in relation to their overall learning goal. An example 

of an interaction that would be coded as SPF1 would be the learner proposing an inappropriate subgoal, such as “brain,” 

and the PA responding “Ok, how about we try to learn about ‘Heartbeat’?” 

Spoon-feeding Type 2 (SPF2). SPF2 was assigned when the learner was given the answer, but the answer was 

accompanied with feedback regarding why it was/was not appropriate in relation to their overall learning goal. SPF2 

included instances where the PA provided learners with choices regarding which subgoal they would like to set when the 

proposed subgoal was related to the options it proposed. SPF2 necessitated more involvement and awareness of the 

subgoal setting task on the part of the learner than SPF1. An example of an interaction that would be coded as SPF2 

would be the learner proposing an inappropriate subgoal, such as “blood transport” and the PA responding “that's good, 

but we need a little more info to pin down what you want to learn about. Did you mean 'Blood components', 'Purposes 

of the circulatory system' or 'Malfunctions of the circulatory system'?” 

Collaboration (Co). Co was assigned when the PA provided the learner with feedback (not a counter-proposed subgoal) 

regarding why their subgoal was inappropriate and a prompt for them to try again rather than providing the answer. We 

classified this code as collaboration because it is an example of the PA and learner working together toward a shared 

objective (to set up three appropriate subgoals). This type of response from the PA afforded the student a greater degree 

of involvement in setting their own learning objectives for the learning session as well as an opportunity for them to learn 

from their previous attempts and improve. An example of an interaction that would be coded as Co would be the learner 

proposing an inappropriate subgoal, such as “heart” and the PA responding “I sense you are onto something here, but I 

don't have enough details to point you to a good subgoal. Please try again and be more specific this time.”       

Right Answer (RA). RA was assigned when the PA confirmed its understanding of the learners’ proposed subgoal. This 

involved the PA re-stating what the learner had said using the wording of the ideal subgoal that it believed the learner 

meant to suggest. Accordingly, the confirmation involved the PA either using closely related (e.g., synonymous), or the 

exact same wording as the learner to ensure it properly understood the subgoal the learner wanted to set. We classified 

this type of response as RA because the PA recognized one (or more) appropriate subgoals in the learners’ proposal and 

therefore sought to confirm rather than re-direct their goal setting. An example of an interaction that would be coded as 

RA would be the learner proposing an appropriate subgoal, such as “I would like to learn about the diseases that could 

affect the circulatory system” and the PA replying “I understood that you wanted to learn about 'Malfunctions of the 

circulatory system'. Is this right?” 

Table 1 reveals how often each of the aforementioned categories was reflected in learners’ interactions with Pam 

during the subgoal setting phase across conditions. An examination of Table 1 reveals that most of the interactions in the 

PF condition either had a collaborative opportunity (Co) or involved the learner providing a right answer (RA; appropriate 

subgoal) and thus not requiring a hint. The majority of the remaining learner interactions were classified as situations 

where the PA simply provided learners with an appropriate subgoal without explanation of why it was right (SPF1). Few 

learners across conditions received an explanative account of why their subgoal was not appropriate when another was 

suggested (SPF2). 

  

 
6.2 RQ2: In interactions where the PA provided feedback, did learners follow its instructional prompts? 

In addition to identifying the type of LPAI, we were also interested in whether learners used the prompts and feedback 

that the PA provided to them in the PF condition. We referred to learners’ use of PA suggestions as learners’ prompt and 

feedback compliance (PFC). PFC was coded when the learner counter-proposed a subgoal that was (1) either more specific 

or more general than their initially proposed subgoal or (2) a shift toward a new topic if the proposed subgoal was 

deemed irrelevant or related to a previously established subgoal. A change, rather than the direction of the proposed 



 

 

subgoal change, was used to assign this code because the majority of students (97.1%) were not biology majors and 

many had low pretest scores. Therefore, we could not be sure that learners knew the hierarchical relationships between 

the different circulatory system components they proposed, prompting us to focus on whether they recognized that a 

change in specificity or general topic was being suggested. For example, a learner (PN 23076) who proposed learning 

about the “heart” as a subgoal and countered a recommendation from Pam to “…please try again and be more specific 

this time” with “heart parts” would be coded as PFC. Moreover, “heart parts” represents an acceptable subgoal because 

it is another phrasing for “heart components”, which Pam would subsequently confirm. Similarly, a counter proposal from 

a learner (PN 33052) to establish “heart parts” as the subgoal following Pam’s feedback that the learner ’s proposed 

subgoal to “…learn about the lungs, and oxygen flow” was related to a subgoal they had previously set (Path of blood 

flow) would be classified as PFC. This example illustrates a successful counter proposed subgoal following a 

recommendation to identify a new subgoal topic. 

Learners’ interaction with the PA was coded as no prompt and feedback compliance (NPFC) when the learner did not 

adjust their subgoal toward the PA’s recommendation. Accordingly, there were two subordinate codes for this category. 

The first, no PF compliance-no shift (NPFC-NS), was assigned when a prompt for the learner to be more general or specific 

was followed up by the learner attempting to make only surface changes to or re-proposing their proposed subgoal (e.g., 

using the same words, a synonym, pluralizing, etc.). A counter-proposal to learn about “blood” (PN 23050) after being 

informed by Pam that “blood types” was not specific enough is an example of a segment that would be coded as NPFC-

NS. Instances where the learner would counter propose a subgoal that was closely related to the topic of their original 

subgoal after receiving feedback that it was either unrelated to the human circulatory system or too closely related to a 

previously set subgoal would also be labelled as NPFC-NS. The following example from learner PN 23005 illustrates this 

second situation where they proposed to establish “digesti[on]” as their subgoal after receiving feedback that their 

previous subgoal “small intestine” didn’t fit with what they were trying to learn about and the prompt to create a subgoal 

that was related to the circulatory system.  

The second NPFC code, no PF compliance-abandonment (NPFC-A) was used if learners abandoned the subgoal they 

had proposed and received feedback on and counter-proposed a different topic regarding the circulatory system when 

the PA instructed them that it needed to be more general or specific. For example, one learner (PN 23013) proposed to 

learn about the “lungs” after being told that they were onto something, but to try again and be more specific in response 

to proposing “heart” as a subgoal. While the students’ lack of expertise with biology prevented us from making inferences 

about their understanding of how more detailed circulatory system components related to one another, assuming that 

undergraduate students understood that they were switching topics was a low inference; an assertion supported by the 

coders’ agreement. 

Our coding revealed that learners successfully followed the prompts and feedback that the PA provided the majority 

(67%) of the time; much more often than they abandoned learning about their originally proposed subgoal to learn about 

something else (19%) or failed to make any meaningful changes in their counter proposal, clinging to their original 

proposal (15%). See Figure 3 for details.  

 

 

 

 

 

 

 

 

 

 

 

TABLE 1 
FREQUENCY OF LPAI INTERACTION BY CONDITION AND SUBGOAL 

 

LPAI= Learner-PA interaction. PF = Prompt and Feedback condition. SG = subgoal. C = Control condition.  Co = collaborative profile. RA = right 

answer profile. SPF1 = spoon-fed 1 profile. SPF2 = spoon-fed 2 profile. No interactions in the Control condition were classified as CR. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. Frequency of different types of prompt and feedback compliance codes. PFC (prompt and feedback compliance): Follows the PA’s 
recommendation, with either a counter-proposal of a goal more specific or generic or a shift toward a new topic. NPFC (no prompt and feedback 
compliance). NPFC-NS: Does not follow the PA’s recommendation to try something else and stay on the same topic instead. NPFC-A 
(abandonment): Does not follow the PA’s recommendation to reformulate and try another topic instead.  

 

 
6.3 RQ3: Does the type of learner-PA subgoal-setting interaction have an influence on learning? 

Table 2 reveals the frequencies of learners in subgoals 1 and 2 as well as the descriptive statistics for proportional 

learning gains of related posttest items. Overall, students in the PF condition whom were classified as having a Co 

interaction profile tended to outperform students with less collaborative interactions with Pam while establishing 

subgoals, especially when cells with eight learners or fewer are disregarded. Patterns between interaction profiles and 

proportional learning gains were less apparent in the control condition, though students classified as having a RA 

interaction tended to outperform students with both spoon-feeding interactions (SPF1 and SPF2) while setting their first 

subgoal. This pattern was also observed in the PF condition. No Co interactions were identified in the control condition 

due to the more constrained nature of the PA in this condition. 

In order to address the third research question, we also examined the statistical significance of the mean differences 

within conditions and between LPAI profiles for each of the two subgoals learners set (numbered in the order in which they 

were set).  

Our first set of analyses investigated whether a main effect of LPAI profile on proportional learning gains existed within 

the PF condition. A one-way ANOVA revealed that there was not a significant main effect of LPAI profile on learners’ 

proportional learning gains for subgoal 1, F(2, 45) = 0.25, p > .05. Therefore, post hoc comparisons were not conducted. 

SPF1 profiles were disregarded in this and the subsequent analyses because of sample sizes of two and one which are 

unsuitable for mean comparisons (see Table 2). A one-way ANOVA examining the same effect, but for subgoal 2 also failed 

to reveal a main effect of LPAI on learning gains, F(2, 46) = 0.71, p > .05. Therefore, post hoc comparisons were not conducted 

for subgoal 2 either. 

Our second set of analyses investigated whether a main effect of LPAI profile on proportional learning gains existed within 

TABLE 2 
PROPORTIONAL LEARNING GAINS BY CONDITION, COLLABORATIVE PROFILE, AND SUBGOAL 

 

PF = Prompt and Feedback condition. C = Control condition. SG = subgoal. Co = collaborative profile. RA = right answer profile. SPF1 = spoon-

fed 1 profile. SPF2 = spoon-fed 2 profile. Means (M) and standard deviations (SD) reported under each profile correspond to learners’ proportional 

learning gain scores, using items related to the subgoal in question. Italicized frequency and descriptive statistic cells are those with fewer than 

ten learners. No interactions in the Control condition were classified as Co. 



 

 

the control condition. A one-way ANOVA revealed that there was a significant main effect of LPAI profile on learners’ 

proportional learning gains for subgoal 1, F(2, 54) = 3.96, p < .05, η 2p = .13. Post hoc comparisons with a Bonferoni correction 

revealed that learners with an RA profile had significantly higher proportional learning gains than those with SPF1 profiles. 

The second one-way ANOVA failed to reveal a main effect of LPAI on learning gains, F(2, 53) = 0.19, p > .05. Post hoc 

comparisons were therefore not run. Although the sample sizes varied by profile, Levene’s test of equality of variances was 

not violated for any of the aforementioned analyses. 

7 Discussion 

The purpose of this study was to examine whether different levels of collaboration could be reliably identified and 

characterized between a learner and PA, and if so, whether they influenced subsequent learning outcomes from the learning 

session with MetaTutor immediately following the establishment of learners’ subgoals. In pursuing these objectives, this 

study advances the state-of-the-art by extending the examination of learner-PA interactions from ERL to a CoRL and SSRL 

theoretical perspective by focusing on the nature of the collaborative interactions between a human learner and a virtual, 

artificial intelligence-driven PA. After discussing the empirical results of this study, the collaborative learner-PA interaction 

profile is situated within the spectrum of CoRL and SSRL theories.   

Our qualitative coding related to the first research question (Can distinct learner-PA subgoal-setting interactions be 
reliably identified across MetaTutor conditions?) revealed four distinct learner-PA profiles, in-line with our hypothesis that at 

least two interaction patterns would be identified because of differences in the decision taken by the algorithm between the 

PF and control conditions. These condition-related differences were reflected in Table 1, which revealed that the collaborative 

(Co) interaction profile was only found in the prompt and feedback (PF) condition. Of the four categories, this was the one 

that held the greatest relevance to the objectives of this study given that collaboration did not truly occur in the other three 

profiles. The two spoon-feeding profiles (SPF1 and 2) provided students with an appropriate subgoal; the second spoon-

feeding (SPF2) profile providing a rational for why the learner’s proposed subgoal was not appropriate in the process. The 

Right Answer (RA) profile did not offer an opportunity for back and forth communication with the learner either, but in this 

case it was because the learner proposed a subgoal that was recognized by the PA as being appropriate for the learning 

session.  

As such, the collaborative condition was the most complex from the perspective of numerous decision pathways for the 

PA to take in response to the learners’ replies to its prompts and feedback. While we were unsure at the outset of the study 

how many collaborative profiles would be identified, the need to examine the extent to which learners followed the PA’s 

prompts and feedback when they were issued and the learner had a choice in how to respond was outlined in the second 

research question: In interactions where the PA provided feedback, did learners take it to heart and follow its instructional 
prompts? In-line with our second hypothesis and prior research, we found that learners would follow the PA’s prompts and 

feedback the majority of the time. Moreover, also in-line with our initial hypothesis, we found that learners also followed the 

PA’s prompts and feedback more often than those in Karden and Conati’s [40] study, potentially, because they were more 

open-ended in nature, affording learners more autonomy in fulfilling them and thus enhancing task-related motivation.  

This finding is interesting from the point of view that the PA is occupying the place of an expert human tutor, and learners 

are responding to it accordingly. This “buy-in” is an important criteria for collaborative learning to occur between learners 

and PAs because no scaffolding can take place if learners simply ignore what the PA has to say and/or attempts to game 

(cheat) the system such as by entering random phrases until the PA provides an answer (bottom-out hints) [42, 48].  

In response to our third research question (does the type of learner-PA subgoal-setting interaction have an influence on 
learning?) descriptive statistics revealed that learners who established subgoals with collaborative (Co) learner-PA interaction 

profiles tended to outperform those with less collaborative interactions with Pam, especially when cells with eight learners 

or fewer were disregarded. Interestingly, learners classified as having collaborative interactions outperformed learners who 

were able to establish an appropriate subgoal without the assistance of the PA, though none of the between-profile 

differences within the PF condition were significant. One explanation for this observation may be that the act of working 

together with the PA served to heighten these learners’ interest and motivation, potentially by underscoring their autonomy 

(i.e., choice) through requiring them to exert more effort to set the subgoal. While learners who were able to immediately 

produce an appropriate subgoal had the same degree of choice(more, in fact, by having their first choice accepted), it is 

possible that they may have taken that choice for granted by having it immediately accepted, confirmed, and then moving 

on. The motivational underpinnings of the subgoal setting phase represents an area for future research, in particular, knowing 

that goal orientations have an influence on learner-performance [49]. Another explanation for Co learners outperforming 

RA learners in the PF condition is the possibility that those students who were able to propose an appropriate subgoal may 

have felt more confident (perhaps overconfident) in their ability to complete the subgoal and therefore invested less effort 

in SRL strategies and more time exploring unrelated content out of curiosity. Prior research has documented the negative 

effect over-confidence can have on learning [50]. 

Comparisons with SPF1 in the PF condition were not made because of the small sample size of this profile. Similarly, the 

learners classified as SPF2 (in both conditions) should be interpreted with caution because the small sample size may fail to 

capture the variation that might be observed in a larger sample.  

The significant finding between RA and SPF1 profiles in the Control condition may be explained by learners in the RA 



 

 

profile having lower initial subgoal 1-specific prior knowledge than those in the SPF1 profile and thus more variance available 

with which to observe a pre-to-post change in subgoal-related learning. To test this hypothesis we conducted an 

independent samples t-test comparing the mean subgoal 1-specific pretest means between learners classified as belonging 

to the RA (M = .56; SD = .28) or SPF1 (M = .71; SD = .30) profiles during their first subgoal setting interaction with Pam. 

While the t-test was not significant, t(47) = -1.822, p = .08 it was marginally so, suggesting that subgoal 1-specific prior 

knowledge may have played a limited role and helped contribute toward explaining the aforementioned result. One 

explanation for this follow-up result is that RA learners may have proposed learning about a subgoal they could think of, 

but knew little about but, whereas SPF1 learners may have been directed to a subgoal they knew more about, on average.  

Taken together, these results provide preliminary evidence that learners are both willing to engage in and benefit from 

collaborative interactions with PAs when immediate, directional feedback and the opportunity to try again are provided. But 

how do the collaborative interactions that took place between Pam and learners during the subgoal setting phase of 

MetaTutor align with the definitions of self-, co-, and socially-shared regulated learning that served as the theoretical 

framework for this study? In order to answer this question we reviewed Miller and Hadwin’s [12] recently published set of 

guidelines for differentiating between SRL, CoRL, or SSRL and applied them to the learner-PA goal setting interaction 

described in this study. Notably, the guidelines were intended to differentiate collaborative learning between humans, not 

between a human and a PA. Although this limited its application, insights can still be drawn.  

7.1 Situating LPAI within Theories of Co- and Socially-shared Regulated Learning 

In summary, Pam’s interactions with the learner during the goal setting phase provided one-way scaffolding for goal 

setting, which drew upon a pre-existing list of subgoals and a network of related keywords that Pam used in unison to 

provide feedback on the appropriateness of learners’ subgoal proposals and their proximity (too general, too specific) to the 

ideal subgoal (see Methods for more details). Given that Pam is programmed by a subgoal selection algorithm, however, it 

cannot be said that the learner truly influenced Pam’s regulation per se. Moreover, learners made adaptations to their 

understanding of what an effective subgoal was based on Pam’s prompts and feedback, but Pam’s understanding of the 

task was fixed. As such, several components of the interaction are better classified as externally-regulated learning (ERL). 

An important caveat to the goal setting process, however, is that the learner and Pam must agree on the subgoals that 

the learner will use to learn all they can about the human circulatory system. Therefore, the back and forth proposals, 

feedback, and counter proposals, represent a negotiation between Pam and the learner to mutually establish the subgoals. 

Although the goal is ultimately the learners’ and the regulatory scaffolding is unidirectional, goal negotiation aligns with 

Miller and Hadwin’s [12] characterization of SSRL. Although this makes labeling the interaction challenging, Miller and 

Hadwin’s [12] collaborative regulatory labels are not seen as mutually exclusive, but rather a continuum of elements that 

shape and characterize a collaborative interaction [12, 29]. Indeed, what can be taken away from reviewing emerging 

theoretical work on CoRL and SSRL is that learners’ subgoal setting interaction with the PA in MetaTutor is more collaborative 

than traditional conceptualizations of ERL [14]. Moreover, in addition to the Co profile sharing some of the characteristics of 

SSRL, it also appears to share some of the benefits of this type of regulated learning. Not only did learners attend to the PA’s 

prompts and feedback in negotiating their subgoals, but descriptive statistics revealed that Co profile learners also tended 

to outperform learners with other LPAI profiles.     

7.2 Limitations and Future Directions 

One of the limitations with this research is that learners could have been assigned to two different profiles by the coders, 

one for each of their two first subgoals. As such, relationships between individual learners and LPAI profiles could not be 

examined. Examination of learners’ proportional learning gain scores was also based on different numbers of items 

(depending on which subgoals were selected), limiting the variance with which to observe differences in learning for some 

subgoals. It should be noted, however, that the average number of subgoal-specific items used for proportional learning 

gains afforded reasonable opportunities to observe variance in scores and the mean values for subgoal 1 and 2 were very 

close (see 5.3, RQ3). A related limitation is the fact that learners’ subgoal-specific proportional learning gains drew on 

different subgoals means that learners were not all assessed on the same content for the purposes of the analyses reported 

in this article—even though all learners who participated in the study took the same counterbalanced pretest and posttest.  

Another limitation of this study is that it did not examine learners’ motivational orientations and affective dispositions. 

This information could have provided additional context to interpret their responses to the PA’s prompts and feedback. 

Moreover, this study did not examine other facets of SRL that have implications for learning, such as metacognitive 

monitoring during the learning session.  

 The distribution of learners in the LPAI coding scheme was another limitation, and one that (1) reduced the number of 

statistical comparisons we were able to properly conduct (e.g., unable to examine SPF1 profiles in PF condition) and limited 

statistical power for others (e.g., SPF profiles in both conditions). A larger sample size may have yielded enough learners in 

these conditions to help address these limitations. Finally, it was not appropriate to make direct comparisons of proportional 

learning gain scores for different LPAI profiles between conditions in this study because of the differences in PA behavior 

between the PF and control condition. Other studies have, however, found that differences between the PF and control 

conditions for learning outcomes with the version of MetaTutor examined in this study were not significant [55]. Moreover, 

conducting mean comparisons between all six LPAI groups in the two conditions would have required a large number of 



 

 

comparisons (i.e., t-tests), especially when the two seperate subgoals were factored in. These analyses would have warranted 

a severe correction to account for the inflation of Type 1 error (false positive) from running so many analyses.  

In light of these limitations, future research should use the coding scheme developed in this study to collect data from a 

larger number of learners assigned only to the PF condition where the Co profile was identified. Doing so with a large enough 

sample could allow a study to focus just on the first of the subgoals and therefore draw connections between learners’ 

individual differences, their LPAIs, and learning outcomes from interacting with MetaTutor. Additional information about the 

learners should also be collected, such as personality traits and goal orientations. Such information could support user 

modeling where specific individual differences could be connected with learners LPAI-moderated learning gains [51]. 

Relatedly, examining learners’ dynamic psychological states, such as emotional states, could shed light on how learners felt 

while interacting with the PA and draw relationships between LPAIs, emotional states, and learning [53-55]. Future research 

using other intelligent tutoring systems should also examine the dynamics between PAs and learners, including prompts, 

feedback, learner compliance, and learning outcomes to better understand the generalizability of the findings reported in 

this article, including the conditions (across systems) that faciliate fruitful learner-PA collaboration.   

8 Conclusion 

In closing, the primary contribution of these results is empirical evidence that collaborative learning interactions can 

take place between learners and PAs and that they may lead to higher proportional learning gains than more traditional, 

closed-ended externally-regulated interactions, and even situations where learners complete their objectives without 

requiring PA assistance. Theoretically, this study was the first to apply CoRL and SSRL perspectives of regulated learning 

to human-agent tutorial interactions and discuss not only where the PA-learner interaction was best situated within these 

perspectives, but what affordances and limitations exist when applying them to interactions with an PA rather than a 

human tutor. Moreover, in doing so, preliminary evidence that learners were willing to afford PAs enough cooperation 

through PF compliance to foster meaningful and beneficial collaborative interactions was identified and discussed. Much 

work remains to be done in examining collaborative learner-PA interactions, but this study makes a case for the potential 

of such interactions, how they can be situated within human-centric educational theory, and outlines important directions 

for future work. 
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