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Abstract
Wepresent an analysis of the transient electronic and transport properties of a nanojunction in the
presence of electron–electron and electron–phonon interactions.We introduce a novel numerical
approachwhich allows for an efficient evaluation of the non-equilibriumGreen functions in the time
domain.Within this approachwe implement different self-consistent diagrammatic approximations
in order to analyze the system evolution after a sudden connection to the leads and its convergence to
the steady state. These approximations are tested by comparisonwith available numerically exact
results, showing good agreement even for the case of large interaction strength. In addition to its
methodological advantages, this approach allows us to study several issues of broad current interest
like the build up in time of Kondo correlations and the presence or absence of bistability associated
with electron–phonon interactions.We find that, in general, correlation effects tend to remove the
possible appearance of charge bistability.

1. Introduction

For decades, studies of quantum transport in nanoscale devices havemainly focused on steady state properties
[1].While the potential interest of transient dynamics was pointed out long ago [2, 3] such studies have recently
received an increasing attention in connectionwith advances in experimental techniques for time-resolved
measurements [4–13]. These studies are alsomotivated by the important technological goal of increasing the
operation speed of devices while reducing their energy consumption.Moreover, studies of the transient
dynamics after a quench of a given parameter are currently undertaken inmany fields of physics ranging from
cold atoms [14, 15], correlatedmaterials [16], dynamical phase transitions [17] and,more generally, in
connection to the question on the existence of awell defined stationary state for any givenmodel of interacting
particles [18].

On the theoretical side transport transient dynamics has been addressed using differentmethods valid for
different regimes. Thus, the scattering approach or the non-equilibriumGreen function formalism have been
used for describing the dynamics in the coherent non-interacting regime [19–30]. However, the inclusion of
interactions is essential to analyze the transport dynamics through localized states, as is the case ofmolecular
junctions or semiconducting quantumdots. For these cases, rate equations approaches, adequate for the
sequential tunneling regime, have been extensively used [31, 32]. Themost interesting and general coherent-
interacting regime constitutes a great theoretical challenge. This regime has been addressed using several
complementary approaches: diagrammatic techniques [33–47], quantumMonte-Carlo (MC) [48–55], time-
dependentNRG [56–63], time-dependentDFT [64–70] among others [71–75].However, all of these techniques
as they are actually implemented have some limitations. For instance, numerically exactmethods like quantum
MCare strongly time-consuming, require finite temperature and typically do not allow to reach long time scales.
Similar concerns can be applied to the case of time-dependentNRG.
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This situation suggests the convenience of revisiting perturbative diagrammaticmethods for analyzing
transport transient dynamics in interacting nanoscale devices. Although thesemethods have been partially
explored in previous works [33, 37], these implementations did not, in general, include self-consistencywhich
can become of essence in order to increase the accuracy and range of validity of thesemethods.Moreover, in the
case ofmodels including electron–phonon interactions furthermethodological developments are needed in
order to take into account properly the dynamical build up of a non-equilibriumphonon distribution.

In this workwe present an efficient algorithm for the integration of the time-dependent Dyson equation for
the non-equilibriumGreen functions applied to differentmodels of correlated nanoscale systems, including
electron–electron and electron–phonon interactions. To deal with these correlations we use a diagrammatic
expansion of the system self-energies at different levels of approximation including self-consistency effects. In
the case of electron–phonon interactionswe introduce novel theoretical tools for solving theDyson equations
associatedwith the phonon propagator in order to account properly for the build up of a non-equilibrium
phonon population. As a check of these approximations we study the convergence of the systemproperties like
mean charge, current and spectral density to their stationary values and also compare them to available
numerically exact results.When not available we have implemented our ownNRGcalculations.We showhow
this time-dependent approach is quite convenient for including self-consistency in a straightforwardway.We
exemplify the use of thismethodology to investigate the issue of bistability for themolecular junction,
demonstrating how the inclusion of correlation effects beyond themean-field approximation tends to eliminate
the bistable behavior of charge and current for certain parameter regimes.

The paper is organized as follows: in section 2we introduce the formalism and the numerical techniques
used for computing the transient electronic and transport properties; in section 3we analyze the dynamics of a
systemwith strong electron–electron interactions taking the non-equilibriumAndersonmodel as a
paradigmatic example. Section 4 is devoted to the study of the transient properties in the presence of electron–
phonon interactions bymeans of the spinless Anderson–Holsteinmodel. In section 5we consider a situation
where both electron–electron and electron–phonon interactions are present using the spin-degenerate
Anderson–Holsteinmodel. Finally we present the conclusions and provide a brief overlook of ourmain results
in section 6.

2. Keldysh formalism for the transient regime

For describing a nanoscale central region coupled tometallic electrodes we consider amodelHamiltonian of the
form H H H H Hc Tleads int= + + +ˆ ˆ ˆ ˆ ˆ , where

H c c H c c H v t c c, , h.c , 1
k

k k k c T
k

k kleads
,

, , , 0 0 0
,

, , 0 å å å= = = +
s n

s n s n s n
s

s s
s n

s n s n sˆ ˆ ˆ [ ( ) ] ( )† † †

where ckσ,ν, with ν=L(R) labeling the left (right) electrode, and c0σ are annihilation operators for electrons in
the leads and in the central region respectively and vkσ,ν(t) is the tunneling amplitudewhichwill depend on time.
The two electrodes can be kept at different chemical potentials via a constant bias voltage eV=μL−μR. For
simplicity the central regionwill consist of a single quantum level denoted by ò0. The last term, Hint

ˆ , in Ĥ
describes themany body interactions in the central region, whichwe shall specify later.Hereafter we assume
e=ÿ=kB=1.

Inwhat followswewill consider thewide-band approximation for the electrodes.Within this
approximation the tunneling rates can be taken as constants, v w vk k k,

2
,

2
Fp d p rG = å - ~n s n s n∣ ∣ ( ) ∣ ∣ , where

ρF is the density of states at the Fermi edge, the resonant level width beingΓ=ΓL+ΓR. Our aim is to analyze
the transient dynamics of such a correlated system after a sudden quench of the coupling to the electrodes at an
initial time that we take at t=0. Thus, vkσ,ν(t)=θ(t)vkσ,ν, which allows us to define a time-dependent tunneling
rateΓ(t)=θ(t)Γ. Although this work is focused on this sudden connection case,more general time-dependent
Hamiltonians could be consideredwithin the formalismpresented below.

The dynamical electronic and transport properties can be obtained from the central level Green functions in
Keldysh space, G t t T c t c t, i c 0 0¢ = - á ¢ ñs s s

ˆ ( ) ˆ ( ) ( )† , whereTĉ is the chronological time-ordering operator along the
Keldysh contour [76] (seefigure 1(a)). In the absence of interactions the problem is exactly solvable even in the
presence of an arbitrary time dependent potential [2, 3]. However, in the presence of interactions the problemof
obtaining the dynamical behavior of the systemusually becomes extraordinarily demanding. On the one side,
there is the problemoffinding an appropriate treatment of correlation effects bymeans of an adequate self-
energy. This is not always a simple task in the dynamical problem.On the other hand, even if an appropriate self-
energy is found, the numerical solution of theDyson equation for theKeldysh propagators (which in the time
domain becomes an integral equation) is a formidable numerical problem.

In this sectionwe present an efficient numerical procedure for the calculation of theKeldysh propagators in
the transient regime. It allows us to obtain accurate results for the electronic and transport properties such as the

2
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central region charge and current. The power of themethod is additionally checked by analyzing the
convergence of these quantities (together with the central region spectral density) to their expected stationary
values.

We start from theDyson equation for the central level Green function inKeldysh space, which can be
formally inverted

G g , 2T
1

, ,int
1= - S - Ss s s s

- -ˆ [ ˆ ˆ ˆ ] ( )

where g 1
s
-ˆ is the inverse free electron propagator of the uncoupled central level, T,Ssˆ the tunneling self-energy

and ,intSsˆ the interaction self-energy. Interactionsmixing the spin degree of freedom could be also included in
the equation as discussed in [77, 78]. Equation (2) can be numerically solved by discretizing time in theKeldysh
contour (see figure 1(a)). Fromnowon the discretizedmatrix propagators and self-energies will be denoted in
bold type. The inverse free level Green function discretized on the contour is then given by [79]
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where h±=1miò0Δt,Δt indicates the time step in the discretizationwithN=t/Δt. In this expression the
initial level charge is determined by nσ(0)=ρσ/(1+ρσ). Note that the discretization over the contour ismade
starting from t=0 to the final time through the positive Keldysh branch and returning to t=0 through the
negative one.

The time-dependent tunneling self-energies can be evaluated straightforwardly and at zero temperature
have the simple form [44]
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D2 being the leads bandwidth. Alternatively, it is possible to take the limit D  ¥ provided that afinite
temperature, taken as the smallest energy parameter, is introduced (see [44]). In all the results given belowwe
consider this infinite bandwidth limit except when comparingwith numerically exactmethodswhere an energy
cutoff with a precise value is used. The other Keldysh self-energy components are then given by

t t t t t t t t t t

t t t t t t t t t t

, , , ,

, , , , 5
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, , ,

q q

q q
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( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )

where θ(t) is theHeaviside step function.Notice that there is an ambiguity in the definition of these self-energies
at equal times. It turns out that the different possible choices in the definition of t t,T ,S s

++( ) and t t,T ,S s
--( ) can

significantly affect the convergence and stability of the systemproperties with time. Although the precise value
of t t,T ,S s

++( ) and t t,T ,S s
--( ) depends on thewhole energy range of the leads density of states, if one is not

interested in the dynamics on time scales smaller than 1/D there is freedom to choose this value.We have found
that themost stable algorithm corresponds to the choice

t t t t
t t t t

, ,
, ,

2
. 6T T

T T
, ,

, ,S = S = -
S + S

s s
s s++ --

+- -+

( ) ( )
( ) ( )

( )

Wehave checked that this choice appropriately recovers the correct stationary limit and perfectly reproduces the
transient behavior in the cases where an analytic expression is available (see section 3.1).

Figure 1. (a)Keldysh contour considered to analyze the transient regime,Δt being the time step in the discretized calculation of the
time dependent Green function. (b) Self-energy diagrams for theCoulomb interaction up to second order. The solid line represents
the electron propagator and thewavy line the interaction. In theHFdiagram the double line indicates the charge calculated using the
dressed propagators.
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The evaluation of the interaction self-energywill be discussed in sections 3–5 for the cases of electron–
electron and electron–phonon interactions. For computing the correlation part of the interaction self-energywe
alsofind that themost stable algorithm consists on the calculation of the non-diagonal Keldysh components

( t t,intS ¢
+-ˆ ( ) and t t,intS ¢

-+ˆ ( )) and then using the relations of equations (5), (6) for the diagonal ones.
The self-energies are then evaluated in the discrete timemesh (figure 1(a)). The propagators inKeldysh space

can nowbe obtained by numerically inverting thematrix

tG g . 7T
1 1 2

, int,S S= - D +s s s s
- -ˆ ˆ ( ) ( ˆ ˆ ) ( )

Notice the factor (Δt)2 introduced by the discretization procedure.
The knowledge of G t t, ¢sˆ ( ) enable us to calculate the evolutionwith time of the electronic and transport

properties of the system such as the central level charge, the spectral density and the current. Thus, the level
charge can be calculated as n t G t ti ,=s s

+-( ) ( ), while the current through the interface between the central
region an the electrodes is given by

I G t t t t G t t t t t, , , , d . 8
t

T T
0

1 , 1 1 , 1 1òå= S - Sn
s

s sn s sn
+- -+ -+ +-[ ( ) ( ) ( ) ( )] ( )

Finally, following [54, 80], it is possible to define a time dependent auxiliary spectral density function per
spinAσ(ω, t) by calculating the current toweakly coupled probes andwhich tends to the correct stationary value
at large times A G GIm 2A Rw w w p= -s s s( ) [ ( ) ( )] . For the present systemwe have

A t t G t t G t t, Im d
e

2
, , , 9

t t t

0

i

òw
p

= ¢ ¢ - ¢s

w

s s

- - ¢
+- -+( ) [ ( ) ( )] ( )

( )

and the spin averaged spectral density as A t A t, , 2w w= ås s( ) ( ) .

3. Electron–electron interaction: theAndersonmodel

In this sectionwewill consider the Andersonmodel [81] consisting of a single spin degenerate level with on-site
electron–electron repulsion, coupled tometallic electrodes. The interaction term in theHamiltonian of
section 2 is given by H Un ne e =-  ˆ ˆ ˆ , where n c c0 0=s s sˆ † andU is the local Coulomb repulsion.

3.1.Hartree–Fock (HF) solution
The dynamicalHF solution of theAndersonmodel provides an ideal test of the accuracy of the numerical
method presented in section 2 as in this case the time-dependent problem can be exactly solved [2, 3]. Thus,
within this approximation, themodel becomes an effective single electron problemwith a spin and time-
dependent central level

t Un t , 100 = +s s( ) ( ) ( )¯

where nσ(t) is the central level occupation per spin. As commented in the previous section, the problemof an
impurity level in a time-dependent potential coupled tometallic leads is exactly solvable using theKeldysh
method. For theHF case addressed in this paper, the KeldyshGreen function can bewritten in a very compact
way as

G t t t t n f g t g t, ie e 0
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The time evolution of the central level occupation is then obtained as n t G t ti ,,HF=s s
+-( ) ( ) and has the form
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One can compare the result of the numericalmethod proposed in section 2with equation (13). In theHF
approximation the self-energy is given by the left diagramoffigure 1 (b) and has the form

t t U n t t t, , 14HF, a d dS ¢ = - ¢s
ab

s ab( ) ( ) ( ) ( )¯

whereα,β=± are theKeldysh branch indexes.Notice that theDirac delta in the previous equation is converted
to aKronecker δ function, including an additional 1/Δt factorwhen discretizing in the timemesh.We can now
obtain the propagators in theHF approximation by inverting
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tG g , 15THF,
1 1 2

, HF,S S= - D +s s s s
- -ˆ ˆ ( ) ( ˆ ˆ ) ( )

and following the numerical procedure presented in the previous section. The dynamical properties of the
system can be now calculated from GHF,sˆ .

It is worth remarking that the self-consistency condition on the charge in this approximation is particularly
straightforward as it is simply achieved by storing the charge values obtained in the discretemesh by inverting
equation (15) at each time step, starting from the initial one nσ(0). The undefined components of the self-energy
at eachfinal time can be accurately approximated as the self-energy one time step before i.e.

t t t t, ,N N N NHF, HF, 1 1S » Ss
aa

s
aa

- -( ) ( ). The error introduced by this approximation becomes negligible for a
sufficiently smallΔt. In the finite bandwidth situation thismeansΔt 1/D and in thewide band limitΔthas to
be taken smaller than the inverse of the greatest energy scale. It can be checked that this procedure leads to the
proper stationary values of nσ(t) in the unrestricted self-consistentHF approximation.

Infigure 2we show the time evolution of the central level charge per spin at different levels of
approximation. Infigure 2(a)we compare the exactMC results from [37]with the ones obtained for the self-
consistent and the non self-consistent (first order)HF approximation for the electron–hole symmetric situation
(ò0=−U/2) and the n n0 , 0 0, 0= ( ( ) ( )) ( ) initial configuration. As can be observed, the non self-consistent
approximation tends to deviate from the exact results, leading to a stationary charge overpassing the electron–
hole symmetric stationary value. This result is in agreement with [37], where the authors analyzed the level
population bymeans of afirst order perturbation theory in theCoulomb interaction parameterU/Γ. Although a
good agreement is found for small values ofU/Γ, the charge progressively deviates from the exact results for
increasingU/Γ. This pathological behavior is correctedwithin a fully self-consistentHF treatment, where the
average charge per spin nσ(t) tends to the correct singlet state for allU/Γ values. As shownbelow, inclusion of
correlations provided by the second order diagrams further improve the agreementwith the numerically exact
results.

Infigure 2(b)we show the level population evolution for an initially trapped spin, n n0 , 0 1, 0= ( ( ) ( )) ( ).
We have chosen a case with electron–hole symmetry (ò0=−U/2) andwith parameters such thatU/πΓ>1,
which leads to amagnetic solution in the stationary case within theHF approximation [81]. As can be observed,
the numerical solution is in remarkable agreement with the exact expression of equation (13). Let us comment
that for initial conditions with unbroken spin symmetry, i.e. n n0 , 0 0, 0 , 1, 1= ( ( ) ( )) ( ) ( ), the system always
tends to a non-magnetic solution for all values ofU/Γ.

Finally, it is worth remarking that the prediction of amagnetic solutionwithin theHF approximation at
zero-temperature is well known to be unphysical as the ground state of the system should be always a singlet
[82–84]. This behavior should be correctedwhen including electronic correlations in an appropriate way. In the
next sectionwewill analyze the effect of correlations beyond theHF approximation in the transient regime.

Figure 2.Time evolution of the level charge for theAndersonmodel. (a)Average population per spin at different levels of
approximation compared toMC simulations from [37], withU/Γ=8,V=0, ò0=−U/2,T=0.2Γ,D=10Γ and
n n0 , 0 0, 0= ( ( ) ( )) ( ) initial configuration. (b) and (c) results for the up (solid lines) and down (dashed lines) spin and the initial
configuration (1,0). In (b) theHF approximation (blue lines) is compared to the analytic expression (black points), given by
equation (13) forU/Γ=4, ò0=−U/2 and in the infinite bandwidth limit. The arrows denote the stationary solution. The red lines
correspond to the second-order self-energy case. In (c) the level charge for the same parameters and three different Coulomb
interactionsU/Γ=4 (red), 6 (green) and 8 (black) is shown for the second order approximation. In a continuous linewe show the
evolution of the spin up and in dashed the evolution of the down spin.
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3.2. Effects of correlation beyond theHartree–Fock approximation
Within aGreen functions approach, correlation effects are included in the electron self-energy. In a stationary
situation an appropriate second-order self-energy in the interaction parameterU/Γ can include these effects in a
rather satisfactoryway. Indeed it can be shown that the exact self-energy in the limitU G  ¥ has a functional
form close to the second order one and is in fact proportional toU2 [85]. This fact has been used in different
interpolative approaches based on the second-order self-energy giving a reasonable approximation for the
Andersonmodel between theweak and strong coupling limits [85–88].

Wewill concentrate in the symmetric case, ò0=−U/2, where correlations effects aremore important. It
can be shown that the inclusion of the second-order self-energy yields a spectral density in the equilibrium
stationary case in rather good agreementwith numerical renormalization group (NRG) calculations [89].
Indeed in this approximation the charge peaks in the spectral density are well described, fulfilling the Friedel
sum rule at zero energy, although somewhat overestimating thewidth of theKondo resonance at very largeU/Γ.
It is important to notice that the second-order self-energy diagramhas to be calculatedwith propagators
including theHF correction to the energy level (i.e. theHF propagators) in order to ensure electron–hole
symmetry. On the other hand, it can be shown that a fully self-consistent calculation of the diagrams (i.e. using
fully dressed propagators) yields instead a poor description of the spectral density [90].

In a general time-dependent non-equilibrium situation the self-energy diagramsmust be calculated in
Keldysh space. The+- (-+) components of the second order self-energy have the simple expressions

t t U G t t G t t G t t

t t U G t t G t t G t t

, , , , ,

, , , , , 16

2 2
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s s s s
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+- +- +- -+
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ˆ ( ) ˆ ( ) ˆ ( ) ˆ ( )
ˆ ( ) ˆ ( ) ˆ ( ) ˆ ( ) ( )

( )
¯ ¯

( )
¯ ¯

where theHF propagators are calculated as indicated in equation (15). The other Keldysh components are then
given by the usual Keldysh relations,making the same choice for equal times as in equation (6). The propagators
inKeldysh space can nowbe evaluated inverting equation (7)with int, HF,

2
S = S + Ss s s
ˆ ˆ ˆ ( )

.
Wewill now analyze the effect of correlations on the electronic and transport properties of the system. In

figure 2(a)we show the population evolution for the case discussed in the previous section and an initial
configuration n n0 , 0 0, 0= ( ( ) ( )) ( ). As can be observed, the inclusion of electron correlation effects improve
the agreementwith the exactMC calculations.

Infigure 2(b)we show the evolution of nσ(t)with an initial configuration n n0 , 0 1, 0= ( ( ) ( )) ( ) inwhich a
magnetic solutionwas predicted by theHF approximation. As it can be observed, when including correlations
(electron–hole pair creation) the system evolves to a non-magnetic solution corresponding to a singlet state in
the stationary limit. Infigure 2(c)we analyze the evolution of nσ(t) for the same initialmagnetic configuration
for increasing values of the electron–electron interaction parameter. It is found that forU 8G the initial
localized spin is no longer screened by the electrodes, tending to amagnetic solution. This indicates a
shortcoming of the approximate self-energy for sufficiently large interaction strength. The singlet stationary
state is, however, always reachedwhen starting from a configurationwithout spin-symmetry breaking.

Infigure 3(a)we analyze now the long time evolution of theDOS, A t,w  ¥( ). These results demonstrate
that the second order self-energy provides a good approximation to the problem [91], leading to a remarkable
agreementwith results fromNRGcalculations formoderateU/Γ values [89]. The inset in this panel shows a
blowup of theKondo resonance, where it can be observed that the second order self-energy tends to
overestimate its width for largeU/Γ values.

It shouldbe remarked that the convergence time increaseswithU/Γ. In this respect it is interesting to analyze
the convergence in time of theKondo resonance, an issue that has been addressed inpreviousworks [63, 92]. One
would expect this convergence time to beof the order ofT T,K K

1- being theKondo temperature. Infigures 3(b) and
(c)we show the time evolution of the spectral density for twovalues of the interaction strength,U/Γ=4 and 8.
The formation in timeof theKondo resonance is illustrated, showing a longer time for the larger interaction.
Considering the expression for theKondo temperature in the electron–hole symmetricAndersonmodel, i.e.
T U U2 exp 8K p= G - G[ ], for these caseswehave the ratioTK(U/Γ=4)/TK(U/Γ=8); 3.4. Thus, one
would expect aKondo resonance formation time for theU/Γ=8 case roughly 3.4 times larger than forU/Γ=4.
The ratio of formation times that can be estimated fromfigures 3(b) and (c) is somewhat smaller due to the slight
overestimation of thewidth of theKondopeak by the secondorder diagrammatic approximation for the larger
U/Γ value.On the other hand,figure 3(d) shows the evolution of the height of the central peak,A(ω=0, t), to its
stationary valuefixedby theFriedel sum rule A t0, 1w p=  ¥ = G( ) . A kink in the evolution is observed at
times∼1/U,mainly visible for largeU/Γ values, due to the appearanceof the chargebands.

Let us discuss now the voltage biased situation. Infigure 4(a)we show the evolution of the current for the
second order perturbation expansion togetherwith results from theMC simulations finding also a good
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quantitative agreement. For very large interaction strengths the agreement becomes somewhat poorer although
still capturing the general trend.

Finally infigure 4(b)we show the asymptotic I(V ) characteristic for increasingU/Γ values compared to the
MC results of [93]. As can be observed, there is an overall good agreement specially forV>Γ. However, for
V<Γ the second order self-energy tends to slightly overestimate the current due to the alreadymentioned
shortcoming in the description of theKondo resonance. In fact, this approximation is unable to describe the
splitting of this resonance forV<TK. This shortcomingwould be removed in this electron–hole symmetric
case by including the fourth order diagrams, as shown in [94] in the stationary limit.

4. Electron–phonon interaction: spinless Anderson–Holsteinmodel

In order to analyze the transient regime in the presence of electron–phonon interactionswewillfirst consider
the spinless Anderson–Holsteinmodel [95]. In thismodel an electron in the central level is coupled to a single
vibrationalmode. TheHamiltonian of the system is given by

H H H H , 17e0 ph ph= + + -ˆ ˆ ˆ ˆ ( )

where H0
ˆ is the non-interacting part in theHamiltonian of section 2, H b b,ph 0 0w w=ˆ † being the frequency of

the local phononmode and b (b†) the phonon annihilation (creation) operator. The electron–phonon
interaction at the central region is described by the term H b b d de ph l= +-ˆ ( )† † , whereλmeasures the
electron–phonon coupling strength.

Figure 3. (a) Long timeDOS for different electron–electron interactions,U/Γ=4 (red curves) and 8 (blue curves) andV=0.We
compare the results of the perturbation expansion up to second order (full lines)with those from the exactNRG calculation of [89]
(dashed lines). The inset show the convergence of the Kondo resonance. (b) and (c) time evolution of the density of states, showing the
formation of theKondo peak forU/Γ=4 andU/Γ=8, respectively. In (d) the height of theKondo peak is represented as a function
of time for these two cases.

Figure 4. (a) Short time symmetrized current ( I I I 2L Rá ñ = -( ) ), comparing the results for the perturbation expansion up to second
order (solid lines)with the ones obtained usingMC in [37] (symbols) forU/Γ=0, 4 and 8, withV=10Γ, ò0=−U/2,T=0.2Γ and
D=10Γ. The asymptotic current as a function of the voltage is shown in (b) for increasing values of the electron–electron interaction,
comparedwith the exactMC results from [93] (symbols).
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4.1.Hartree solution
As in the previous section, we begin our analysis with the self-consistentmean-field approximation inwhich the
self-energy is approximated by the ‘tadpole’ diagramoffigure 5 (Hartree approximation).Within this
approximation, the self-energy inKeldysh space can be evaluated as

t t t t d t d t n t t t t, d , , , , , 0, 18H H H
2 òad l t t t tS ¢ = - ¢ - S ¢ = S ¢ =aa ++ +- +- -+( ) ( ) [ ( ) ( )] ( ) ( ) ( ) ( )

where n(t) is the self-consistent central level charge and d̂ is the free phonon propagator inKeldysh space given
by
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where n e 1p
T 10= -w -( ) is the free phonon population, described in a thermal equilibrium situation by the

Bose–Einstein distribution.Most of the calculations are performed at zero or very small temperature,
considering np=0.Using theKeldysh relations, equations (18) can then bewritten as

t t t t d t n, d , , 20H

t
R2

0òal d d t t tS ¢ = - ¢ab
ab( ) ( ) ( ) ( ) ( )

where d t t,R ¢( ) is the retarded free phonon propagator

d t t t t t t t, 2 sin . 21R
0q q w¢ = - - ¢ - ¢( ) ( ) ( ) [ ( )] ( )

It isworth noticing that, at variancewith the case of the electron–electron interactiondiscussed in the previous
section, the electron–phonon interaction introduces retardation effects even in theHartree approximation. These
effectswill be important in the transient regime except in the limit of a sufficiently fast phonon (ω0? ò0,Γ) [33]
with a central charge evolving adiabatically. In this limit equation (20) tends to

t t t t n t,
2

. 22H

2

0

ad d
l
w

S ¢ » - - ¢ab
ab( ) ( ) ( ) ( )

Wecan now follow a similar procedure to the one used in the previous section to calculate GH
ˆ and the

central level self-consistent charge. Figures 6(a) and (b) show the evolution of the level charge in the transient
regime. As in the case of electron–electron interactions, the charge evolves to the stationary value, indicated by
the arrows in the figure. Figures 6(a) and (b) also illustrate how the solution progressively deviates from the
adiabatic approximation given by equation (22)when reducing the value ofω0. The full self-consistent solution
as given by the self-energy in equation (20), describes the time-dependentmodification of the central level
charge at time t induced by its past history at time τ<t. Retardation effects of the phonon dynamics results in a
coherent superposition of oscillations with period 2π/ω0 butwith different amplitudes (∝n(τ)). In the
intermediate regimewhere the electron and the phonon dynamics are equally fast (ω0≈Γ), the coherence
between those oscillations is lost at long times (t? 1/Γ,2π/ω0), thus resulting in an effective damping of the
central level charge, seefigures 6(a) and (b). However, in the adiabatic regime (ω0? Γ) the dynamics of the
electrons and phonons decouple, and small charge oscillations persist on time,mostly in the n(0)=1 case
(black curve infigure 6(a)). A natural lifetime describing the decay of those oscillations could be included by
dressing the phonon line in theHartree termdepicted infigure 5(a).

Finally, one can observe infigures 6(a) and (b) that for the smallest values ofω0 two different asymptotic
charge values are reached depending on the initial level population. This is the charge bistable behavior
predicted by the self-consistentHartree approximation in the strong-coupling limit [33, 97]. For the case of
electron–hole symmetry considered infigure 6 and at zero temperature and bias voltage, the condition for the
appearance of bistability is 2λ2/πΓω0>1. The possibility of a bistable regime for amolecular quantumdotwith
strong electron–phonon interactionwas suggested some time ago [98–100]. The interest in investigating such a

Figure 5. Second order self-energy diagrams for the spinless Anderson–Holstein interaction. (a)Diagrams for the Born
approximation, using the bare phonon propagator (wavy line). In (b) similar approximations are shownwith two different schemes
for dressing the phonon propagator: RPA [96], where the electronic propagators are considered to be undressed, and the self-
consistentMIGDAL [27], where the electronic propagators are fully dressed.
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phenomenon has experienced a recent revival. For instance, it has been shown that the displacement fluctuation
spectrumof a nanomechanical oscillator strongly coupled to electronic transport, either in the regime of
semiclassical phonons [101, 102], or for a quantumnanomechanical oscillator entering the Franck–Condon
regime [103] bears clear signatures of a transition to a bistable regime.Moreover, bymaking amapping to the
Kondo problem, the bistability was shown to be destroyed in equilibrium conditions by quantum fluctuations if
the temperature is lower than a phononmediatedKondo temperature [53]. Notice, however, that this phonon
displacement bistability does not correspond necessarily to a bistable behavior for the charge or the current, as
predicted by themean field approximation. As even this simple spinless Anderson–Holsteinmodel is not exactly
solvable, this issue is still under debate [49, 104, 105]. It seems to us plausible that, at least for equilibrium
conditions andT=0 correlation effects destroy the charge and current bistability predicted by themeanfield
solution.We address this issue in the following section.

4.2. Effects of correlation beyondHartree approximation
Wewill go beyond themean-field solution by analyzing three different approximations for the self-energy.We
first consider the self-consistent Born approximation given by the diagrams infigure 5(a). This is a conserving
approximation inwhich the diagrams are calculated from the fully dressed electron propagators. The phonon
propagator is however not renormalized.Within this approximation both diagrams appearing infigure 5(a)
have the expression

t t t t t n t t G t t d t t, 2 d sin , , i , , ,

23

H

t

X
2

0
0

2òl ad d t w t t ablS ¢ = - - ¢ - S ¢ = ¢ ¢
ab

ab
ab ab abˆ ( ) ( ) [ ( )] ( ) ˆ ( ) ˆ ( ) ˆ ( )

( )

where G
abˆ denotes theKeldysh components of the fully dressed electron propagators and n(t) is thefinal self-

consistent charge.
This fully self-consistent approximation can be straightforwardly implementedwithin the numerical

procedure of section 2. For each time in the discretizedmesh, the self-energies of equations (23) are calculated
from the final Green functions and then stored. As in the case of theHartree solution previously discussed, when
inverting equation (7) for each time the self-energies at the final time in each iteration are not well defined but its
value can be extrapolated from the ones calculated at the previousmesh point in the time grid. For sufficiently
smallΔt the error introduced by this approximation becomes negligible.We have checked the accuracy of this
procedure by verifying that the solution tends to the proper stationary one.

Infigure 6(c)we show the evolution of the central level charge for a choice of parameters inwhich the
Hartree approximation predicts a bistable behavior. As can be observed, the inclusion of correlations eliminates
the charge bistability appearing in theHartree approximation, tending to the same asymptotic value for the
initially empty and full cases.We have checked that this behavior ismaintained up to quite large values of
λ2/ω0Γ, although eventually the self-consistent Born approximation breaks down in the strong polaronic
regime. This indicates that another kind of approximation has to be used to explore this parameter regime, like
for instance in the lines of the ones discussed in [105–109]. These results suggest that the bistable behavior of the

Figure 6.Time evolution of the central level charge for an initially full in (a), and empty level in (b). The dotted lines represent the
evolution using an instantaneousHartree term equation (22), while the solid ones correspond to the fullHartree self-energy
equation (20). The dependence on phonon frequency is also illustrated for the values:ω0=8Γ (black), 2Γ(green) andΓ (blue).
(c)Charge evolution for an initially empty (dashed line) and initially full level (solid line) for theω0=Γ case. The blue and red lines
correspond to theHartree and self-consistent Born approximation, respectively. The remaining parameters areλ=1.5Γ,V=0 and
the central level is set to ò0=λ2/ω0, thus preserving electron–hole symmetry.
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central level charge predicted in [33, 97] is a spurious feature of themeanfield approximationwhich disappears
when correlation effects are included. This is in agreementwith the predictions of exact numerical calculations
of [53], at least for the equilibrium case and at sufficiently low temperatures. It does not imply that an apparent
bistabilitymight not be observed for a continuous bathmodel or adoptingmore general initial conditions for the
phononmode densitymatrix [110, 111].

So far, the renormalization of the phonon propagator has been neglected. The simplest way to include this
effect is bymeans of an RPA-like approximation [96]. The phonon propagatorwill satisfy aDyson equation in
Keldysh space similar to the electronic one given in equation (2)

D d , 24
1 1= - P

- -ˆ ( ˆ ˆ ) ( )

where D t t T t t, i c j j¢ = - á ¢ ñˆ ( ) ˆ [ ˆ ( ) ˆ ( )]† , with b bj = +ˆ †. d
1-ˆ is the inverse free phonon propagator and P̂ is the

phonon self-energy given by

t t G t t G t t, i , , . 252ablP ¢ = - ¢ ¢ab ab baˆ ( ) ( ) ( ) ( )
As in the electronic case, equation (24) can be discretized in a timemesh along theKeldysh contour. In order to
solve numerically the correspondingmatrix equation, an expression for the inverse free phonon propagator
discretized on the contourmust be obtained. This is a taskwhich, to best of our knowledge, has not been
achieved in the literature, themathematical difficulty lying in the fact that the inverse phonon propagator
becomes singular in the free limit. This singularitymust be then somehow regularized. To obtain an expression

of d
1-ˆ wehave developed a regularization procedure which is discussed in the appendix,finding

h h

h

h
h c

c h

h

h
h h

d
1

2

1

1 1

1 1
1

1

1 1

1 1
1

, 26

N

N

N

N N N

1

0 0

0 0 2 2

d
=

-
- -

- -
-

-

-

-

+

+

-

-
´

  

  

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟

( )

where δ=Δt ω0 and h=2(1−δ2/2). The information about the initial phonon state is encoded in the
components h0

=±h/2+iδ(1+ρ0
2)/(1−ρ0

2) and h 2i 1N0 0 0
2dr r= - -( ), where ρ0=np(0)/[np(0)+1]

and np(0) is the initial phonon population.Wewill consider that phonons are initially in thermal equilibrium
and thus e T

0
0r = w- . The regularization procedure requires introducing an infinitesimal quantity ηwhich

enters in thematrix elements connecting bothKeldysh branches: c 2id h= - and h h c2N =  - . The
parameter η can be interpreted as a small phonon relaxation rate which has to be taken such as 1/η? t,1/ω0 for
a good convergence to the expected free propagator when inverting equation (26).

It should be noticed that this problemwith the inversion of the free phonon propagator has been avoided in

the literature by neglecting fast oscillating terms of the type T b t b tcá ¢ ñˆ [ ˆ ( ) ˆ ( )] and T b t b tcá ¢ ñˆ [ ˆ ( ) ˆ ( )]† †
in the

diagrammatic expansion of D̂ . This corresponds to the so-called rotatingwave approximation, which describes
the regimewhere the phonon timescale ismuch faster than the electron dynamics ( ,0w lG ) [112, 113]. For
the calculation of the phonon self-energy, P̂, wewill analyze two different approximations. In the first one (that
will be denoted as RPA) the propagators in the electron ‘bubble’ are the non-interacting ones, whereas the fully
dressed propagators will be used in the second one (denoted asMIGDAL), see figure 5(b).

Infigure 7we show the long-timeDOS at the central level for the three approximations considered in this
section using the same parameters as infigure 6withω0=2Γ; a case with a rather strong electron–phonon
coupling although still far from the polaronic limit (λ2/(ω0Γ)? 1). Notice the dip in theDOS atω≈ω0 in the
self-consistent Born approximation, which is a feature due to the logarithmic divergence of the second order
self-energy X wŜ ( ) atω=ω0 [106, 114]. As it can be observed, both RPA andMIGDAL approximations, which
include phonon renormalization eliminate this pathological divergence. A slight shift of the resonance around
ω0 due to the renormalization of the phononmode in both approximations can be observed.Notice also that all
these approximations lead to an additional feature at∼2ω0, associated to the appearance of a second phonon
sideband. As an additional remark, in all cases the zero energy spectral density tends to reach the expected value
predicted by the Friedel sum rule [115].

A further check of these approximations can bemade by comparing their long-timeDOSwith the one
predicted by aNRG calculation. To this endwe have performed aNRG calculation of the stationaryDOS for the
parameters offigure 7. As can be observed the agreementwith the results of both RPA andMIGDAL is quite
good for this parameter range. It should be commented that neither of these approximations are expected to be
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valid in the strong polaronic limit. Thus, features like the exponential decrease of the central resonance together
with the appearance of amultiphonon structure in theDOS [105–109]would require an approximation for the
self-energy valid in the polaronic regime, as commented above.

Finally, infigure 8we show results from the three approximations for the transient left, right and average
currents compared to results obtained usingMC simulations in [48]. Both cases correspond to a rather strong
interaction (λ=8,ω0=10 andΓ=1) but two different bias voltages. Strikingly, as can be observed, RPA
captures remarkablywell the quantitative behavior of the numerically exact results in the small voltage case, see
figures 8(a)–(c), whereas for very large bias it is theMIGDAL approximation that gives a better quantitative
agreementwith theMCnumerical results, see figures 8(d)–(f). This would indicate that the inclusion of phonon
renormalization andnon-equilibrium effects (like heating of the local vibrationalmode under increasing bias
voltage) are essential for a good description of this regime. Furthermore, the higher the bias voltage the better
this effects are included in the fully self-consistent approach given byMIGDAL.

5. Electron–electron and electron–phonon interactions

In this sectionwe study the transient regime in the presence of both electron–electron and electron–phonon
interactions.We consider the spin-degenerate Anderson–Holsteinmodel defined as

Figure 7. Long time spectral density for the self-consistentMIGDAL (solid line), RPA (dashed) andBorn (dotted) approximations,
compared toNRG calculations (yellow dots). The inset shows the convergence of the central peak to the expected stationary value for
the Born andRPA approximations. Parameters:λ=1.5,ω0=2,V=0, ò0=λ2/ω0,Γ=1 andD=30.

Figure 8.Comparison of the left (a) and (d), right (b) and (e) and symmetrized (c) and (f) current results with theMC simulations of
[48]. Results forV=4, (a)–(c) and 32 (d)–(f) cases are shown, and for the three approximations described in the text: self-consistent
Born (dotted line), RPA (dashed line) andMIGDAL (solid line) approximations. The remaining parameters are:λ=8,ω0=10,
D=20,T=0.2 andΓ=1.
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where H0,sˆ is the non-interacting part of theHamiltonian given in section 2, H Un ne e =-  ˆ ˆ ˆ , H b bph 0w=ˆ † and

H b b ne ph l= + ås s-ˆ ( ) ˆ† . In this case we combine the approximations used in section 4 for the electron–
electron self-energies with the ones in the previous section for the electron–phonon case, i.e.

e e eint phS = S + S- - (seefigures 1 and 5).
Infigure 9(a)we show the long time spectral density compared to the exactNRG results from [116] using the

RPA for e phS - . Similar results are obtain for theMIGDAL approximation. As can be observed, for the smallerλ
case the RPA exhibits an overall agreementwith the exact results. However, for larger values of the electron–
phonon interaction the agreement becomes poorer (blue curve). In fact, this diagrammatic self-consistent
approximationswould not describe properly the transition to an insulating phasewhich is expectedwhen
increasing the electron–phonon interaction for U 22

0 l w [106, 116, 117]. To explore this parameter
regime, onewould need to develop an approximation correctly interpolating between the perturbative regime
and the strong polaronic limit.

Finally, infigures 9(b) and (c)we show the time evolution of the spectral density forλ/Γ=0 infigure 9(b)
andλ/Γ=2 infigure 9(c), withU/Γ=8 for the RPA.We show that, even in theKondo dominated regime, the
electron–phonon interactionmodifies significantly the systemdynamics, leading to longer convergence times.
This is illustrated in c)where the height of the central resonance,A(ω=0, t), is represented.We show that,
although the central resonancewidth in the long time regime is not significantlymodifiedwith respect to the
pureKondo case, it exhibits different dynamical properties like oscillations with a period∼2π/ω0. Furthermore,
the decay time of these oscillations is considerably longer with respect to theU=0 case (not shown), indicating
that the electron–electron interaction increases phonon retardation effects.

6. Conclusions

Wehave presented an accurate and stable algorithm to calculate the transient transport properties of interacting
nanojunctions.We have shown howdifferent self-consistent diagrammatic approximations can be
implementedwithin this framework, yielding accurate results for both the transient and the steady state regimes.
Themethod has allowed us to address several issues of great current interest in the condensedmatter
community like the dynamical build up of Kondo correlations and the possible existence of bistability in the
presence of strong electron–phonon interactions.

For the Andersonmodel we have analyzed the evolution of the spectral density explicitly exhibiting the
formation of theKondo resonance. In both cases of zero and finite voltage bias, the results are in good agreement
with available numerically exact calculations. For the electron–phonon casewe have implemented two different
schemes for dressing the phonon propagator (denoted as RPA andMIGDAL), showing the importance of a good
description of the phonon dynamics to obtain accurate results. As a technical requirement for this
implementationwe have derived an expression for the inverse of the time-discretized Keldysh free phonon
propagator, allowing us to go beyond previous approaches to the problembased on a rotating-wave like
approximation. Comparisonwith numerically exact results shows that the RPA and theMIGDAL
approximation can provide accurate results for the transient currents up to rather strong coupling values in the

Figure 9. Spectral density in the spin-degenerate Anderson–Holsteinmodel. (a) Long time values for RPA (lines) comparedwith
equilibriumNRG results (symbols) from [116], for two different electron–phonon coupling parameters:λ=1.89 (red) andλ=3.14
(blue). The remaining parameters areU=6.3,ω0=3.14, ò0=λ2/ω0−U/2 andΓR=ΓL=0.5. (b) and (c) time evolution of the
density of states forλ=0 andλ=2. In (d)we represent the central peak height evolution, showing in red theλ=0 and in blue the
λ=2 case. The remaining parameters areU=8,ω0=2, ò0=λ2/ω0−U/2,Γ=1 andV=0.
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low and high voltage regimes, respectively. Regarding the possible bistable behavior, we have found that electron
correlation effects beyond themean-field approximation tend to suppress its appearance, in agreement with
recent numerically exact results [53]. However, this does not imply that upon choosing a different initial
condition for the vibron densitymatrix in amodel including low frequencymodes, one should not observe an
apparent bistability, as indicated in [104, 110].

Finally, we have analyzed the situationwhere both interactions are present showing a reasonable agreement
with the available numerically exact results formoderate electron–phonon coupling.We have also shown that
the presence of electron–phonon interactions in theKondo dominated regime introduces additional dynamical
features in the evolution of this resonance.We notice, however, that addressing the strong polaronic limit would
require the implementation, within the present framework, of non-perturbative approximations for the self-
energy in the spirit of [107–109].

Acknowledgments

RSS, ALY andAMR acknowledgefinancial support by SpanishMINECO throughGrantsNo. FIS2014-55486-P
and FIS2017-84860-R, and theMaría deMaeztu Programme forUnits of Excellence in R&D (GrantNo.MDM-
2014-0377). RA acknowledges support of Conseil Regional de laNouvelle Aquitaine.

Appendix. Inverse free boson propagator

In this appendixwe discuss the problemof obtaining the inverse of the free phonon propagator discretized along
theKeldysh contour. This problemhas already been discussed byKamenev in [79], where the author considers
the problemof bosonic particles occupying a single level of energyω0

H b b, A1ph 0w=ˆ ( )†

with the free phonon propagator defined as d t t T b t b t, i c0 ¢ = - á ¢ ñˆ ( ) ( ) ( )† . The inverse propagator in this case is
formally similar to the electronic one (3),finding
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with h±=1±iΔtω0 . This expression constitutes a discretized version of the i∂t−ω0 operator on the time
contourwith an initial condition ρ(ω0)=np(0)/[1+np(0)], which depends on the initial phonon population
np(0). The obtention of the inverse free phonon propagator defined as d t t T t t, i c j j¢ = - á ¢ ñˆ ( ) ˆ [ ˆ ( ) ˆ ( )]† , with

b bj = +ˆ † becomesmore demanding since it involves the discretization of the second order differential
operator H p x2 22

0
2 2w= +ˆ with p=−i∂x and x 1 2 0w j= ˆ .Moreover, it can be checked that the

discretized version of the free phonon propagator given in equation (19) is not invertible as it becomes singular.
In this sectionwe discuss theway to obtain this inverse propagator by including a regularization procedure. By
definition, the systempartition function is given by [79]

Z
Tr

Tr
, A3c r

r
=

[ ]
[ ]

( )

where t t t t, ,c N N N2 1 1  = +
+

-( ) ( ) is the contour evolution operator and ρ=e−H/T is the initial density
matrix. ExpandingZ in coordinate space and forN=3wefind

x x x x x x x x x x x x x xTr d d , A4c t t t t1 6 6 5 5 4 4 3 3 2 2 1 1 6    òr r= ¼ á ñá ñá ñá ñá ñá ñ-D -D D D[ ] ∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣ ( )

where et
H ti =D

- D . It is worth noticing that the last term in the integrand correspond to the contour closing
and the third one is the branch changing in theKeldysh contour at the final time. The relevantmatrix
components are given by so-calledMehler kernel [118]
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Discretizing the expression and considering the time stepΔt as the smallest timescale we find

x y
x y xy
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2 2 2d d
p d
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with δ=ω0Δt. A similar expression can be found for the contour closing term
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where ρ0=np(0)/[np(0)+1] contains information about the initial phonon population, np(0). Thefinal step
for obtaining the inverse is to regularize the delta function, i.e. we should take

x y
1

2
e , A8x y 22


ph

á ñ » h- -∣ ∣ ( )( )

being η an infinitesimum. Finally, the inverse of the free phonon propagator can be obtained identifying the
components of

Z x xd d e , A9N
x d x

1 2
i T 1ò= ¼ - ( )

finding the expression of equation (26). It is worth commenting that all the prefactors in theMehler kernel
expression normalize the partition function, without affecting the phonon dynamics. The particular case for
N=2 can bewritten as
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