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Abstract. This paper reports an in-depth experimental characterization and analysis of an infrared active polarimetric

imaging system based on the orthogonality breaking polarization-sensing approach. We first recall the principle of

this laser scanning polarimetric imaging technique, based on the illumination of a scene by means of a dual-frequency

dual-polarization light source. The experimental design is then described, along with measurements on test scenes with

known polarimetric properties used to validate/calibrate the imaging system, and to characterize its optical properties

(sensitivity, resolution). The noise sources that temporally and spatially affect the quality of the orthogonality breaking

data are then investigated. Our results show that the raw temporal signals detected at a given location of the scene

are perturbed by Gaussian fluctuations, while the spatial information contained in the images acquired through raster

scan of the scene are dominated by speckle noise, which is a common characteristic of active polarimetric imaging

systems. Finally, the influence of the source temporal coherence on the images is analyzed experimentally, showing

that orthogonality breaking acquisitions can still be performed efficiently with a low-coherence source.
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1 Introduction

Active polarimetry is a useful tool to enhance the detection capabilities of standard intensity im-

agers. Indeed, polarization contrasts can highlight regions of interest with similar reflectance, but

which exhibit different polarization behavior.1–5 This technique stands on the illumination of a

scene with a polarized source and the detection of the backscattered light through a polarizing fil-

ter, conventionally named analyzer. Exploiting different states of polarization at the emission and

the analysis of light may lead to the characterization of the complete polarimetric response of the

scene, for instance using the 16-acquisitions Mueller imaging technique. The number of measure-

ments can be reduced to shorten the acquisition time while addressing specific parameters of the

scene polarimetric response or, at least, to display relevant contrasts.6 For instance, the orthogo-
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nal states contrast (OSC) technique consists in emitting a linearly polarized source and acquiring

two images through parallel and crossed polarizers at the analysis of light, in order to provide an

enhanced contrast image.7, 8

In the context of target detection applications, near infrared (NIR) active polarimetric imaging

can advantageously contribute to reveal manufactured objects hidden in a natural environment.8–10

In particular, NIR operation at λ = 1.55 µm is suited for such an application since it con-

siderably reduces the ocular hazard11, 12 while ensuring a relatively stealth active imager.

However, performing such an imaging modality simultaneously at high speed (video frame

rate) to monitor dynamic scenarios, and at long range (several hundreds of meters) still re-

mains a challenge. In this context, we recently reported the development of an in-lab polarimetric

imaging demonstrator at 1.55 µm that relies on the depolarization/dichroism sensing by orthogo-

nality breaking (DSOB) technique to yield contrasts on a scene through a single acquisition that

lasts approximately 1 s.13 As stated in Ref. 13, such an imaging system can be of interest for

practical implementation in defence applications: the optical power deposited on the scene is

maximized, measurements can be performed at high speed, and the polarimetric information

consistency is preserved. Moreover, the DSOB technique can provide simultaneously two rel-

evant images (contrast and phase) while the OSC technique results in a single contrast image.

However, the characterization of such a demonstrator (response of the detection stage, noise

affecting the signals) is still pending.

The DSOB technique is an unconventional approach which employs a dual-frequency dual-

polarization (DFDP) light source to enlighten the scene, and after interaction with it, the polar-

ization information is encoded in a radiofrequency (RF) beatnote signal that is retrieved through

heterodyne detection by a high speed photodetector.14 A DFDP source comprises two electro-
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magnetic fields orthogonally polarized and shifted in frequency with a detuning, noted ∆ν, lying

within the RF range. When interacting with a non dichroic and non depolarizing sample, both

states of polarization of the light source may change due to birefringence effects, however they

remain orthogonal and the detected intensity is constant in time. This property makes the DSOB

technique a good candidate to polarimetric endoscopy applications.14–16 However, if the sample

introduces dichroism, each state of polarization is partially projected onto the other one, thus re-

sulting in the breaking of the polarimetric orthogonality. As a result, the fields interfere, which

produces a modulation of the signal at the frequency detuning ∆ν. In the specific case where the

illumination beam is circularly left/right polarized, the beatnote signal leads to the characteriza-

tion of the sample’s diattenuation ratio and its orientation in a straightforwardly and independent

fashion.17 This property will be specifically addressed in this article, even though we reported

in previous works14, 15 the sensing of depolarization effects with the DSOB technique. This

can occur when the experimental conditions imply partial averaging over only a few spatial

modes of the field.15 Such conditions will clearly not be fulfilled in the experimental context of

this article addressing NIR active polarimetric imaging, and as a result the DSOB technique

will not be sensitive to pure depolarization in the present case.

In our previous work, a NIR demonstrator design of a DSOB imaging system was reported

and experimental results on a synthetic scene were compared with a conventional OSC imager.13

The present article is dedicated to the study of this unconventional imager with a thorough

characterization of its spatial resolution (or instantaneous field-of-view) as well as the noise

affecting the images. Such an experimental study should contribute to determine the limits

(physical, technical) of the demonstrator and should pave the way to future experiments.

After a brief description of the DSOB imager design in Sec. 2, the analysis of the detection
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stage and the noises which dominate it are tackled in Sec. 3. Section. 4 is dedicated to the analysis

of the imaging system. Furthermore, since the measurements are directly linked to the properties

of the DFDP source18 (states of polarization, fields power balance, ...), Sec. 5 presents an insight

into the impact of the source spectral properties on the resulting polarimetric images. Lastly,

conclusions and outlooks are discussed in Sec. 6.

2 Imaging system design

The imaging system comprises three main building blocks used to: (A) produce the DFDP light

beam at 1.55 µm, (B) enlighten the scene and, (C) detect the backscattered light and build the

images. Figure 1 depicts the imager scheme. The content and principle of each block are detailed

in the following subsections.

EDFA
Pout = 20.5 dBm

Source

Fig 1 Scheme of the NIR DSOB imaging system. Refer to text in Sec. 2 for details.

2.1 DFDP source - Block A

Firstly, a coherent laser (Yenista, Tunics 100HP-CL), tunable on C-L telecom bands (from 1500 nm

to 1630 nm), is amplified by a two stage polarizing maintaining (PM) erbium-doped fiber amplifier
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(EDFA) such that the maximum output optical power reaches 112 mW (20.5 dBm). The ampli-

fied source then enters an all-fibered module (comprising only PM components) that produces a

DFDP beam at λ = 1.55 µm.13 It is a Mach-Zehnder interferometer-like module (noted DFDP

module in Fig. 1) which splits the incoming light into two arms, introduces a frequency detuning

∆ν = 80 MHz with an acousto-optic modulator (AOM) in one arm, and mixes both light beams

with orthogonal linear states of polarization in a polarization beam combiner (noted PBC). It must

be noted that the optical power actually deposited on the scene is about 10 mW, due to the losses

induced by the couplers, the AOM and the free-space optics (beamsplitter). In an optimized ver-

sion of the system, the optical losses could be significantly reduced by using appropriately

chosen custom components instead of off-the-shelf devices inside the DFDP module and/or

by replacing the free-space beamsplitter with a hole mirror.

As detailed in Ref. 13, balancing the fiber length of the arms of this Mach-Zehnder interferometer-

like module is essential to detect the modulated signal. Indeed, it prevents the phase noise of the

front laser from affecting the demodulation process. The accuracy required to balance the arms

length is related firstly to the temporal coherence of the front source, and secondly, to the phase

adjustment of both optical waves exiting the fibered module. For instance, it can be estimated

that the highly coherent Tunics laser requires a maximum arms length mismatch of just a few

centimeters. In Sec. 5.2, two other sources that feature temporal coherence lower than the Tunics

laser’s will be used to explore the influence of the source temporal coherence on the measurements

and will thus require a much better accuracy. To accurately balance the arms length of the DFDP

module, a tunable PM optical delay line (ODL) has been introduced in the arm without the AOM

component. For these sources, the balance accuracy has been estimated to be of a few tens of

micrometers (see Sec. 5.2). An accurate balancing of the arms length is performed thus enabling a
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correct detection of the signals with all three sources.

2.2 Scene illumination - Block B

A PM splitter sends 90% of the DFDP source power in free space through a collimation lens (New-

port, F-H10-IR-APC). A removable quarter waveplate, whose eigenaxes are oriented at 45◦ from

the DFDP source axes, allows the linear states of polarization to be turned into circular ones, at

will. The DFDP beam is then transmitted through a 50:50 polarization insensitive beamsplitter

used to separate the forward and backward optical paths of light. A pair of galvanometric mir-

rors (6220H, Cambridge Technology) scans the beam over the scene. Although the field-of-view

(FOV) of the imager can be tuned by changing the amplitude of the mirror scan, the FOV will be

defined to 45 mrad (2.6◦) in all the experiments reported in this article. Such a low FOV ensures

low residual changes of the polarization states of the DFDP source (upon reflection on the

mirrors), as well as it preserves the Gaussian shape of the beam focused on the scene and

ensures constant efficiency of the backscattered light collection through the beam-forming

optics. The beam is focused at a distance of two meters from the source by a Cooke’s triplet lens

arrangement, which comprises three 2-inch diameter lenses, near infrared (NIR) anti-reflection

(AR) coated. This lens arrangement provides a ±10 cm depth of focus and reduces the optical

aberrations as well, ensuring that the focused spot has a constant shape across all the object plane.

The laser scanning operation enables maximum power deposit at each location of the scene which

is an asset for long range active imaging applications.
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2.3 Light detection and image building - Block C

The light coming from the scene is collected through the Cooke’s triplet, the galvanometric mir-

rors and the beamsplitter. A 50 mm focal lens (NIR AR coated) focuses the collected light on a

200 µm diameter (active area) avalanche photodiode (APD) with a 100 MHz bandwidth integrated

transimpedance amplifier (PLA-641, Princeton Lightwave). Initially dedicated to the detection of

signals in differential mode, the APD comprises two outputs, which we use to retrieve separately

the mean (DC) and the modulated (AC) components from the detected signal. The AC channel

(DC-filtered) reaches a theoretical sensitivity of 170 mV/µW (manufacturer data). The DC chan-

nel (AC-filtered) is amplified by a low noise low frequency amplifier for an overall theoretical

sensitivity of 4080 mV/µW. Diverting the differential operation mode of the APD leads to an off-

set on the DC channel that is compensated with the low noise amplifier. However, the DC channel

dark current remains above 290 mV and was observed to fluctuate slightly (±20 mV) at a 10 ms

timescale. It can be noted that the detection of light is performed with a free space photodetector

though it could be done with a fibered one. The chosen free space configuration ensures ease of

control of the polarization at the emission and the collection of light, independently.

The high speed modulation (80 MHz) of the AC channel is frequency-transposed into two

continuous components by a homemade synchronous demodulation device that enables real time

acquisition of the amplitude and the phase of the AC signal with an I/O card. To demodulate the

high frequency beatnote, a reference signal at ∆ν = 80 MHz is required as local oscillator (LO).

It is produced by a PM splitter which guides 10% of the DFDP beam to a polarization controller

(PC) followed by an in-line polarizer and a fibered InGaAs photodiode. The PC enables control of

the source polarization projection onto the polarizer. Thus, the RF power of the LO signal can be
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tailored and, in our case, set to -26 dBm, in order to match (after amplification and splitting, see

below) the +7 dBm nominal operating point of the mixers for maximum linearity.

In the demodulation circuit, both AC and LO input signals are amplified (36 dB gain, ZX60-

100VH+, Minicircuits) and splitted in two copies (3 dB losses) by power splitters, Minicircuits,

ZFRSC-42+ for AC and ZMSCQ-2-90 for LO, the latter component introducing a π/2 phase shift

on one copy of the LO signal. Both AC signals are multiplied witch each LO copy using two mixers

(Minicircuits, ZLW-6+) to generate the In-phase (I) and Quadrature (Q) components. These signals

are frequency cleaned by a 5th order low pass Butterworth filter (frequency cutoff fc = 250 kHz) and

are amplified by 20 dB to take advantage of the 16-bits analog-to-digital converter (ADC) module

of the I/O card (USB-6356, National Instruments) used in a ±5 V input range. While DC, I and

Q signals are digitally converted, the I/O card digital-to-analog converter (DAC) module produces

two electrical signals to set the galvanometric mirrors orientation, and hence the beam position

on the scene. A LabVIEW (National Instruments) code drives the synchronization between the

mirrors orientation and the signal acquisition to associate each acquired value with a location on

the scene during raster scanning. The DC, I and Q raw images are built with N pixels side (square

images) where the value N is set by the user who may also choose the FOV and the acquisition rate

(limited by the mirrors speed). From such data, the beatnote amplitude (|AC|), the phase (φ) and

the orthogonality breaking contrast (OBC) images can be derived, displayed and recorded with
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following definitions:13

|AC| =

√

I2 + Q2, (1)

φ = atan (Q/I) , (2)

OBC = |AC|/DC. (3)

Further mathematical details can be found in Ref. 15 which extensively describes how the

phase (φ) and the OBC calculated parameters can be related to the linear diattenuation prop-

erties of samples.

3 Characterization of the detection stage

As described above, an orthogonality breaking imaging system uses a detection stage which is

unconventional for imaging applications and that justifies the analysis of its impact on the acquired

signals. For this purpose, the response of the detection chain (from the photodetector to the I/O

card) is investigated along with the noise distribution of the digitized signals.

3.1 Avalanche photodiode response

The photodiode response is evaluated experimentally by measuring the DC signal and the ampli-

tude of the AC signal while the power of the DFDP beam collected by the APD is varied. The 50:50

beamsplitter has been replaced by a mirror to steer the collimated beam on the APD. A polarizer

(POL-NIRA-050, Thorlabs) has been inserted in front of the detector to produce a maximum beat-

note and characterize simultaneously the DC and AC responses. Both DC and AC outputs of the

APD module were found to be operating in a roughly linear regime with experimental sensitivities
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of 3550 mV/µW and 155 mV/µW respectively for input powers lying between 0.1 and 1 µW. Out-

side this range, the APD starts exhibiting a non-linear behavior, and reliable acquisition of physical

measurements would require compensating such non linear response from calibration.

3.2 Demodulation response

As the I/O card is not able to directly sample the AC signal delivered by the APD, the signal is

frequency down-converted through the demodulation system. Two continuous components, I and

Q, are then produced and digitized along with the DC signal. The APD response affects both

DC and AC signals while the demodulation response impacts only the latter. The demodulation

response is measured by varying the amplitude of the AC input signal while the amplitude of the

LO reference signal is kept constant. A two-channel function generator (AFG3252C, Tektronix) is

used to deliver controlled AC and LO signals modulated at 80 MHz to the demodulation board. The

RF power of the LO signal is set to -26 dBm. The demodulation response is measured while the

amplitude of the input AC signal is varied between 1 to 100 mV. From 1 to 25 mV, the demodulation

exhibits a linear response such that there is a voltage gain of 40 dB between the estimated |AC|

amplitude derived from Eq. 1 and the RF input amplitude. Beyond 25 mV, the demodulation

saturates and the gain decreases. The phase, which can be derived from Eq. 2, remains fairly

constant while the beatnote amplitude is varied.

The demodulation board will be used on the whole range (from 1 to 100 mV) though it exhibits

a non linear behavior above 25 mW. Indeed, if only qualitative polarimetric contrasts are sought,

the saturation does not compromise the differentiation of low and strong modulations. On the

other hand, if quantitative contrasts are required to extract physical quantities (e.g. diattenuation

coefficient), a non linear calibration of the overall detection stage can be realized. Regarding the
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imaging setup, a simple linear calibration is detailed for weak input DC (< 1 V) and AC signals

(< 25 mV) in Sec. 4.3.

3.3 Temporal noise

The noise of the three raw signals (DC, I and Q) is studied temporally while the galvanometric

mirrors orientation remains static. The circularly (left/right) polarized DFDP beam is focused and

reflected on a metallic mirror placed at a distance of 2 m. A NIR polarizer is placed in front of the

detector and oriented so as to produce a beatnote signal allowing us to characterize the noise that

affects all three raw signals.

During the development of the imaging setup, first temporal acquisitions on this scene exhib-

ited spurious peaks on the signals. Figure 2(a) illustrates the presence of multiple frequencies in

the spectrum of the component Q, acquired during 1 s. To reduce the presence of these unde-

sired frequencies, the low-pass filters frequency cutoff has been optimized to 250 kHz, a noisy

power supply was replaced with a low noise linear supply and high power electronic cards (driving

the galvanometric mirrors position) were electromagnetically shielded. Figure 2(b) shows the Q

component spectrum after this optimization step showing strong reduction of the spurious noise

peaks.

The nature of the noise is identified by plotting the distributions of the signals measured while

the DFDP beam is focused on the polarizer at 2 m. DC, I and Q signals are acquired during 1 s

with 1 million points. Prior to the signals acquisition, the APD dark current has been measured

for all three signals and subtracted to the measurements (on the polarizer). Histograms of the three

raw signals, displayed in Fig. 3 (a-c), are fitted with Gaussian distributions (continuous black line)

evidencing the fact that temporal noise is Gaussian with this optimized detection setup. Since
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Fig 2 Q quadrature component spectra before (a) and after (b) reduction of the noise sources of the demonstrator initial

development.

Fig 3 Histograms (50 bins) of the DC (a), I (b), Q (c) raw signals (in volt) and the |AC| (d) (in volt), φ (e) (in degrees),

OBC (f) calculated signals. Gaussian distributions (black continuous line) are fitted with the raw signals. The mean

(mfit) and variance (vfit) values of each fit are given in the inset of the corresponding graph.

I and Q components are dominated by Gaussian noise, the estimated |AC| and φ signals can be

described respectively by a Rice distribution and by a specific distribution for the phase, given

in Ref. 19, as long as I and Q random variables can be considered as independent and exhibit

12



equal variances. However, the expression for the OBC distribution, derived as the ratio of a Rice

distribution over a Gaussian one, could not be determined analytically. In addition, such result has

not been referenced yet in the literature, to our best knowledge. Histograms of the signals |AC|, φ

and OBC are displayed respectively in Fig. 3 (d), (e) and (f).

Here, the variances of the I and Q distributions are equal and constant along changes of their

mean value (in the linear range of the response of the detection stage). Beyond the linear range,

the independence and the equal variances hypotheses are no longer true and the |AC| and φ signals

could not be fitted anymore with simple known distributions.

4 Images characterization

The previous analysis described the temporal noise distribution of the signals acquired over time

while the beam-steering galvanometric mirrors were kept static. In the following, we consider that

the mirrors are in motion so that a set of images (DC, I, Q) is built by the imaging system in a

single laser scan.

4.1 APD dark current

As a first approach, a single scan is performed without light. For this purpose, the active area of the

APD is covered and the light source is turned off. It can be noted that this case consists in building

images from the dark signals delivered by the detection stage (photodiode and demodulation).

Figure 4(a) depicts the corresponding DC, I and Q images.

In the DC image, horizontal lines irregularly distributed can be observed with voltage variations

of about 20 mV. This spurious noise is due to the temporal slow fluctuations of the APD dark

current that causes such spatial pattern during raster scanning of the scene. This effect could be
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reduced by subtracting a statistical value (e.g. mean, median, ...) of the APD dark current to

each corresponding line in the images. However, this process would require to sacrifice few pixel

columns on the left/right edges of the images. Another possible solution could stand on using a

different APD module without this defect. In the present work, no method has been used to reduce

this spurious noise.

Fig 4 (a) APD dark current raw images. (b) Detection of parasite light from the reflection of the DFDP beam on the

beam-forming optics lenses in the absence of backscattered light from the scene.

4.2 Spurious reflections

We now consider the case where the light beam is directed towards a scene and the detector receives

an insufficient quantity of backscattered light to get an image of it. The raw images displayed in

Fig. 4(b) correspond to this situation, which was obtained by using the remote laboratory wall as a

distant and low reflectance target. A low quantity of light (approximately 10 nW) is nevertheless

received by the detector and forms a large spot on the DC image. This spurious light arises from

the Fresnel reflections of the incident beam on the beam-forming optics even though the lenses
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are coated in the near infrared range (0.09% reflection coefficient at λ = 1.55 µm). It can be

noticed that these reflections do not appear in the I and Q images as the lenses do not affect the

orthogonality of the reflected DFDP beam when the angle of incidence is small. To get rid of

these reflections in the DC image, the beam-forming optics is slightly misaligned to translate these

reflections outside the field of view of the acquisition. As a consequence, the aberrations reduction

provided by the lenses in a Cooke’s triplet configuration is slightly degraded. In an optimized

system, these spurious reflections could be suppressed by spatial filtering, e.g. by inserting a mask

in the Fourier plane .

4.3 Validation of the demonstrator

It is of utmost importance to assess the fair agreement between theoretical and experimental results.

Thus, a test scenario, encompassing elements with known polarimetric properties, was developed

to validate the imaging setup results. The test scene is depicted in Fig. 5(a) and comprises a non-

depolarizing metallic plate (labelled as (0) in Fig. 5(a)) with multiple elements above it. Three

NIR Polaroids with a dichroic behavior, denoted by (1a) to (1c), are respectively oriented at ap-

proximately 0◦, 90◦ and -45◦. Three birefringent elements: two visible Polaroids (which are fairly

good polarizers in the visible, but were measured to be almost only birefringent in the NIR range),

(2a) and (2b), and an adhesive tape, (3), are placed on the plate next to two depolarizing elements:

a black Canson paper, (4), and a sandpaper, (5). The background around the metallic plate is a

wooden board, (6), with a depolarizing behavior. It must be noted that the scene is perpendicu-

larly oriented to the illumination so that most of the backscattered light can be collected by

the optics. Moreover, this study is limited to flat scenes ensuring that the volume does not

affect the images acquisition. Imaging 3D objects would lead to phase differences (despite
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similar albedo and polarimetric properties) without affecting the OBC. Future works could

take into consideration this aspect.

(a) (b)

(d)(c)

2a

2b

1c

1a

1b

00

3

6

5

4

Fig 5 (a) Photograph of the test scene (captured with a visible CCD camera) comprising three IR polarizers (1), two

visible polarizers (2), a double sided adhesive tape (3), a depolarizing black paper (4) and a sandpaper (5) on the right.

The background is made of a metallic plate (0) and a wooden plank (6). DC (b), φ (c) and OBC (d) images obtained

with the demonstrator and expressed respectively in volt, in degrees and in arbitrary unit.

DC, φ and OBC images are displayed respectively in Fig. 5(b-d). In the DC image, the metallic

plate (0) appears lighter than the depolarizing elements (4 and 5) and the wooden plank (6) in

the back, as the quantity of light sent back to the detector is higher. The birefringence of the

adhesive tape (3) does not show contrasts with respect to the plate neither in the DC nor the OBC

images. Since the orthogonality breaking technique is insensitive to birefringence effects, the

absence of contrasts on the adhesive tape was expected. The two visible Polaroids (2a and 2b) are
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characterized simultaneously by a birefringent and a dichroic behaviors when used in the infrared

range. As a result, slight contrasts can be observed in the phase map, as a weak modulation of the

beatnote signal still implies a determined phase, measured locally. The three NIR Polaroids (1a,

1b and 1c) are dark in the DC image (values close to 0.42 V) but they are all revealed on the OBC

map as they lead to strong orthogonality breaking signals. Their orientation is given by the phase

map (see Fig. 5(c)) independently from their diattenuation coefficient that can be straightforwardly

derived from OBC measurements.15, 17 The OBC map is calibrated on a perfect polarizer while

the detection stage of the imaging setup operates in its linear range. The Polaroids (1) are used

to calibrate the imaging setup. According to their DC and |AC| values measured respectively to

be 0.42 V and 0.15 V, the detection stage operates linearly. The diattenuation coefficients of the

Polaroids (1) are determined experimentally by measuring their minimum (Tmin) and maximum

(Tmax) transmittances17 at λ = 1.55 µm: 0.984 (1a), 0.995 (1b) and 0.984 (1c). Regarding the

anisotropy orientation of the samples, they can be retrieved from their phase value through the

following equation:15

ψ1i = (π/2− φ1i)/2, (4)

with ψ1i and φ1i, respectively, the anisotropy orientation of the sample (1i) and its corresponding

measured phase. The phase measured on the Polaroids (1a, 1b and 1c) are respectively: φ1a = 96◦,

φ1b = −110◦, φ1c = 172◦ corresponding to their respective orientations: ψ1a = −3◦, ψ1b = 100◦

and ψ1c = −41◦. These results validate the theoretical adequacy of such a system to reveal dichroic

effects from a single laser scan of the scene.
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4.4 Spatial resolution

Another important specification of an imaging setup is its instantaneous field-of-view (iFOV), or

resolving power, which defines the angle covering the part of the scene integrated by a single pixel

of the images. The spatial resolution, i.e. the size of the the scene corresponding to one pixel of

the image, can then be deduced from the iFOV and the distance between the imaging system and

the scene.

The iFOV is estimated at a distance of 2 m from the beam-forming optics by laser scanning

an USAF resolution test target (R3L3S1N, Thorlabs). A NIR polarizer has been inserted in front

of the detector to generate a beatnote signal that allows simultaneous measurement of the iFOV in

DC and |AC| images. Six sets of acquisitions have been performed with an increasing number of

pixels in the images while preserving the same FOV (45 mrad x 45 mrad (2.6◦ x 2.6◦)). From these

images, the minimum resolvable group of the USAF target is determined and afterwards the IFOV

is calculated taking into account the 2 m distance. Figure 6(a) plots the evolution of the iFOV

versus the number of pixels in the images. As an example, DC and |AC| images acquired on the

resolution test target, with 800 x 800 pixels, are displayed in Fig. 6(b). Beyond 512 x 512 pixels,

the iFOV remains globally below 0.35 mrad (0.02◦) in both images studied with the scene, placed

at a distance of 2 m. The spatial resolution in both directions of the transverse plane is thus 0.7 mm

at a distance of 2 m.

In Sec. 3.3, the noise affecting the temporal raw signals was studied. When the light beam

is displaced over the scene, the signals acquired may be dominated by a noise different from the

previous analysis. Thus, the next section is focused on the nature of the spatial noise that affects

the images.
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(a)

Fig 6 (a) Evolution of the demonstrator iFOV versus the number of pixels in the DC and |AC| images while keeping

a constant field-of-view of 45 mrad x 45 mrad. (b) Acquisition of DC and |AC| images (800 x 800 pixels).

4.5 Analysis of the noise in the images

To analyze the nature of the noise in the images acquired by the setup of Fig. 1, the images were

segmented into homogeneous regions in order to estimate the probability density function (pdf)

from a sufficient amount of pixels (several thousands typically). This segmentation into homo-

geneous regions was performed automatically using the unsupervised minimal description length

active grid segmentation technique proposed in Ref. 20, 21 and which relies on a non parametric

modeling of the pdf of the grey levels inside each region.22, 23 The partition into homogeneous re-

gions obtained on the images of Fig. 5 are presented in Fig. 7 for images I, Q, |AC|, OBC. Similar

results are obtained for the phase image (Figure 5(c)), but in that case, the result for the DC image

(not displayed) was over-segmented.

The metallic plate (0), the IR polarizers (1), the black paper (4), the sand paper (5) and the

wooden plank (6) are well identified as homogeneous regions in all the images. The visible polar-

izers (2) are both visible in the phase image (Figure 5c), whereas the polarizer (2a) is only detected

19



Fig 7 Results of the segmentation into homogeneous regions of the images of Fig. 5 using the minimum description

length segmentation technique based on a non parametric modelling of grey level fluctuations. (a) Image I. (b) Im-

age Q. (c) Image |AC|. (d) Image OBC. Each color corresponds to the mean value of the image in the considered

homogeneous region.

as an homogeneous region in the segmented image of I. For the polarizer (2b), it appears in all

the images except I. The homogeneous regions Rj contain at least 3000 pixels except for the DC

image. In the following, we focus on the region containing the infrared polarizer (1c) to carry out

a statistical analysis of the noise properties. The given conclusions can be extended to the other

objects.

The noise affecting the images I, Q and DC can be approximated for almost the considered
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region j by a Gamma law of pdf:24

pRj
j(xi) =

x
αj−1

i

β
αj

j Γ(αj)
e−xi/βj , (5)

with xi = pixel i in the considered region Rj , αj and βj the parameters of the Gamma law for

the same region. This approximation is in agreement with the scattering nature of the sample,

which, when illuminated by laser light, causes a speckle noise typical of active coherent imaging

systems.25

Histograms of the segmented region corresponding to the infrared polarizer (1c) for the images

I, Q, DC are represented in Fig. 8 and are fitted with a Gamma distribution (black line with stars).

The I and Q images have been processed to be positive (translating all values by adding the mini-

mum value) so that the data could be fitted with Gamma laws. Indeed, the expression of a Gamma

law is positively defined.24 The parameters of the law (αj , βj) are estimated by maximizing the

likelihood of a Gamma process and are given in the legend of Fig. 8.

Fig 8 Histograms (25 bins) of the segmented region corresponding to the visible polarizer (1c). (a) Image I. (b) Image

Q. (c) Image DC. The insets correspond to the considered segmented region for the histogram. Each histogram is fitted

(black line with stars) by a Gamma law of parameters (αj , βj) specified in the legend.

Assuming Gamma laws for I, Q and DC does not give simple expressions for the statistical

laws followed by |AC| and OBC signals. However, fitting the histogram of the |AC| regions of the
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Fig 9 Histograms (25 bins) of the segmented region corresponding to the visible polarizer (1c). (a) Image |AC|. (b)

Image I2/DC2. (c) Image Q2/DC2. The insets correspond to the considered segmented region for the histogram. Each

histogram is fitted (black line with stars) by a Gamma law of parameters (αj , βj) specified in the legend.

object shows that |AC| can be well approximated by a Gamma law (see Fig. 9(a)).

The OBC image can be rewritten as:

OBC =

√

I2

DC2
+

Q2

DC2
(6)

Analyzing the histograms of images I2/DC2 and Q2/DC2 (see Fig. 9(b) and (c)), we found that

we could fairly assume that they follow also Gamma laws of parameters (αk, βk)Rj
with k = 1 for

I2/DC2, and k = 2 for Q2/DC2 for all the regions Rj considered. This assumption allows OBC2

to be defined as the sum of two random variables following Gamma laws of different parameters.

Assuming that these variables are independent, an exact expression of the pdf followed by OBC2

can be obtained,26 but this expression implies the computation of an infinite sum which is complex

to manipulate. The sum of two Gamma laws can be approximated by a Gamma law27 of parameters

αRj
= µ2

Rj
/σ2

Rj
and βRj

= σ2

Rj
/µRj

where µRj
=

∑

2

k=1
(αk)Rj

×(βk)Rj
and σ2

Rj
=

∑

2

k=1
(αk)Rj

×

(βk)
2

Rj
. This approximation is valid when (αk)Rj

> 0.1 and (βk)Rj
differs by no more than a factor

10 (which is the case in our data). Finally, an approximation of the law followed by the OBC is

given by a Nakagami law,28 which can be used to model the statistical distributions of the square
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root of a Gamma-distributed random variable. This is shown in Fig. 10(a-b).

Fig 10 Histograms (25 bins) of the segmented region corresponding to the visible polarizer (1c). (a) Image OBC2. (b)

Image OBC. The insets correspond to the considered segmented region for the histogram. Histogram (a) (respectively

(b)) is fitted (black lines with stars) by a Gamma law of parameters (αk, βk) specified in the legend (respectively by a

Nakagami law with parameters (αRj
, βRj

)).

In the majority of cases encountered in the active imaging field using a highly coherent light

source, the quality of the images is degraded by speckle noise.25 In the following, we analyze the

influence of the temporal coherence of the DFDP source on the noise that dominates the images

acquired with the imaging setup.

5 Influence of the source coherence

The range of such an imaging system could be improved by taking advantage of pulsed sources

which feature lower temporal coherence (larger spectral width reciprocally) than the front Tunics

laser’s. In order to analyze the influence of the DFDP source coherence on the images, the validity

of the results is first evaluated when the wavelength of the Tunics laser is tuned around 1550 nm.

Then, experimental results will be compared between three DFDP sources with different temporal

coherence.
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5.1 Demonstrator operation with a tunable source

So far, the imaging setup has been investigated with a highly coherent source emitting a DFDP

light beam at 1550 nm. The tunability of the front laser over the C-L telecom bands (1500 to

1630 nm) is used to determine the wavelength range over which the imaging system can be used

without degrading the performances. This range will dictate the maximum spectral width that can

be considered for the low coherent DFDP sources tested in Sec. 5.2.

For this purpose, the front laser wavelength is tuned over its available range: 1500-1630 nm

(C and L bands). In this interval, important changes in the source optical power and polarization

states appear. On one hand, the spontaneous emission of the EDFA shows a strong dependence

on the wavelength, as depicted in Fig. 11. The filled area indicates the wavelength range (1530-

1575 nm) over which the gain of the EDFA is sufficient to provide a maximum output optical

power of 20.5 dBm. To highlight the impact of the EDFA gain variations on the measurements,

the RF power delivered by the fibered photodiode from the reference block has been measured at

multiple discrete wavelengths lying between 1500 and 1630 nm. As illustrated in Fig. 11, over

the spectral range 1530-1575 nm, the RF power is maintained at -26.5 ± 0.5 dBm despite residual

variations caused by residual optical power and polarization state changes. As a consequence,

the acquisitions should be limited to the range 1530-1575 nm to warrant a constant DFDP source

optical power.

On the other hand, it was also observed that the DFDP source polarization states (which should

be linearly polarized as was the case at λ = 1.55 µm) were disturbed when the wavelength was

varied. This effect was analyzed with a commercial Stokes polarimeter (PAT9000B, Thorlabs),

which showed that the 90:10 fibered splitter was mainly responsible for the gain of ellipticity
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1530 1575

Fig 11 Experimental spontaneous emission of the EDFA (blue dashed curve) measured with an optical spectrum

analyzer (resolution: 0.2 nm). The filled blue area shows the range in which an input signal is amplified to a constant

optical power of 20.5 dBm. Experimental magnitude of the beatnote signal at 80 MHz (red circle markers) delivered

by the fibered photodiode from the reference block for different wavelengths of the front laser.

observed on the emitted state of polarization when the wavelength was varied.

To reduce this defect in a tunable wavelength operation mode, the 90:10 splitter can be removed

and the fibered reference block used to generate the LO signal in the demodulation process can

be replaced by an equivalent free space arrangement. This configuration was tested by focusing

the reflection of the light source on the 50:50 BS (placed after the collimator) on a high-speed

photodiode (EPITAXX ETX 300) through a NIR AR coated lens. A beatnote signal was produced

by inserting a polarizer in the path of light before its detection. The quantity of light detected was

controlled by a circular aperture, so that the 80 MHz RF power of the LO signal could be set to

its optimal value of -26 dBm. This small aperture iris also contributes to prevent reflections on the

polarizer, the lens and the photodiode from being collected by the APD module.

These modifications of the imaging system enable valid measurements to be performed when

the front laser wavelength is varied in the range 1530-1575 nm. To confirm this statement, a test

scene was imaged at several wavelengths. In this test scene, three NIR Polaroids are concealed

among black patterns printed onto a white depolarizing sheet placed at a distance of 2 m from the
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imaging system. Five scans of the scene are performed with a circularly polarized DFDP source,

its wavelength being consecutively varied from 1530 to 1570 nm with 10 nm steps. Figure 12

shows the images obtained at three different wavelengths: 1530, 1540 and 1560 nm.

8

6

4

(b)

(a)

(c) (d)

2

3

1

Fig 12 (a) Photograph of the scene (captured with an InGaAs CCD camera) where the red rectangle points out the

scanned area and the white scale bar represents 50 mm. Three NIR polarizers are hidden among black patterns printed

on a white paper sheet. DC (top row), OBC (middle row) and phase φ (bottom row) images acquired at three different

wavelengths : 1530 nm (a), 1540 nm (b) and 1560 nm (c). Red rectangular homogeneous regions (70 x 35 pixels) are

used to calculate the spatial OBC mean values which are displayed in Fig. 13.
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A quick overview of the DC and OBC images indicates that all three polarizers are similarly

evidenced at the three wavelengths. Likewise, their phase values are preserved as the wavelength

of the laser is shifted. However, the OBC and phase values undergo changes on the depolarizing

background due to residual variations of the RF power of the LO signal.

Fig 13 OBC mean values calculated on delimited areas of 70x35 pixels [red rectangles in OBC image from Fig. 12(b)]

on a polarizer (3) and a part of the white background. The error bars are derived from the standard deviation of all

pixels comprised in the regions of interest.

To illustrate this observation, the OBC mean values are plotted versus the wavelength on two

rectangular areas, respectively on a polarizer (3) and a part of the white background. These regions

are highlighted by red rectangles in the OBC image of Fig. 12(b). As shown in Fig. 13, the contrast

varies slightly with the wavelength, most probably due to a bias in the measured beatnote amplitude

(|AC|) caused by variations of the LO RF power. Nonetheless, the OBC and phase values remain

constant, thus validating the capability of such a demonstrator to evidence contrasts on dichroic

objects over the 1530-1570 nm range. It must be noted that changes of the OBC and phase values

could have been observed when the wavelength is varied due to an evolution of the polarimetric

response of the scene over the probed wavelength range. However, this is not the case here, and

generally most scenarios may not display strong variations of their polarimetric response over such
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a narrow bandwidth.

The experimental results have so far shown that the acquisition of images performed in the

1530-1575 nm range yielded a fairly similar polarimetric contrast. Thus, results at any single

wavelength within this range are equally valid, because the polarimetric responses of both the

illumination/detection system and the scene are similar. If a broadband source is now used instead

of a narrow source, the measurement becomes an integral of the outcome for each individual

wavelength in the broad spectrum. As the beatnote signal differences are negligible within this

range, the integrated images remain valid. As a consequence, sources with large spectral width,

i.e. low temporal coherence, can be employed to acquire the polarimetric response of the scene.

5.2 Influence of the temporal coherence of the source

Section 4 has shown that the raw images were dominated by speckle noise. As this noise could

originate from the high coherence of the DFDP source, the influence of the source temporal co-

herence on the noise affecting the raw images is studied. Furthermore, imaging results will be

compared with three front sources exhibiting different temporal coherence values that are summa-

rized in Tab. 1.

As discussed in Sec. 2.1, the temporal coherence of the front light source may affect the de-

modulation process if the arms of the Mach-Zehnder architecture, producing the DFDP beam, have

unbalanced lengths. In this regard, the tunable optical delay line (ODL) (inserted inside the DFDP

module) allows the temporal delay between the arms length to be balanced with a maximum preci-

sion of 1 fs (i.e., a fiber length of 0.2 µm). According to the sources temporal coherence estimated

from experimental measurement and provided in Tab. 1, it can be noticed that the coherence of the

source 1 is the smallest with a value of 0.4 ps. Using this source, the DFDP module arms length
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Table 1 Spectral features of the three sources: FWHM (full width at half maximum), temporal coherence τC and its

corresponding coherence length LC . The central wavelength is 1550 nm.

Number Source description FWHM (nm) τC (ps) LC (mm)

1 Amplifier ASE (Keopsys, 20 0.4 0.083

KPS-BT-C21-Bo-FA) + EDFA

2 Amplifier ASE + optical filter + EDFA 0.7 11.3 2.34

3 Tunics laser + EDFA <3.10−6 >2.2.106 >5.52.105

could be balanced accurately with a delay close to 10 fs (i.e. 2 µm) introduced by the ODL. Thus,

the DFDP source remains well balanced with all three considered front sources.

The influence of the DFDP source temporal coherence on the noise affecting the raw images

is now studied. Acquisitions are performed with the three sources while imaging a homogeneous

metallic plate to enable the analysis of the dominating noise on a large amount of pixels. A po-

larizer has been introduced in front of the detector such that a beatnote signal is generated and

the noise affecting the I and Q images can be evaluated simultaneously with the DC image. As in

Sec. 4.5, histograms derived from homogeneous areas in the images are exploited to identify the

nature of the dominant noise. Figure 14 displays the DC, I and Q histograms (50 bins) obtained

with the three sources.

The fair agreement of all histograms with Gamma distributions (in dotted lines) reveals that

a speckle noise remains dominant even though the source temporal coherence is decreased. This

result was expected as the speckle noise is not only induced by the temporal coherence of the

DFDP source but also by its spatial coherence29 in the confocal configuration.

Experimentally, the consistency of the results interestingly indicates that the imaging system

may operate quite similarly with a high or a low coherent front light source. This is illustrated

in Fig. 15 using the scene of Fig. 12. As the DFDP source is changed, no apparent modification
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(a) (b) (c)

Fig 14 DC (top row), I (middle row) and Q (bottom row) (in volt) histograms (50 bins) calculated from 105x45 pixels

in the corresponding images on an homogeneous metallic plate enlightened by low coherent DFDP sources 1 (a) and 2

(b), and a highly coherent DFDP source 3 (c). The sources spectral features are summarized in Tab. 1. Each histogram

is fitted with a Gamma distribution, superimposed in a black dotted line, which mean and variance values are given in

insets.

can be observed in the DC and OBC images neither on the polarizers, nor the background. While

the phase seems to be constant on the polarizers, it varies drastically in the background with the

considered source. This is due to residual variations of the I and Q signals which are induced by

low changes of the LO signal (when the source are changed) used in the demodulation process.

To illustrate these statements, the mean values of OBC and φ from two regions of interest (a

polarizer (3) and a part of the white background) are plotted in Fig. 16 for the three sources.

The OBC mean values remain fairly steady in both regions with a high value (about 0.98) on

the polarizer and a low value (about 0.16) on the background area. The phase remains constant

on the polarizer region since the high beatnote produced sets a specific phase. However, on the
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(a) (b) (c)

Fig 15 DC (top row), OBC (middle row) and φ (bottom row) images (230 x 230 pixels) of the test scene enlightened

with the source 1 (a), the source 2 (b) and the source 3 (c). Red insets (20x25 pixels) indicate two regions (a polarizer

and a part of the white background) used to analyze the influence of the coherence on the OBC and φ values, which

are plotted in Fig. 16.

background area, the absence of beatnote leads to low I and Q signals which are subject to residual

variations when the front source is changed. As a result, the phase mean value on the background is

strongly disturbed showing a standard deviation spreading over ±100◦. The measurements remains

nevertheless valid with the three sources despite phase variations (which could be calibrated for

each source) observed on the background area. As a consequence, orthogonality breaking contrast

images can still be acquired by the imaging system when the temporal coherence of the DFDP

source is considerably reduced.

This result is interesting towards the development of an orthogonality breaking imaging system
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Source number

3

Fig 16 Evolution of the mean values of OBC and φ on a NIR polaroid (blue circle symbols) and a white area from the

background (red square symbols) for the three sources. The error bars correspond to the standard deviation calculated

from the 20x25 pixels in the regions of interest. Both regions of interest are indicated by red insets in Fig. 15.

based on a pulsed DFDP source30–32 for outdoor scenarios (range of hundreds of meters). Indeed,

the extrapolation of the power budget indicates that imaging at 100 m would require, at least, a

deposited power of 17.5 W, thus implying a continuous front source of 285 W (if losses were

to remain similar as the losses obtained with the DSOB imaging system described here) in the

experimental configuration described in this article. A pulsed DFDP source, characterized by low

temporal coherence, would enable imaging at long range to the expense of an increased complexity

of the system (synchronization of the illumination and the detection).
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6 Conclusion and outlooks

In conclusion, we have detailed the design of an infrared active polarimetric imaging system based

on the orthogonality breaking technique. Operating in a confocal configuration, the imaging setup

exploits a ∼10 mW dual-frequency dual-polarization source at λ = 1.55 µm used to scan a re-

mote scene (up to several meters) in approximately 1 s. The backscattered light is collected on an

avalanche photodiode and the polarimetric images are built digitally from three raw signals: DC,

I and Q. We have investigated the response of the detection stage and showed that it is linear for a

detected power lying between 0.01 and 1 µW. We have also highlighted that the temporal raw sig-

nals are dominated by Gaussian noise. The complete imaging system has been then validated and

calibrated on a test scenario with known polarimetric properties thus confirming its ability to reveal

dichroic objects. The spatial noise in the raw images was analyzed, showing that fluctuations can

be well modeled with Gamma distributions of low order. Such noise statistics are characteristic

of (weakly-averaged) speckle noise, which could be expected with such a coherent active imaging

system. Moreover, the pdf of the spatial fluctuations of the OBC image could be well modeled with

a Nakagami law (which corresponds to the pdf of the square root of a Gamma-distributed random

variable). We finally studied the influence of the source temporal coherence on the images. For

this purpose, the wavelength of the DFDP source (highly coherent) has been first tuned so that the

wavelength range that ensures the preservation of the system results could be determined experi-

mentally to be between 1530 to 1575 nm. This result showed that sources with large spectral width

(low temporal coherence) up to 20 nm could be used without lowering the acquisition performance

of polarimetric images. Then, the influence of the temporal coherence of the DFDP source on the

noise has been compared for three different sources. This study revealed that the imaging system
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was operating very similarly, regardless of the temporal coherence of the DFDP source used.

As a first perspective to this work, the imaging system could be improved by delivering a ref-

erence signal with a constant RF power (-26 dBm) at the LO demodulation input. This could be

achieved, for instance, with a variable gain amplifier delivering a constant output power, or with

a highly stable dual-frequency laser33 instead of the fibered DFDP source we developed. Towards

outdoor scenarios perspectives (range of hundreds of meters), a first approach would be based

on the development of an imaging system using a pulsed DFDP light source at λ = 1.55 µm.

An alternative approach would stand on improving the detection block, for instance by replacing

the standard detection by an optical coherent detection system that would considerably increase

the sensitivity of the imaging system. Lastly, this study paves the way for original polarimetric

measurements by orthogonality breaking that would enable addressing and identifying other po-

larimetric effects than dichroism, such as birefringence or depolarization, which is presently under

investigation.
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