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ANALYSIS OF DIRECT THREE-DIMENSIONAL PARABOLIC
PANEL METHODS*

PHILIPPE PONCETT

Abstract. Adherence boundary conditions for time dependent partial differential equations, via
Chorin algorithm, can be reduced to a parabolic problem with Robin—Fourier boundary conditions in
the three-dimensional context. In the spirit of panel methods, one establishes an integral formulation
whose key point is the estimation of the potential density, introducing a kind of panel method for
tangential kinematic boundary conditions. This paper discusses explicit estimations of this density
in the general case of an arbitrarily shaped three-dimensional body, which leads to a fast numerical
scheme. An error analysis is also provided, involving body smoothness, the Holder exponent of the
density, and whether the body presents torsion or not.
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1. Introduction. Numerical techniques aimed at solving partial differential equa-
tions involving kinematic boundary conditions, such as the Navier—Stokes equations,
have been viewed from many perspectives. These kinematic boundary conditions usu-
ally rely on zero velocity field on bodies when considering viscous flows. Despite the
fact that these conditions are all mathematically of homogeneous Dirichlet type, fixing
velocity value at boundaries, such vectorial boundary conditions have very different
meanings physically, depending on the velocity component: while the zero normal
component of velocity field on a body is linked to a no-slip-through property, or im-
permeability, the zero tangential components come from an adherence property, or
no-slip condition, not required for ideal fluids relevant to the Euler equations.

The present article focuses on the integral formulation of adherence properties,
which is related to a parabolic problem via the Chorin algorithm (instead of elliptic
for classical panel methods). We present for the first time the numerical analysis of an
ad hoc density evaluation, commonly known as the fastest way to ensure adherence
properties.

It is now generally recognized that integral methods provide powerful tools to
enforce numerically such boundary conditions. Concerning the normal conditions of
velocity, the most common discrete integral technique, known as the “panel method,”
was pioneered by Hess [18, 19] in the 1970s and consists in using a formulation close
to electromagnetism [26], that is, in finding a potential of the form

(1.1) p(z) = [ K(z,y)q(y)do(y).
o0

In this equation (1.1), K is a Green function, whose expression is (47|z — y|)~! in
the full space R3?, and ¢ is the density function, defined over domain boundary and
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2260 PHILIPPE PONCET

solution of the following integral equation:

(1.2) —@ = /aQ ng - VE(z,y) q(y) do(y) = g(),
where n, denotes the normal field to Q2 and ¢ is a given function depending on the
problem considered. The velocity is then obtained by differentiation of this potential.
Proofs of regularity and well-posedness properties of related discrete operators can be
found in the existing literature (see [34], for example). This usually leads to solving
a large linear system of the size of the boundary discretization [21], which can be
nevertheless efficiently preconditioned [16]. The order of convergence can be under
control and possibly high [3, 4, 35]. In order to speed up the computation, a way to
proceed is to use multipole methods [15, 33, 17], which are by definition well adapted
for Lagrangian or pointwise formulations [2]. Another way is to provide an estimate
of density, which limits convergence order but dramatically decreases computational
time since only potential evaluation remains to be computed [13].

The tangential part of kinematic boundary conditions is a completely different
matter. In the fluid dynamics context, these conditions are related physically to vis-
cous effects, modeled by the Laplacian operator in the Navier—Stokes equations, which
makes them of parabolic type, as opposed to the Euler equations, which are hyper-
bolic. Since the 1980s, several numerical schemes aimed at splitting apart linearity
and nonlinearity have been proposed and implemented in various fields of physics and
mathematical physics, in order to use well-fitted numerical techniques taking into
account the linearity, or lack thereof.

These splitting techniques, also known as fractional step algorithms, can be basi-
cally of first order, or second order when based on the Strang formula, or higher order
by using more general Trotter permutation formulae. Splitting the Navier—Stokes
equations [22] over a time step leads one to consider successively the Euler equation
with only its natural no-slip-though boundary condition, and then a Stokes equa-
tion with full no-slip conditions [9]. In its vorticity formulation, the Stokes problem
can be reduced to a heat equation, possibly vectorial for three-dimensional configura-
tions, with kinematic boundary conditions [8] relying only on tangential components.
From a physical point of view, this heat equation takes into account both near-wall
adherence properties and viscous effects in the whole fluid.

Lighthill’s model states that these kinematic no-slip conditions for a fluid result
from vorticity production on solid boundaries [29]. This production of vorticity has
been viewed from many perspectives, involving Dirichlet conditions [7, 37] or Neumann
conditions [23, 24], usually constrained by Kelvin’s theorem to satisfy conservation of
circulation. It has been shown that Neumann conditions are well adapted for nonsta-
tionary flows for two-dimensional problems [8, 25] or three-dimensional problems in
the half-space [9], i.e., without curvature. It has been recently put forward that three-
dimensional vortical boundary conditions involve the Robin-Fourier condition [11].

By using linearity of the heat equation, it can be split without any approximation
into an equation with a generally nonzero initial condition and homogeneous bound-
ary conditions, and another equation with zero initial condition and Robin—Fourier
boundary conditions, which can be written as

%—t; —vAw=0in Qx]0,T],
(1.3) w(z,0) =0 on €,

vLyw(z,t) = F(x,t) on 90Qx]0,T],
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where €2 is an open set of R3, F is a boundary source, v is the diffusion coefficient,
and L, the differential operator defining Robin-Fourier boundary conditions, can be
written as

(1.4) L, = B(x)Id +n(zx) -V,

where n(z) denotes the inward normal field to 92 and 8 denotes a continuous and
bounded function from 9 to R, bounded by Gy (i.e., |5(z)| < Bo for all x € 9Q).
Throughout the present paper, 2 is supposed to be an open set such that 0N is a
two-dimensional submanifold of R3, of class C2**, and the source F is supposed to be
a bounded and continuous function on 92 x [0, T]. The solution of this heat equation
can be found in its integral formulation:

(1.5) (1) = /0 /8 G (o (e, 7)o €)dr,

where o is a measure on 0N induced by the Lebesgue measure and Gg . is the
parametrix [20, 27], which is, in the case of an isotropic heat equation, simply the
following three-dimensional Gaussian function:

2
e~ % /4n

(1.6) Geqr(z,t) =Gz —&v(t—1)) with G(z,n) = )7
whose standard deviation is \/2v(¢t — 7). The density field g defined on 0N is the
solution of the following Volterra-type integral equation:

(1.7) —%ﬁ(w,t) + u/o | LeGerlw (€, 7)Ao (€)dr = F(a,1),

which admits a unique continuous and bounded solution over 92 x [0, T] under some
minimalistic hypothesis of smoothness, discussed in [14]. Existence, uniqueness, and
regularity of solutions of the heat equation and this integral equation have been in-
tensively treated in the literature, many results being summarized in [14] and [28].

Joint equations (1.5)—(1.7) are similar in spirit to (1.1)—(1.2), with both providing
a potential aimed at satisfying boundary conditions, and could be named “parabolic
panel method.” Nevertheless, such a panel method involves fully time dependent
densities, which is a function of two variables (instead of one in (1.5)). Moreover, the
integrodifferential operator in (1.7) is twice integrated, in time and space. These two
remarks make joint equations (1.5)—(1.7) much more difficult to handle than classical
panel methods and lead to a much higher degree of computational complexity.

Fast algorithms estimating density x are consequently of fundamental interest in
order to make the integral method usable in practice, especially in a three-dimensional
context. A way to obtain a fast algorithm is to estimate analytically the density u
as a function of the source F', viscosity v, time ¢, the coefficients of operator £, and
local invariants of 9€) such as its curvature.

Carrying out density estimation from (1.7) has been performed for two-dimen-
sional bodies [24] and for the three-dimensional case of the half-plane [9] (which comes
directly via a tensorialization for the two-dimensional case). Nevertheless, the exist-
ing literature either considers pure Neumann boundary conditions or simply neglects
curvature effects, sometimes involving some hypothesis on nondependency on time
(usually not mathematically valid) and in any case not followed by any mathematical
analysis on the order of the method.
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The present paper provides such an analysis for the more general problem of
Robin-Fourier boundary conditions and a class of noncompact domains, in establish-
ing, proving, and illustrating that the early behavior of the density can be explicitly
given by the following formula:

—2F(z,t)

T 1+2(R(x) — Bx) rtT

where (z) is the mean curvature of 92 in z, and where v can reach different values
among ]1/2,3/2] in the present study, depending on regularity of 92 and whether or
not Of) presents torsion. This result can then be used directly as a numerical scheme
in formula (1.5), its order being led by the value of ~.

One can notice that Neumann boundary conditions can lead to qualitatively good
results at high Reynolds numbers since the relative curvature /v tends toward 0.
Nevertheless, the Dirichlet part of the Robin—Fourier boundary conditions is linked
to the boundary curvatures [11], and is of the same order of the mean curvature ef-
fect, as shown in formula (1.8) above. Studying the full Robin—Fourier conditions is
consequently of fundamental importance for engineering concerns on viscous flows,
especially since the research community finds new interests in micro- and nanotech-
nologies, which involve small scales where viscous effects are potentially dominant.
In this context, neglecting curvature can lead to dramatic errors in numerical simula-
tion of fluids, especially when considering nonstationary dynamics whose prediction
requires direct numerical simulation. Moreover, even for macroscopic devices, some
new generation Lagrangian schemes such as vortex in cell (VIC) (see [10]) or smooth
particle hydrodynamics (SPH) (see [6]) are very stable and can be used with large
time steps. Consequently, this enlarges numerical viscous scales, which are of order
Vvt (where 6t is the time step), and makes the curvature effects orders of magnitude
stronger than standard numerical methods, such as spectral or finite element schemes,
whose time scales are limited due to strong stability conditions related to transport
terms.

The outline of the paper is as follows. Section 2 provides various preliminary
properties. Section 2.1 gives a few well-known properties of fundamental solutions
of the heat equation, results more or less already established in the literature. A
few conditions are then set in section 2.2 in order to provide a good environment for
differential and integral calculus for the following sections. In section 2.3, we show that
integral calculus restricted to a local area is an accurate approximation of the global
calculus at any order of time. This section also extends a classical result on Holder
continuity of the double heat layer to a class of noncompact manifolds. Section 3
provide convergence results and error estimations of geometrical approximation when
the integrodifferential operator is computed on the local quadratic osculating manifold
instead of the manifold itself. Section 4 shows that the heat layer of unit density on the
best quadratic approximation of the surface can be determined at its main order with
error estimation. Finally, section 5 presents the achievement of the present work, and
Theorem 5.1 shows that the value of the approximated heat layer obtained in section 5
is a valid value at the first order in time. Theorem 5.3 shows that sufficiently smooth
torsionless manifolds allow one to reach order 3/2. The link between these results
is displayed in Figure 1. Sections 6 and 7 give several examples illustrating some
statements of previous sections, in cylindrical and toroidal geometries, respectively.
These examples show that estimates given by Theorems 5.1 and 5.3 are optimal and
describe their application to kinematic boundary conditions.

(1.8) pi(,t)

+ O(t’y)a
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Lemma 4.1

Proposition 4.2

Proposition 2.4 Corollary 3.4 Corollary 3.3

| Lemma 3.5 |

1 !

| Lemma 3.2 |

| Theorems 5.1 and 5.3 | Proposition 3.6 |
| Corollary 5.2 | | Corollary 3.7 |

Fic. 1. Relations between results leading to Theorems 5.1 and 5.3 (Lemma 3.1 and Proposi-
tion 2.3 are often involved in different proofs).

2. Preliminary work. This section presents well-known results on parabolic
problems in section 2.1 and the hypotheses that are required for the present study
in section 2.2. Accuracy of domain restriction is then analyzed in section 2.3, with a
specific proof valid for noncompact manifolds.

2.1. Well-known results. One first introduces Friedman’s notion of Holder
continuity for parabolic problems: a function w is said to be ©¥-Hélder continuous over
Q x [0,T] if there exist two constants C' and ¢, independent of z, y, t, and s, such
that

(2.1) wia,t) —wly,5)| < C (Jo = yl” + p(t - 5)|"/2)

for all (x,t) and (y, s) in Q x [0, T], where |- | denotes both the Euclidean norm of R?
and the absolute value, depending on the context.
Throughout the paper, |- | will be used for the Euclidean norm in R™ (absolute

value when n = 1), || - || for norms of functions, and ||| - ||| for linear operators (not
necessarily Euclidean for double and triple norms, but L> norm most times and L!
occasionally).

The integral operator is of fundamental interest for the present study, since its
value at the leading order is the effect of curvature. It is a double layer of density

f with respect to the heat kernel and depends on surface location and time (on
o0 x [0,T)):

(2.2) . t)f = v / /8 LG (w.8) (6. 7)do()dr

for any density f bounded and continuous on 9 x [0, T7.

Furthermore, from [31] and Theorem 4 of Chapter 5 of [14], one gets the following
result.

COROLLARY 2.1. Under the notation above, if f is a continuous and bounded
function on 0Q x [0,T], and O is a compact two-dimensional submanifold of R?
of class C'T*, then ﬁ(x,t)f, as a function of x and t, is 9-Hélder continuous on
O x [0,T] for any exponent satisfying ¥ < 2min(X,1)/3.
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Sg = Txda(A)
2= pa(s)

¢z (A) with
$x = ldpa X ¢x

s2

s=(s1,52) € ACR?

O/t ) % € = Toda(s)
G
Ta ¥

A = By(0,R)

Fic. 2. Geometrical setup and main notation.

Nevertheless, for a manifold of class at least C2, this corollary gives that 7:2(3:, tf
is ¥-Holder continuous for any exponent less than 2/3. In our context, one can go
further than this result. Indeed, Corollary 2.1 is independent of the dimension of space
and is valid for manifolds presenting less regularity (i.e., manifolds of class C***) than
our present considerations. In the present context, set up in section 2.2, the following
proposition (more general than Corollary 2.1) holds.

PROPOSITION 2.2. Let ‘H be the integrodifferential operator defined by formula
(2.2). Under conditions (C1)—(C5), with f : 02 — R and f : 0Q x [0,T] — R
two bounded and, respectively, ¥g- and ¥¢-Holder continuous functions, we have that
H(-,-)f is 9*-Hélder continuous with any 9* = min(1 — e,05,0) for all € > 0.

One can see with this proposition that the maximum Hoélder exponent is bounded
by the density’s, which forbids us from deducting regularity of zi from the regularity
of H.

Moreover, Proposition 2.2 shows that the regularity of the density depends on
the manifold considered, on the regularity of the source, and on the regularity of
the coefficient defining the Dirichlet part of the boundary condition (i.e., the three
are involved and arise at the same order in the regularity analysis). The regularity
consequently has to be analyzed case by case and will not be discussed in the present
paper. To proceed, one can refer to [36] and references therein or [5, 1].

2.2. Geometrical setup and conditions. In order to provide pertinent com-

putations, one assumes that the following condition is satisfied:
(C1) 99 is a two-dimensional differentiable submanifold of R?, of class C2+*.

This condition means that 02 is locally the graph of a function ¢, of class
C* (11, R3), where II, is the tangential plan of 99 in z. One denotes by T} :
R? — R3 the affine operator that changes 0 into x and R? x {0} into II,.

Consequently, for any x € 92, there exists a function ¢, defined in a neighborhood
A, of 0 satisfying ¢,(0) = 0 and Vg, (0) = 0 such that

T, (Ay % 0u(Ay)) C O

One can notice that the bijective application T, is a composition of a translation
and a rotation; thus its Jacobian is identically equal to 1, and consequently one can
integrate indifferently over 92 or over T, 19.

This sets up notation for the local description of 02 around z as a graph of
functions ¢, of class C***(R?,R), as displayed in Figure 2. One recalls that being
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of class C™+*(R2,R), with 0 < A < 1, means that ¢, is of class C™(R? R) and all
its mth order partial derivatives are A-HoOlder continuous. This means that for any
x € 0, there exist two constants C, and C! such that locally one has

1
(23)  |pals) = 5 "sKes| < Cals|™™ and |[Veu(s) - Kas| < Cpls|'™,

where K, is the Hessian matrix of ¢, in 0 = T, !(x).

One then requires the following conditions on the globality of bounds defined
above:

(C2) There exists R > 0 such that domain definition A, of applications ¢, contains
B2(0, R) for all z € 0.

(C3) The spectral radius of the Hessian K, of ¢, in 0 is bounded independently
of x € 99, and its upper bound is denoted py.

(C4) There exist two constants C' and C” such that for any = € 9€2, one has C;, < C
and C! < C'.

Note that these hypotheses do not imply a lack of generality but provide some
restrictions on smoothness (condition (C1)) and mapping orientation and size (condi-
tions (C2) and (C4)). One can also notice that 92 being the boundary of an open set
) and condition (C1) imply that 9 is an oriented manifold and thus the existence
of an inward normal field n to 9. Condition (C3) eliminates, for example, spiraloids
or clothoidal surfaces whose curvature tends to infinity.

For convenience, one sets up the notation ¢, = Idg2 X ¢,, which gives that

(2.4) Sy = Tuos (Ba(0, R)) C 9.

This local parameterization of 9€) gives the following integration formula:

(2.5) /S f@)doe) = /B PRALATACIESCIEN
where
Nafs) = 225 1 222 s

is the normal field induced by the parameterization ¢, its Euclidean norm being the
Jacobian of the parameterization and satisfying

(2.6) INa(s)] = V14 [Vea(s)],

where | - | denotes the Euclidean norm in R3®. Note that T}, is not involved in this
Jacobian because |05, Ty © ¢ A O, Ty © G| = |05y Pz A D5, u| = | Nz ()]
A few direct consequences of conditions (C1)—(C4) can then be stated.
PROPOSITION 2.3. Under conditions (C1)—(C4), one has the following:
(P1) N, the Jacobian of the parameterization by ¢, is bounded independently of
xz, and its bound is denoted M.
(P2) There exists a constant Ms such that

(2.7) (= €) - ny| < Mo|z — € Va,€ € Q.
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Proof. Let x be a point of 9Q2. By (2.3), one gets

[V (s)| < |Kzs| + CLls|"™ < poR + C'R™.

Setting M; = /1 + (po + C'R*)2R? finishes the proof of assertion (P1).

Furthermore, for all £ in 9Q N Bs(z, R) C Ty¢,(B2(0, R)) where R is defined by
condition (C2), one has & = T,¢,(s) with ¢, = Idgz X ¢,, and T, 'n(z) = —es.
Consequently, one has (£ — z) - n(z) = p(s) — v2(0) = ¢.(s) and by condition (C3)
and by definition of class C2>T*, one gets

(€ =) - n(@)] = lpa(s)] < BJsf? + Clsl* < (5 + CRY) Jsf2
For any £ not in QN Bs(x, R), one has |(§ — ) - n,| < |€ — 2] < (€ — 2)?/R. Setting
My = max(C R* + po/2,1/R) finishes the proof. O
Part (P1) of the proposition will often be useful for calculus through the maps,
while part (P2) implies that the operator H(z,t)f is bounded over 9 x [0, T], which
in itself is useful for showing that the H is Holder continuous.
Moreover, one needs a last condition of measure growth of 0€:
(C5) There exist two positive constants C' and k such that for any x € 0, the
measure of the part of 9Q in the spherical strips Bs(x, (n + 1)R) \ Bs(z,nR)
does not grow faster than e* ”2; that is,

(2.8) 0({56(‘39/nR<\5—30\<(71—|—1)R})éCek”2 Vo € 00.

Condition (C5) is satisfied as soon as 9L is compact, and provides useful majo-
rations and controllable error estimates of map restriction when 0f2 is not compact.

As a concluding note on conditions (C1)—(C5), let us remark that they are not very
restrictive and do not lead to a lack of generality on the kind of surfaces considered.
Their most significant effect is that they limit size and orientation of the maps and
provide a good environment for integral calculus in the next sections.

2.3. Error estimation of the restriction to a map. The definition of H
involves a Gaussian function whose standard deviation tends to zero when ¢ tends to
zero (smaller than \/TW) Even if a Gaussian is not compactly supported, it decreases
quickly, and its significant values are very localized. Consequently, thanks to limiting
the final time 7" of the heat equation (which is not a limitation in practice), we can
consider the integral over one map,

(2.9) S = Tu¢2(B2(0, R)) € 99 C R?,

instead of the whole surface 02, and provide an error analysis thanks to the fast
decreasing of Gaussian functions. Omne can introduce the heat layer restricted to
S, C 0N as

- t
He. (2.0)f = v /0 /S LoGer () f(€,7)do(€)dr

for any continuous and bounded function f : 9 x [0,7] — R, and the error due to
the restriction on S, C 0%} as

Hon@t)f = (At~ s, en) f=v [ [ £Ger ) i (o)
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By setting n = v(t — 7), one gets

\Hm / /
||f||oo B0\ S,

One can now show that the error due to the restriction to a map can then be ne-
glected at any order. The following integral calculus features the parametric approach
of the present paper.

First, by condition (C2) there exists R, such that for all z € 02, one has s =
T.71(€) for all ¢ in the neighborhood S, of x and the inequality

0 - =90 G — g ao(e)an

s[> <[] + @a(8)® = [Tupu(s) — Tu(0)* = |€ — 2f* < R?
and, consequently, the inclusions
90N Bs(z, R) C Tpoo(B2(0,R)) = S, C 9Q
which imply directly
(2.10) AN\ Sy = 00\ Typo (B2(0, R)) C 90\ Bs(z, R) C 9.

Error estimate |H_, (z,t)f| is thus majorated by

@11)  [flle / ’ /a |7 e=8) nlo)| 5

5 Glo — €. mda(€)an,
which implies, due to part (P2) of Proposition 2.3, the following majoration:

Z o gf? "
212 [flle / (Iﬂ(x)l+Mz2n> /BQ\BS(LR)G(JU—f,n)da(ﬁ)dn-

Second, and this notation will be used throughout the paper, one has for all
positive x and «,

(2.13) 2% % < Loe *? with L, = (2a)%e™“.
It follows from (2.13) that expression (2.12) is majorated by

67‘3775'2/877

vt
e e Gor e [ f G dodn

If 99 is compact, then (2.14) is majorated by

2
€_R /8n

(2.15) Il G+ La0s) o9 | ) :

which is finally majorated by

3/2 e~ /16vt vt o (09).
T

(2.16) Il llo 2ﬁL3/2
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If 99 is not compact, there is more work to be done, and one has to consider
condition (C5) on maximal admissible growth of measures of 99 contained in suc-
cessive spherical strips, which leads to the same result. Indeed, one has the disjoint
decomposition

99 = (02N By(2,R)) U | |J (920 (Bs(0, (n+ 1)R) \ B3(0,nR))) | ;

neN*

thus

00\ Bs(z, R) = | J (99N (Bs(0,(n+ 1)R) \ B5(0,nR))),
neN*

and one can build a majoration of (2.14) by the use of condition (C5):

vt e*j2R2/877 2y
(2.17) ||f||o<>C/O (Bo+ LaMa) | Y Wej dn
JEN*

with C' depending only on 092. Equation (2.17) is itself majorated for vt sufficiently
small, i.e., for vt < R?/8k, where k depends only on 95, by

vt 1 o R2
(2.18) [ fllC (Bo + L1 Ma) / 87/ > exp {—J (877 - k)} dn.
0 jene
Now noticing that j < j2 and that k — R%/8n < —R?/16n for vt < R?/16k, one gets
another majoration of (2.18) by

1 1
873/213/2 1 — ¢~ R?/16n

vt
(2.19) I flloC (Bo + L1 M) / e ’/16n gy,
0

Noticing also that e=%/167 < 1/2 for n < R2/161n2, one gets

2
e—R /16m

——5 d
a3z

vt
(220) 1€ (50 + Lida) |
0
which gives the final majoration for vt < R?/16k%st with k* = max(In2, k), i.e., for
t sufficiently small:

Ly M-
Bo + L1 2 —R?/3201,

(2.21) 11116 C L2 =575

t.

Equation (2.16) holds when 02 is a compact manifold, and is extended to the
noncompact case by means of (2.21). From these equations, one gets the following
proposition.

PROPOSITION 2.4.  Under conditions (C1)—(C5) and previous notation, there
exists a constant C' independent of x and t such that

Herrisaicm @D _ [H,,, (@, 0)f]
Il = Il

for t sufficiently small and for all x € OQ and any f € L>°(090).

(2.22) < C | flloe e /320t = O()
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—3hl, ) + Hz, i = F(a,t) 225 pib (s,1) = il(Toda(s), 1)
lrestr‘ on S,
— 31, t) + Hs, (2, )pf = Fa,t) 2 pip(s,1) = p#(Tapa(s), 1)
)
—342(0,8) + H(z, )z = F(a,1)
lappmx. on 55
param.

~10.0) + (e, O, = F(z.1) ia(s.1) = 1 (Tudu(s), ).

Fic. 3. Different integrodifferential operators and associated integral equations and densities
involved in the surface potential analysis.

3. Geometrical approximation. It has been shown in section 2.3 that only a
local analysis of the heat layer is required to obtain the development in early time
of the heat layer at any order, since the Gaussian kernel has significant values very
locally.

The local parameterizations of the manifold and its quadratic osculating manifold
are set up in sections 3.1 and 3.2, respectively, and we give a few approximation
lemmas in section 3.3 that will be useful in proving convergence in section 3.4 and
providing error estimates of truncations to get the final results.

The process of parameterization and approximation can be split into two different
steps as shown in Figure 3, which should be read as follows. First one considers the
original integral equation of solution g, whose parameterization is denoted ;ﬂg’ﬂ in a
neighborhood of origin whose image is a neighborhood S, C 992 of .

The map-restricted heat layer Hg, is introduced in section 3.1 and defines a new
integral equation whose solution is denoted p? and its parameterization i, which is
itself the solution of an integral equation involving H, the restricted heat layer acting
on parameterizations, i.e., such that

ﬁsm (z, t)yh = H(x,t) -

The portion of surface S, is then approximated by its best quadratic approximant
S, in section 3.2, which induces a heat layer on the surface approximant denoted 7,
and another integral equation involving this operator acting on parameterizations,
whose solution is denoted fi, : A — R. This solution corresponds to a density
ut 00 — R.

While the relation between densities ji and p? is quite obvious by means of propo-
sition 2.4, the link between p? and ! is less obvious and requires an analysis of ap-
proximation relations between the associated integral operators. The convergence of
densities is established in section 3.4, especially in Proposition 3.6.

3.1. Local parameterization of the surface. The two-dimensional manifold
0N is described by its maps, which are themselves defined by means of the description
of 9 by graphs of functions ¢, given in (2.4), which reads as follows:

(3.1) Totr = To(Idg2 X @) : A=B(0,R) C R? — T,¢,(A) = S, C IN.
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A density f: 99 — R can be restricted on a map as

f: S, CcONCRdx[0,T] — R x[0,7],

(&1) — f(& ).

One can introduce the local parameterization f in space of fthrough T,¢, in a
neighborhood S,; of z in 99, so that £ = T, ¢, (s), which gives

f: Ax|[0,T) — R x [0,T7,

(3.2)

(3.3) (s,t) — f(s,t) = f(Ty o dz(9),1)
= f(Tﬂ? (317 52, 9036(8)) 7t) s

where A = B2(0, R) C R2.
One also considers the double heat layer restricted to a map acting on parame-
terizations of densities, defined consequently by

- ~ t
(34)  H(xt)f = Hs, (1.0)] = v / /A oG, g 3y (1) f(5,7)| Na(s)|dsdr,

where

00: ) Vb

Na(s) =
(s) =~ .

(s)

and |N(s)| denotes its Euclidean norm in R3. This Jacobian calculus holds since the
Jacobian of T}, is identically equal to 1 and gives

(3-5) [Na(s)| = V14 [Via(s)]?,

which is bounded with respect to x over 99 by Proposition 2.3(P1). One can notice
that the Gaussian functions are spherically symmetric; thus the equalities

GTL¢$(S)7T(I7t) = G¢m(s)7T(T;1I,t) = G¢z(8)77(07t)
= Goo(¢a(s),t —7) = G (¢a(s), v(t — 7))
= (8% +¢a(8)?) /v (t—7)

T (-1

hold because ¢, = Idg2 X @,.
Since one has ¢, (0) = 0 and V¢, (0) = 0, this leads, by means of (2.3), to

1
(3.6) vz (8) = 3 sKys + (’)(324')‘)7

where K, is the symmetric 2 x 2 curvature matrix of 92 in x, in the spirit of the
two-dimensional approach of [24].

3.2. Local approximation of the surface. In order to provide a local analysis
on an explicitly known surface, and to estimate the error related to geometrical ap-
proximation, one considers the second order approximation of df) in a neighborhood

S, of x € 0Q2. This means we introduce the quadratic form
1
?,(s) = 3 tsK,s

and all the related quantities, as displayed in Figure 4:
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Dy (A)

Sz = Todg(A)

Sz = Ty pa(A)

bz (A)

S92 Tz
—_ =

e " \s = (s1,52) € A CR?

0 s1
A

Fic. 4. Context and notation of surface approrimation.

i aizr (IdR2 X ¢I)7

o 5, = (bw( ), the quadratic approximant of Sy,

) ﬂ( x,t), the integral operator defined over S,

e N,(s) =0s,¢, ADs,b,, the Jacobian of this parameterization, which verifies
(3.7) IN2(s)] = V1+[Veu(s)? = V1+ | Kosl?,

o, : A — R, the parameterized solution of the integral equation
(3.8) 1,(0,t) + 2H(z, t)i, = F(z,t),

which defines the density i : 9Q — R by uf(x,t) = 11,,(0,t).
Furthermore, the boundary operator £, defining the Robin—Fourier condition can
be written as G(z)Id + n(z) - V. The gradient of the Gaussian kernel satisfies

r—¢
ergq—(I,t) = 7mG§77—(IL’,t),
thus
_ (z =§) -n(z)
(3.9) L.Ge r(x,t) = (ﬁ(x) 300t = 7) Ge - (x,1).
Moreover, the gradient Vi, (0) = 0 implies T, 'n(z) = —e3, and since the scalar

product is conserved by rotation/translation (i.e., by operator T ), one gets

—(z = &) -n(r) = (Tups(s) — Tudz(0)) - n(x)
= (Idgz x (Pm)(s) - (—bes) = —me(s)

for all £ = Ty, (s) = T (Idge X ¢5)(s) € Sy, ie., for all s € A = Bs(0, R).
For a function f: A — R, one has consequently
(3.10)

H(z,t)f =

//< ()T)>Gof(¢x() t) f(Totu(s):7) V14 [Vipu(s)]? dsdr,
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and similarly, one gets
(3.11)
H(x,t)f =

//( - gDif(_)ﬂ)Go,r(dac( ):t) F(Tatu(s),7) V/1+ VP, (s) dsdr.

For practical considerations in the estimation of the integrals defined above and
their related quantities, one will often need a purely computational result, which is
given to increase readability.

LEMMA 3.1 (integral majoration). There exists a constant Cy independent of t
such that for R > 0 and k > 0, the majoration

TRk ( / / re +ut” Ua/ e /My Ay du < Cp e~ B2/267 p2-nta/2

an

holds when n — a/2 < 2, i.e., when the integral is convergent.
' Consequently, Ffj,’f(r) = O(t> /2y if R = 0, and ng?’;(r) = O(7°) other-
wise.

Proof. One has

e 4 u®/?

—r2 /ka a/2—n —r2 )2k
e / SCT’LL/ e /2k
u'

with C' =1+ L, /2k*/?, and consequently

[o SRpeY /2 0o
/ vt / e~ kg dp < C’kua/zﬂ_”/ 2—re_r2/2k“ dr
R un R 2ku

-C kua/2+l—ne—R2/2ku.
Integral (3.1) is then majorated by
FaR:j;(T) < Ck / ua/2+1—ne—R2/2kudu < Oy e—Rz/Qk‘T 7_2—7]-‘,—04/2
0

with

Co=—"TC oo
2 —n+a/2
The comment on order is then obvious. O
The question now is how great an error is made in the integral operator when
the surface 0 is approximated by its best osculating quadratic surface, and how the
error on the integral operator is related to the error on the solution .

3.3. Approximation lemma. In this section we exhibit in Lemma 3.5 the con-
vergence rate of H toward H in time variable when the surface 9 is replaced by
its best quadratic approximation. This lemma requires preliminary results in Lem-
mas 3.2 and 3.1. The result of Lemma 3.5 is used in the next sections and also implies
the convergence of [z, toward p, with the same rate, as explained in Proposition 3.6.

One can define the usual norms considered herein. The simple norm | - | denotes
the Euclidean norm of R?, and the maximum double norm denotes the usual L
norm over 99 or 9 x [0, T], depending on the context.
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The triple norm of linear operator applies to the integrodifferential operators
defined above. Indeed, for any (x,t) € 9Q x [0,T], H(x,t) is a linear operator that
verifies |H(x,t) f| < || flloo|H(x,t)1| for any bounded function f, with equality for f
identically equal to 1. One then gets

H(x,t
(312) (M@ Ol = swp O g = e 01,
reLe(anfoy  [1fllso 1f ]l =1

The triple norm |||H(z,t)|||o is itself a function of z and ¢, whose L° norm over
09 is defined as

(3.13) B
HIHC Olllloe = 1] @ = [[[H(@,8)l||oc [loo = sup [[[H(z,)|l|c = sup [H(z,t)1].
zEIN rEIN

LEMMA 3.2. Let fi : AX[0,T] — R be a function, possibly depending ont € [0,T],
such that there exist two constants o > 0 and Cy independent of t satisfying

[Fels, 7 < C (Jsl* + (e = 7)]°72)

for all (s,7) € Ax|0,t]. Under the hypothesis (C1)—(C4) of section 2.2, with H defined
by formula (3.10), there exists a constant Cy such that for any x € 0, one has

H(z,t)fy = Cot@TV/2,

Proof. The portion of surface S, is the image by the isometry 7T, of the graph of
@z over the two-dimensional ball A = Bs(0, R), with

1
vz(s) = 3 tsKys + O(s2+’\)

since 09 is a manifold of class C2**. One has, through the map T, ¢,

(3.14) H(z.1)f=v / /A (mx)%(s)) Gor (6a(5),2) F(5.7) [ No(s)| dsdr

2u(t —7)
with
[Nz(s)| = 1+ [Vepa(s)]? < M
and
1
(3.15) l0a ()] < ‘Qtst s|+ s < (% + CRA) s,

where My, pg, and C are the constants introduced, respectively, in Proposition 2.3(P1),
condition (C3), and condition (C4).
One gets consequently, assuming C; = (po/2 + C R*) and u = vt,
(3.16)
[H(z,t) fe] <

vt 2 5 . )
BEY 1 (P (sKes?
M1/O /A <ﬂo +C 2 ) (aru)2 exp ™ fi(s,7) dsdr.
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Now noticing that (‘sKs)? > 0, assuming r = |s|, and applying the Holder-like
hypothesis on f;, one has an axisymmetric expression that integrates into

2C'r M,y vt R r? Ta-i-ua/Q —r2/4n
(317) |H(x7t)ft|<#\/o\ /O 60“1‘01% WG /4 Td?"d’]’,

€T

Using relation (2.13) that gives ze~* < Lye~*/2, the result follows from Lemma

3.1:
Cy M,
4/7
Note that Cy = Cy My (8o + 2L1C4) /4y/7 depends neither on € 9§ nor on ¢ €
[0,T7. d
One first has to notice that this result holds when o = 0, which provides a useful

majoration of H(x,t)f when f is only bounded, that is to say, majoration of H(x,t)1,
and directly gives that

(3.18) [H(z, t)]||e = O"/?)

for any (z,t) € 9Q x [0,T].
One can also notice that the final majorant in the proof is not dependent on z,
and applying this again to the unity function, one can extend result (3.18) into

(3.19) IHC ) [oo = 12 = [[[H(2, )]0 oo = O@?).

[Hz,t) fil < (Bo + 2L1C1) TS (1) = O(t'/*+212),

Another important result is that the lemma also holds for H(z,t), which is a
special case with the function ¢, = @, of class C* so a fortiori C3, with a constant
C set to 0 in (3.15). This gives that there exists a constant C' such that

(3.20) I8l < C /2

and consequently the following corollary.
COROLLARY 3.3. Let H be the operator defined by formula (3.11). Then, under
the hypothesis of Lemma 3.2, for t sufficiently small, one has ||||H(-,t)||||co < 1/2.
From Lemma 3.2, one also has the following property valid on S, C 09.
COROLLARY 3.4. Let Z, 4 be a function over Sy x [0,T] such that there exist two
constants o = 0 and Cy independent of x, y, t, and T satisfying

| Zaa, 7| < Cz (Jo =yl + ot = 7)|/?)

for all (y,7) € Sy x [0,t] and (x,t) € 9N x [0,T]. Under the hypothesis (C1)—(C4) of
section 2.2, there exists a constant Cy such that for any x € OS2, one has

Hg, (2,1) Zyp s = Co t(@tD/2,
Proof. Let Zit be the parameterization of Z through the map T, ¢.:
23 1(5,7) = Zoa(Tata(s),7),
which gives Hg, (z,t) Zy, = H(z, t)Zit. One then has
122 4(5,7)] < C (T (s) =l + [t = 7)) < Co (Jsl* + (e = 7)|/?)

since T}, is an isometry and |¢,(s)]? = |s|? + |p(s)]? < (1 + C?R?)|s|?, which leads
to set Cy = Cz+/1+ C?R?. One can then apply Lemma 3.2. 0
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3.4. Geometrical convergence. Now we present the following stability lemma
of fundamental importance.

LEMMA 3.5 (H — H estimation). Under the hypothesis (C1)—(C4) of section 2.2,
0Q being a two-dimensional manifold of class C*t*, 0 < A < 1, there exists a constant
Cy independent of t such that

IHC 1) = HE D)oo = Sélg;)\llH(w,t) ~H(z, Ollle < CottHV2,

Proof. The proof of this lemma uses more or less the same technique as the proof
of Lemma 3.2. One chooses an x € 0f) and gets for a bounded function over S, C 02

[H(w,t)f = H(w,t) f| < || flloc|H (2, 1)1 = H(z, )1
with equality for f = 1, and consequently
IH(z,t) — H(@, )|l = [H(z,t)1 — H(z, t)1].
It remains to build an accurate majoration of this quantity independent of x.

Operators H(z,t) and H(z,t) are defined by formulas (3.10) and (3.11), which
give

mew—wamw{A”Av@méwﬂﬁw—v@méwxﬂmdmu,

where u = v(t — 7), and

s = (8 - £580) VIR I

and
s = (8 - 5520 ) VT ORI

Moreover, G (¢,(s),u) and G (¢4(s),u) are both majorated by e~IsI/4u /(471)3/2,
and thus

e—1s1?/4u
321) (M t) — Hz 8[| < / / s, ) = Fo. )] £z
The graph approximation, by means of condition (C4), satisfies
(3.22) |0u(s) = Pals)] < Clsl**.

Moreover, the gradients satisfy Vg, (s) = K,s, and there exists a constant C’ such
that |V, (s) — Kzs| < O [s|1*; thus

(3.23) IVou(s) = Vg (s)[* < O[>+
One can do the following decomposition relying on the triangular inequality:

[v(s,u) = (s, u)| < K1 + Ko
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m‘(@ms)) VA0 - (6 - 222 ) VIF VRGP

2u 2u

and

Ko = (5 - 5500) VIT VRO - (5. - B ) VI R,

The first part K; can be majorated by

a2 K< (|50 |VITFRGF - VIFVRGE

and the second by

1
(3.25) K> < o [u(s) = %u(s)| V1+[VE, (),

which, noticing that |V, (s)| = |K.s| < poR < poR + C'R**, gives (see proof of
Proposition 2.3(P1))

(3.26) K, < 1, 12208) — @6

Furthermore, the triangular inequality

Voa(s)? < VB, () + [Vipu(s) = VB, (s)*

implies

(3.27) V1+Vea(s)? < V1+ Ve, (s)]? +[Vea(s) — Va,(s) 2.

Now one can notice that the epigraph of —y/x is convex; thus for any a > 0 one has
Va+x <\a+x/2y/a for all x € [—a, +oo[. This implies

[Vu(s) — Vg, (s)]?
(3.28) VI+Ves(s)2 < VI+[Ve, () + T+ Ve, ()]

) |8|2+2)‘.

Since one has |¢.(s)| < (po + C R*)|s|?, one finally has the majoration

This leads to a majoration of (3.24) using (3.23):

(3.29) K<< <ﬂ0 + ‘(P?fj)

!

_ o WY s 4 apr S
(330)  |r(su) = F(s,u)| < (50+(P0+CR) )||+ IYNe

Integral (3.21) can then be majorated by applying Lemma 3.1 and majoration
obtained by (3.30). Indeed, one can set r = |s| and apply Lemma 3.1 with R = 0.
This gives
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- ' '
(3.31)  |[[H(z,t) = H(z,1)][|oo < S\FOFSJ_‘2A 5/2(t) + 16\}(po+CRA)FZﬁ2A 5/2(t)
M,C’
+ Slf oty s/t = OHV/2) O

PROPOSITION 3.6 (geometrical g)nvergence). Under the previous notation and
conditions (C1)—(C4), with H and H defined, respectively, by formulas (3.10) and
(3.11), and for t sufficiently small, the densities u* and pt defined in section 3 satisfy

||Mh('7t) _/ffﬁ('ﬂt)”oo 2 ) 7y

Proof. Let pf, introduced in section 3, be the solution of the integral equation
involving the localized integrodifferential operator (see also Figure 3),

1 ~
(3.33) — () + M, i = Fa,1),

whose solution i, bounded over 92, has a local parameterization p, on A by i, (s,t) =
w3 (Tphe(s),t). The integral equation (3.33) is then equivalent to

(3.3) — g e0,0) + M, O = Fa 1)

The S;-localized integrodifferential operator H acting on parameterized densities can
then be defined on an approximated surface S,, which leads to the integral equation

1_

(3.35) L

T, (0,t) + H(x, t)i, = F(z,t)
of solution 7, : A x [0, 7] — R, which is the parameterization of the density u*(z,t) =
7i,,(0,t). The functions y, and fi, are both defined on the same domain A but repre-
sent densities on two different surfaces, S, C 002 and S,.

One can then write, subtracting (3.34) and (3.35),

.um(svt) _ ﬁx(’S,t)

= H(SC, t):u‘af - ﬁ(‘177 t)ﬁz

2
= H(SC, t):u‘af - W(I, t)#x + ﬁ(fb, t)/u‘x - W(I7 t)ﬁ"c
and
(3.36)
Ha 57t _ﬁ'r Sat a7 a7 _
a5, 8) = 13 O1 1340, ) — T, )l Iteloo + 17 )lloe It — e

2
where the L°>°-norm of densities is taken over A. One can notice that

142l = sup |pz(s)| = sup \,u (§)] < sup |Mh(£)| = ||NuHoo
s€A £con

€Sy

and also that [y — T, [lee < [l1* = 1 co-
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Taking the maximum of = over 9 for the triple norms in (3.36) and applying it
to s =0 gives
(3.37)
i (,8) = i (e, )] < 2[11HCo8) = FHC O oo 11 oo + 2 TG, oo 115 = 1o

The right-hand side of (3.37) is independent of z; thus one can take the maximum of
x over Jf2 on the left-hand side and get

(3.38) (L =2HCOo0) 1145 = 1¥lloo < 2INHC8) = HE )] lloo 115 oo

Finally, by Corollary 3.3 of Lemma 3.2, one has |||[H(-,)||||sc < 1/2, which finishes
the proof. 0

This proposition leads directly to the order of convergence when 0% is sufficiently
smooth, when used with Lemma 3.5

COROLLARY 3.7. Under the hypothesis of Proposition 3.6, if 022 is a manifold of
class C**t*, 0 < A < 1, then there exists a constant Cy independent of t such that

(3.39) G t) = (- )lloe < CEIFNI2,

This means that a manifold of class C® allows us to reach order 1 in density
convergence when locally approximating the surface by its best quadratic osculating
surface.

4. Leading order of H. We have shown in last section that the best parabolic
approximation of the surface leads at least to first order in the approximation of the
density, which is enough to carry out the main contribution of the curvature effect to
the solution.

LEMMA 4.1. Under conditions (C1)—(C4) and previous notation, we consider the
integral

vt 7(|s‘2+f’sKl.s/2)/4u
(4.1) (z,t) / / - SK %) € ds du.
R2 (47u)3/2

Then H(z,t)1 = Ho(z,t) + O (t3/?), with H(xz,t) defined by (3.11).
Proof. We first introduce the integral

K, —(Is*+(*sK5)?/4)/4u
(4.2) Hy(x,t) / / ( s S> ¢ 373 V14 |Kzs|]? dsdu
R2 (47TU)

with 'sK,s/2 =p,(s). We then get

- My (70 B e
|H(x,t)1 — Hy(z,t)] < m/o /R (ﬂo—i— o0 e rdr,

where |@,.(s)| < pol|s|?/2, which gives

(4.3) [H(z, )1 — Hi(,1)] < 4\f(o+PoL1) Toay(t):

One can now focus on the estimation of H;(z,t) — Ho(x,t). The difference between
the two operators lies in the Jacobian N (s), which is not present in the definition of
Ho(z,t). One has

L vt +oo \|/8u
Hat) — Hofa )] < 28 [ TS (i g 1) ra
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which gives, since v1+a <14 «/2 for any o > —1,

2
£o 0,8
(44) |H1(.’E,t) - .E[()({E7 t)l < ﬁ(ﬁo + ,00L1) ].—‘2’3/2(t).
Applying triangular inequality and noticing that F(}f’?’sm(t) + Fg:g /2(75) =0 (t3/?) fin-

ishes the proof the lemma. 1]

Now that the integrals H(x,t)1 and Ho(x,t) are linked and are an approximation
of one another at an order higher than surface approximation (see Lemma 3.5), one
can focus on the estimation of Ho(z,t).

PROPOSITION 4.2. Under conditions (C1)—(C4) and Ho(x,t) defined by (4.1),
one has uniformly

(4.5) Ho(z,t) = (@C - tr(g“) \/f+ 0 (t3/2) .

Proof. We begin to write the curvature matrix K, as

K K
K,=1]"1 "0 [,
Ko K2

By means of the cylindrical change of variable s = (r cosf, rsin#), the integral (4.1)
becomes

27 pvt poo 2 —(r?4rtm(0)2/4) /4u
r*m(0)\ e
4. - -
(4.6)  Ho(x,t) /0 /0 /0 (ﬁm 4u> (Graypz T drdudd,

where m(0) = k1 cos? 0 + kosin® 6 + kg cosfsinf. Now posing (r,u) = (£¢,(3/4),
associated with a Jacobian (?/2, one gets

1 27 24/vt o)
Mot =5 [ [ [ 6o nacaca

with

4D AleG0m = (€5 - Em@) e {-¢* (1+ £,

which is infinitely differentiable in variables &, ¢, and 6. 2
Since for any positive constants a and b, the function f(¢) = e 2% satisfies
f/(0) = 0 and f" is bounded over R, there exists ¢y € [0,¢] such that

F(Q) = F(0) + ¢ f"(Co) /2.

In order to make a Taylor development of « in { valid, one has to exhibit the bounds
of f” with respect to coefficients a, b, and c. Indeed, one has

f”(C) _ (4b2<2 _ 2b)€_a_b<2;

(4.8) £ (C)] < 2be™(1 + 2b¢2)e ¢ < dbe™ .
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Applying this result with a = ¢2 and b = ¢*m(6)2/4 to the exponential part of (4.7),
and using majoration (2.13), one gets

exp {—52 (1 + W) } — 1‘ < Cetm(0)%e ¢ < Ly Pm(9)2e ¢/,

Consequently, one has
(49)  |7(€.C.02,8) = (68, = Em0)e™’| < La (806 + m(O)I¢*) ¢*mi(6)?e™<,
which is itself majorated, using again formula (2.13), by
V2 Ly (L1280 + 2L3 o lm(8)]) ¢m(8)%e =</,
Now noticing that

Im(0)] < k1] + [ro| + |rol + [ra]
< 2max (|m1] + [kl [ko| + [r2]) = 2/||Kallly < 2V2][|Kolll2 < 2v/2p0,

where ||| - ||| is the standard norm for linear operators, and setting
(4.10) C=8V2L, (L1/260 + 4L3)2p0) 05,

one gets

(4.11) 7(6,¢.0.2.8) = (68, - €m(O))e €| < C e/,

whose right-hand side is variable separated and integrates obviously into

21 2Vt poo . 167w3/2
(4.12) / / / (2ot /4d§d§d9:67rT(ut)3/2,
0 0 0

and consequently

2T 8C
(4.13) "Ho(gc t) 3/2 / (€8, — E3m(0))e - d¢do| < 3 —(vt)/2.

Moreover, one has

2m
(4.14) / m(0)dl = k1 + Tre = mtr(K,),
0
and thus
(4.15) |Ho x,t) \/>/ (268, — (k1 + k2))e ¢ de| < 830( t)3/2
with
[~ + mae ag = p, - L2,
0

which concludes the proof. |
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5. Curvature effect on the whole surface. From all the previous sections
we can give now the following result.

THEOREM 5.1. Let Q be an open set of R® such that 0S) is a two-dimensional
manifold of class C?>T>, 0 < X < 1, satisfying conditions (C1)~(C5), and L, is a
Robin—Fourier differential operator L, = p(z)Id + n(zx) - V with B8 bounded over O

and n(x) the inward normal to OQ in x. Let also H be the following integrodifferential
operator:

(5.1) H(z, t)f =v /0 ” L,Ger(x,t) f(€,7)do(€)dr

for all continuous and bounded functions f : 0Q x [0,T] — R. If the density [ is
a-Holder continuous, then

(5.2) H(x, t)ii = [ji(z,t) (B(z) — A(x))] \/f + O(tHN/2),

where v = min(o, A) and R(x) is the mean curvature of O in x.
Proof. Let i be a density that is supposed a-Holder continuous with « €]0, 1].
One can introduce the function Z,; defined by

(5.3) Zay (Y1) = Zaa(y, ) = Ay, 7) — A2, 1)
with the following property:
(5.4) | Zealy, D) = iy, 7) = i, D] < Cz (] =yl + it = 7)|*72).
One then gets
Hg, (4,1) Zos = Hs, (z, )i — fi(z, t)Hs, (z,)1.

By Corollary 3.4 of Lemma 3.2, one gets that there exists a constant C; independent
of x and t such that

(5.5) |Hs, (€,1) Zo | = [Hs, (@, )i — [i(x, tyHg, (x,t)1] < Cytl@+D/?

with Hg, (z,t)1 = H(z,t)1, and thus

(5.6) (ﬁs (, 1)1 — ﬂ(x,t)l‘ < Cot(1+V)/2
by Lemma 3.5,
(5.7) [H(2,t)1 — Ho(z,t)| < Cst®/?

by Lemma 4.1, and also

(5.8) ]Ho(x,t) — (Be — R(2)) \/I/t/w‘ < Oyt

by Proposition 4.2, where &(z) = trK,/2 is the mean curvature of 92 in z.
Joining together (5.5), (5.6), (5.7), and (5.8) gives

(59) ‘ﬁsl (l‘,t)/] — (ﬁm — R(x)) ﬂ(x’t)m‘ < CSt(’y+1)/2
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with v = min(a, ) and Cs = C;T(@=/2 4 CoTO=N/2 4 (C3 + C4)T?~7/2. Noticing
that

(5.10) H(w, t)ii = Hs, (w, )i + O(t>)

by Proposition 2.4 gives the final result. |

First of all, it is necessary to remark that Theorem 5.1 gives the early behavior
of the solution, as mentioned in section 1.

COROLLARY 5.2. Let 0 be a two-dimensional manifold of class C3 and let F be
a bounded function over OQ x [0,T)] such that the solution [1 of the integral equation

(5.11) —%ﬁ(x, #) + H(a, )i = F(x, 1)

is bounded and (1 —¢e)-Hélder continuous with the Hélder exponent satisfying 0 < € <
1. Under the notation and hypothesis of Theorem 5.1, one has

_ —2F(z,t)
1+2(R(z) — B(z)) /rvt/m

Furthermore, one can build a result in a smoother context concerning torsion-free
surfaces.

THEOREM 5.3. Let Q be an open set of R3 such that 0 is a two-dimensional
manifold of class C3T>" without torsion, with 0 < \* < 1, satisfying conditions (C1)—-
(C5). Let B and F be two functions bounded, respectively, over 9Q and 9Q x [0,T]
such that the solution i of the integral equation (5.11) is of class C*+*(9Q x [0,T))
and bounded. Then the solution i of (5.11) satisfies

(5.12) fi(z,t) +O(t17E/?).

(513 e, 7 = [t 1) (3(0) - 5(@)] /2 + 07,

where v = min(a, A*) and R(zx) is the mean curvature of 9 in x.
Proof. In the context of a manifold smoother than C3, there exist two constants
C, and CJ, such that

1 1, ..
(5.14) vz (8) — B tsK s — g Ti%s;si81| < Oy [>T
and
1
(5.15) ‘Vgpz(s) — K,s— its(’];: e)s| < CL s,

where 7 is the torsion tensor of ¢, in 0 defined as

3
Tijk _ A
r 05,0505},
and 7, k 5558y, is its associated cubic form. The torsion tensor can be contracted with
the vectors of canonical basis ey, such that the kth component of 7, : e. is the matrix

T, : e associated to the quadratic form ?s(7,: ex)s. This can be equivalently stated,
using again the Einstein notation, as

bs(Tp:e)s = (Tp:e)Ps;s; = T s;55ep.
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This statement is also equivalent to the symmetric formulation (E*)®? = E® E* @ E*
with E = R2.

Constants C, and C’, can be assumed to be bounded independently of z over 09,
and in the case of a torsion-free surface (for example, cylinders and spheres are torsion-
free), the torsion tensor is identically equal to 0, which leads to majorations of the same
kind as those of equations (2.3) with majorants C|s[3t*" and C’|s|?>t*", respectively,
for the gradients. In this context, Lemma 3.5 holds with A = 1 + A* € ]0, 2], which
gives that

(5.16) H(x, )i = Hlz, t)us, + O() = H(x, ), + Ot +/?)

with g, (s, 7) = Tyt (s), 7).
Moreover, thanks to greater regularity of the density through the maps, one can
write the following development:

b
W (5,7) = 10, 8) + R (s,7) — w(t — ) 2
(5.17) ot lot

+0 <|s|1+°‘ + |s|ua/2) +0 (|s|au + uH‘a/Q)

with Ry (s, 7) = s- V2 (0,t) and u = v|t — 7].
By oddness, one has H(z,t)R,+ = 0, and one can easily establish upon proof of
Lemma 3.2 that

o e~ 2 /4u
(5.18) [H(z,t)[|s|*(v(t — 7))"]| 2Ml / / (ﬁo-ﬁ- poz ) e rdrdr,
u

2 2u
which gives
O(t1/2+b+a/2)

(5.19) [H(x, )| (v(t — 7)) S CLT05 5, =

with C1 = M;(Bo + L1po)/4y/w. This implies that [H(z,t)[v(t — 7)]| = O(t3/?); thus
(5.17) reads as

(5.20) 1(s,7) = 1(0,1) + O(")

with n = min(3/2,1+ «/2,3/2 4+ «/2) = 1 + /2. Combining this with (5.16) gives
(5.21)
H(w, t)i = H(w, )y, + O /%) = g (0,0 H(, t)1 + O /%) + Ot T2/2).

By Lemma 4.1 and Proposition 4.2, one has

(5.22) H(z, 6)1 — (B — R(z \/Vt/w’ oO(t3/?),
and consequently (5.21) leads to
(5.23)
H(z, O = filz, t)H(z, t)1 + O H2) = fi(, 1) N\ vt/m+ OF/2)
with v = min(\*, a). a

Note that Theorem 5.3 is not an extension of Theorem 5.1, because a function
can be more regular than Hélder continuous (even with an exponent 1) and less than
C! (for example, v/t). Moreover, one can notice that this result is useful only as a
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kind of regularity estimation of the integrodifferential operator H, since the density
obtained as the solution of the original integral equation (5.11) exhibits a square-root
singularity in the general case (see Corollary 5.2) and consequently cannot be C!.

Furthermore, a direct corollary of this result is that if the density is C2(9Qx[0, T)),
which is in practice a restrictive condition, and if the manifold O is C*, then the error
is of order 3/2. This fact is illustrated in section 6.2 with a constant density and a
cylinder.

6. Cylindrical examples. In this section we provide a few canonical examples
showing the contribution of the curvature effect on the solution.

Example 6.1 puts the problem of boundary source in the more general context of
enforcing boundary conditions. Examples 6.2 and 6.3 describe, respectively, the cases
of the spanwise and azimuthal components of the cylinder. A numerical application
of kinematic boundary conditions is then provided in section 6.4.

6.1. Splitting the full heat equation. The method presented herein can be
very useful when a scheme that does not control boundary conditions is used. Indeed,
the problem

Ow
e —vAw =g in Qx]0,T],
(6.1) w(z,0) =wp(z) on £,

vLyw(x,t) = F(x,t) on 9Qx]0,T]|

can be solved in the inner part of €2 by a numerical method not consistent on bound-
aries (or leading to a prohibitive computational cost when consistent), i.e., approxi-
mating the problem

6.2) %: —vAw=yg in Qx]0,T7,

w(x,0) =wpe(z) on
with arbitrary boundary conditions. Then one can measure the error on boundaries

q(z,t) = vLyw(x,t)

and use the present integral method to give explicitly (without the cost of another
partial differential equation to solve) the solution of

E;—(;} —vAw=0 in Q2x]0,T],
(6.3) w(z,0) =0 on £,

vLyw(x,t) = F(x,t) —q(z,t) on 92 x]0,T],

which is then approximated (at the appropriate order coming from Theorem 5.1 or
Theorem 5.3) by

wla,t) / / —2H( 5, ) +2(E7) et
2]

(6-4) o 1+2(R(E) — BE) o/ (dmu(t — 1))

do(§)dr,
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which can itself be computed by a time quadrature (for ¢ sufficiently small, typically
for a time step when used in a numerical context) over a surface integral, using, for
example, the midpoint rule:

L[ S2F(5t/2) +2tq(6,t/2) e (@mO/2
(6.5) w(z,t) —/m AR N T

Note that the time quadrature based on an implicit Euler scheme is singular,
while an explicit Euler scheme does not take curvature into account, despite the fact
of being only first order.

Moreover, in order to provide more accuracy, this technique can be repeated on
smaller intervals of time. The drawback in segmenting the time interval is that it
reduces standard deviation of the Gaussian, which can possibly make the scheme
underresolved, especially for three-dimensional computations. This approach, which
couples the present integral method and a particle strength exchange (PSE) scheme
(see [12]), has been successfully used for three-dimensional flow computations in [32],
where boundary effects are the dominant effect.

Furthermore, one can also notice that (6.2)—(6.3) can be naturally parallelized if
(6.2) is solved for homogeneous boundary conditions (i.e., ¢ = 0). Using this density
estimation also provides a way to correct lack of regularity at the grid interface when
performing domain decomposition at minimal cost.

6.2. The spanwise invariant cylinder. Let B2(0, r) be the open ball of center
0 and radius r in R?, let Q = R?\ B2(0,7) x R be an infinitely long cylindrical body
of R3, and let C = dB5(0, 7).

One considers the heat equation and the spanwise component of its solution,
which is related to a pure Neumann boundary condition. One then gets the spanwise
heat layer of unity:

t
Ho(w )1 = y/ / ne - VGer (,)do(€)dr
0 Jon
Since the configuration is axisymmetric and spanwise invariant, one can set r =

(r,0,0) and £ = (rcos @, rsin b, 0) without loss of generality. By means of integration
in the spanwise direction, one gets

= —;/0 [W #(1 — cosf) exp (— [(cos6 — 1fu+ sin” ] r2> rdfdu

with u = v(t — 7). Noticing the symmetry around 6 = 0, one gets by parity

H.(z,t)1 = ”t/ 2 exp <_yur2> y(lly)dydu

with y = (1 — cos6)/2, which integrates successively into

. 1 1 —yr?/ut 1 2
Hz(q,‘,t)l _ € _§e—r2/2Vt IO (T) ,

‘/ (1—y 2vt
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F1G. 5. Numerical values of heat layer He (z,t) fo with respect to time t (dashed line represents
the function t/3).

where I is the modified Bessel function of first kind (i.e., the solution of 2%y + zy’ —
z?y = 0 with y(0) = 1 and y/(0) = 0). Since the mean curvature of 9 is & = 1/2r,
and noticing that

. - 1
Jm Vre (@) =

one finally has that H. (z,t)1 is equivalent to —k+/vt/m when t tends to 0, as expected
by Lemma 4.2 and Theorem 5.1. One can notice that the present computation is
performed on the exact surface 02 instead of an approximation.

Moreover, in the present case, the density is smooth and the hypothesis of Theo-
rem 5.3 holds; thus one can expect a full 3/2 order of convergence. Indeed, a cylinder
presents no torsion, and one can show that

~ T () — ) g2 =
A (\/56 lo(2) m) v Wor
which proves the 3/2 order of heat layer error on both the exact surface and its
quadratic approximation. This example illustrate the statement of Theorem 5.3, i.e.,
that no torsion implies no error at first order in time for a constant source.

In order to exhibit the limit convergence order of Theorem 5.1, one has to choose
an example for which Theorem 5.3 is not valid. Since the cylinder is torsion-free,
one has to choose a density which is 1-Ho6lder continuous without being differentiable.
The Euclidean norm satisfies this condition, and using the notation already set above,
one considers the density

fo(&,7) = o =& = 2r/y;
thus evaluating the heat layer at point x gives
~ r 1 efy"ﬁ/l’t

(6.6) H.(z,t)fz = = . ﬁdy'

Integrating this integral symbolically is more difficult than the previous ones (though
possible using erf functions). Figure 5 shows a certified 15-digit evaluation of the
integral expression (6.6) with respect to time ¢. This actually exhibits a first order
convergence since f,(z,t) = 0, and consequently H.,(x,t)fs = fo(z,t) + O(2).
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6.3. Vectorial kinematic boundary conditions and integral formulation
of Chorin’s algorithm in the cylinder case. In this section, one applies the
present density estimation to Chorin’s algorithm in the parabolic context (initially
proposed in an hyperbolic context [7]), in the case of a circular cylinder.

Let u : Q x [0,7] — R? be a velocity field satisfying the Stokes equations, and
let w be its associated vorticity field defined by w = curlu and satisfying the diffusion
problem with kinematic boundary conditions:

%: —vAw=0 in Qx]0,T],
(6.7) u(et) =0 on 02 x]0,T];

w(x,0) =wp(x) on Q.

While computing w from u is obvious, building w from w is more difficult. In the
full space 2 = R3, one can use the three-dimensional Green kernel G(x) = (47|z|)~*
through the Biot—Savart law

(6.8) u=VGiw= VG(-—z) Aw(x)de.
R3

In the presence of boundaries, one can use symmetrizations of Biot—Savart laws around
9 or more rigorously consider the single-layer integral formulation of (6.7) shown in
[10]. Nevertheless, integral techniques are much less useful for this problem than the
one presented herein, since the Green kernel and its gradient decrease much more
slowly than Gaussian functions. A more competitive approach to computing the
velocity from the vorticity is to introduce the Poisson equation on stream function
with appropriate boundary conditions (see [30]) and eventually additional quantities
such as potential stream to uncouple components of the three-dimensional Poisson
equation (see [11]). In any case, it is possible to consider the operator A, in the
appropriate functional space, associating a velocity field u = Aw to a vorticity field
w, satisfying curlu = w and divu = 0 on 2 and u - n, = 0 on 9N.

One considers the infinitely long circular cylinder €2 of axis e, and radius R, whose
other tangential vector is denoted ey and whose normal vector is denoted e, (that is,
the standard cylindrical coordinates).

Applying Chorin’s method (whose convergence is proved in [8] in the case of the
Stokes equation and its rotational formulation), this problem can be reduced to two
parabolic problems with Neumann and Robin-Fourier (see [11]) boundary conditions.
The first has homogeneous boundary conditions, which in cylindrical coordinates reads
as

1
%—Mwl:o in Qx]0,T,
wl(x,0) = wo(z) on Q,
1
(6.9) uagj; =0 on 99x]0,1],
1 1
wo | 0wy _
v + o =0 on 0N x]0,T7,

wl=0 on 9Qx]0,T],
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whose divergence-free and no-slip-through associated velocity field u! = Aw! presents
a priori nonzero tangential values (u! is usually called spurious velocity). One then
considers a second diffusion problem with zero initial condition,

2

86% ~vA? =0 in Qx]0,T],

w?(z,0) =0 on €,

2

(6.10) Ow; _ _Duo

v an 82‘: on aQ X}O,T[;

2 2
wp | Owg _ Dus
y i + o= o on 00 x]0,T7J,

w2=0 on 90 x]0,T],

which allows us to link asymptotically (see [8]) the solution of (6.7) to the solutions
of (6.9)—(6.10):

(6.11) wh(t) + W (t) = w(t) + O(1).

One can immediately notice that problem (6.10) is a heat equation with a zero
initial condition and a vectorial Robin-Fourier boundary condition, on which one can
apply component by component the density estimation presented herein, as long as
boundary conditions are expressed in a basis in which the fundamental solution of
heat equation is still Gaussian. One can thus introduce the matrix

1 0 0 0 0 O cosf) sinf 0
612) K=|10 1 0|,N=]0 1 0],and I'y=| —sinf cosf 0
0 00 0 0 1 0 0 1
so that in the canonical basis w = (wy,wy,w,), the boundary operator of equa-
tion (6.10) reads as
(6.13) Low =T oKy +T_,NT, 2
. zw=1_¢ "R -0 rm

when expressed at point = (R cos 8, Rsin 6, z). This allows us to write the boundary
conditions of (6.10) under the form

(6.14) vLyw = Ou ANg.

ot

One can use Theorem 5.1 and get by linearity

(6.15) H(z, t)f ~T_g <K - ];7) Fef(g t)

because the mean curvature of the cylinder in k = 1/2R. Since the density of the
potential giving w satisfies the integral equation i — 2Hpu = —20,u A n, one gets

-1
(6.16) fi(z,t) ~ —2T_g <Id -V g/” (2K — N)) Ty % Ang
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at the appropriate order, depending only on regularity of u since the cylinder is a C*
differentiable manifold.

Setting ¢ = \/vt/7m/R, (6.16) reads as

1—2¢ 0 0
Ang, where P = 0 1—¢ 0
0 0 1+e

(6.17) iz, t) ~ —2T_pP~'Ty Ou
ot
This matrix P is obvious to inverse, as long as ¢ is sufficiently small. One can notice
that curvature effects are of different signs for wy and w, due to the Dirichlet part in
the azimuthal direction.
Note also that if one considers only the z direction (for a two-dimensional prob-
lem), the density estimation (6.17) can be written as

1+%<W> ot

6.4. Numerical example of kinematic boundary conditions. One con-
siders the diffusion problem with time-periodic unknown w : 2x]0,27] + R3, still
defined in a cylindrical domain €2, and kinematic boundary conditions:

0 —vAw =0 in Qx]0,2n],
(6.19) ot
u(z,t) = cost eg(x) on 9N x]0,27],

(6.18) (2, ) ~

where the velocity field u(x,t) is built from w by v = Aw, where operator A is based
on formula (6.8), or by using a hybrid technique (see [11]).

Note that this problem is slightly more general than the one in the last section,
because one has nonhomogeneous kinematic boundary conditions, whose main impli-
cation is that spurious velocity vanishes toward boundary value. Indeed, it has been
shown (see [24]) that the parabolic problem

%:fz/Aw:O in Qx]0,27x],
(6.20) V%(m,t)z—%(x,t)zsint on 09 x]0,27],
Owg _ Ou, B
ua—n(x, )= 5 (x,t) =0 on 09 x]0,2n],
wr =0 on 99 x]0,27]

approximates well problem (6.19) in this particular context (i.e., when residual ve-
locities coming from (6.20) with homogeneous conditions vanish toward d,u as stated
above). One can notice that the solution is then invariant in z and 6.

Then let the functions

{ KT (r) = Re (Keg(cr)) + Im (Keg(er)),
K~ (r) = Re (Keg(cr)) — Im (Keg(cr))

be based on Kelvin functions (sometimes also called Thompson functions), with ¢ =
1/4/v. The function

w*(r,t) = (@K~ (r) — BK*(r)) cost — (KT (r) + BK ™ (r))sint
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is then a time-periodic solution of d;w — vAw = 0. Setting A = cv/2/2| Key(c) | helps
to check that §—ia = Kej(c)/A is the only pair of parameters that makes w*e, satisfy
(6.20).

Let us consider (6.20) over a time step |ty,tny1[ with ¢, = ndt and its initial
value denoted w™(z). The initial value for n = 0 is set with the exact solution
Wd(z) = w*(|z|,t,) and other components of w? set to zero.

Playing with linearity of the heat equation (without approximation), (6.20) can
be solved in two steps over |t,, t,+1[. The first step is the computation of the solution
with arbitrary boundary conditions, in practice using a second order PSE scheme on
a grid with a uniform cylindrical lattice (see [11]). The second step is the enforcement
of the boundary condition, in the spirit of section 6.1.

Nevertheless, one can notice that truncated PSE schemes are consistent with a
flux and can be tuned to provide homogeneous Neumann boundary conditions. The
flux error denoted ¢ in section 6.1 can consequently be set to 0 in equations (6.3)—(6.5).
The two steps can be naturally parallelized, and the second step can be computed
with the integral scheme presented herein in the pure Neumann boundary condition
context, which, using formula (6.18), reads as

st
Ge.r(z, 6t)
Azt + 6) ~ w / / fT in(t, +7)do(€)dr,
w,(x ) . 1+ 1/7'/71') sin( 7)do(&)dr

where R is the cylinder radius, without any action on other components since 0 is
solution. Note that Theorem 5.3 is valid only at ¢, = 0; thus this density evaluation
is first order (from Corollary 5.2). One can then use a time quadrature to compute
w(x,tpy1), such as using the midpoint rule (see (6.5) with ¢ = 0).

This one-dimensional reducible example allows us to compare the three-dimensional
algorithm presented herein with the two-dimensional algorithm from [24] given for
Neumann boundary conditions, and compare both of them with the exact solution.
These three quantities are plotted in Figure 6 at times t = 0.75, 1, 1.5, and 2. The
curves show a good agreement qualitatively, but the main result is that the algorithm
allows us to enforce very well the kinematic boundary conditions: the residual velocity
(rebuilt from vorticity w by the operator A defined in section 6.3) is close to 1079,
and this code was run in simple precision.

7. Toroidal examples. This section aims to illustrate the optimality of the
convergence ratio obtained by Theorem 5.1. In order to proceed, one has to consider
an example for which Theorem 5.3 is not valid.

The differences in the hypotheses of Theorems 5.1 and 5.3 lead us to consider
either a nondifferentiable 1-Holder continuous function on a torsion-free surface (the
case already studied in section 6.2), or a smooth function density defined on a surface
presenting torsion (i.e., whose tensor of map third derivatives is not identically zero).

In order to build such a surface and analyze properties of the integrodifferential
operator H on it, one considers the heat equation with pure Neumann boundary
conditions:

Ow

aquw—O in Qx]0,6t,

(7.1) V%Z(x,t) — F(z,t) on 99 x]0, 1],

w(z,0) =0 on 99,
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Fic. 6. Numerical solutions compared to the exact axisymmetric and time-periodic solution of
the heat equation at times t = 0.75,1.0,1.5,2.0, with exzact solution (=), three-dimensional scheme
(+), and two-dimensional scheme (x) from [24]. Bottom: residual tangential velocity versus time
step number n (time step 6t = 0.025).

where 0f) is successively the usual torus in section 7.1 and then modified with har-
monic perturbations introducing torsion in sections 7.2 and 7.3. Large and small
wavelength perturbations are involved, generating, respectively, a “twisted” and a
“rippled” torus.

Instead of solving the heat equation, we will discuss properties of the related
operator H defined by formula (2.2), which reads as follows:

~ t _— . 2
(7.2) 7ﬂxﬁ)1=-—ﬂé%ﬁ / [;0”5)’ﬁ;e—w—ﬂ/“ﬁ—ﬂda@yh:

o (u(t—1))°
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10° 10° 10" 10° 10° 10" 10° 10

FiGc. 7. Right: plot of this surface, with color being the curvature coefficient given by for-
mula (7.12). Left: pointwise error of the estimate of H(x,t)1 in 0y = /2 versus vt (X is for-
mula (7.13), and the solid line is (vt)3/2).

7.1. The torsionless torus. One sets two radii » and R > r, and two angles
0 € [—m,n| and ¢ € [—m, x], both defined modulo 27. The torus T is then the image
of these domains by the function

(7.3) f(0,¢) = ((R+rcosb)cos¢, (R+rcosb)sin¢,rsinb),

which satisfies

(7.4 |55 A%

—rIe with Iy = (R4 rcosf) >0

The resulting surface is shown in Figure 7.
One can consider the points on the ( = 0 section, defined by

(7.5) x = f(6p,0) = (Igo,(),rsinﬂo) ,

as arbitrary points of the surface without loss of generality, since the torus is globally
(-invariant. The normal vector to T in x is then

(7.6) ng = (cos By, 0,sinby) .

Moreover, in order to describe a neighborhood of z, one also defines

(7.7) &= f(6,¢) = (Ipcos¢, Igsin(,rsinf) .
The integrodifferential operator defined by formula (7.2) reads as
" M fegl?/
(7.8) H(z, t)1 7_‘_3/2 / /em u5/ do(¢)du
for w = 4v(t — 7). In order to obtain a two-dimensional integral calculus, one can set
(.’E — 5(97 C))2
. 0,() = ——m——=—
(79) Ui0,0) = 0
so that
(7.10)

E (U0, 0)V/2) — Uy(6, ()V/2e~Ut(6:0)

U:(0, )%/ (vt

4vt 5
/ o= (E=E(0.0)?uy—=5/2 gy —
0
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Fic. 8. Convergence of estimates for the torsionless torus. Left: uniform convergence of
(wt) Y2 H(z,6t)1 toward R(z)/+/7 versus angle g. Right: resulting numerical order N(vét,8o)
obtained by formula (7.14) versus angle 0g. Legend: A is vt = 1, 4+ is vét = 0.1, and X is
vét = 0.01.

where E is the scaled erf complementary function defined by

Foo 2 ™
E(z) = —/ e *dz= %(erf(m) —1).

This leads to a new expression for H(z,t)1:
(7.11)

B v /‘n' /00+7r E (Ut(97 C)1/2) _ Ut(9,<)1/26_Ut(9)<)
(drvt)3/2 Jo  J U(6,¢)3/?

(x —&(0,¢)) - ny Ip dOAC.
0o—T
This two-dimensional integral is then computed by a fifth order Gauss—Legendre
quadrature formula with 20003 elements, once the singularity in (fp,0) has been
smoothed by setting 8 = 6y + 6% and (= és with s = 3.
It can be shown (but is not developed herein) that the mean curvature in z =
£(0,¢) is given by

1/1 cosf
12 Rlr)==[-24+—"__).
(7.12) A=) 2 <T+R+rcosﬁ>

Theorem 5.3 then predicts, since the torus is a C* torsionless two-dimensional sub-
manifold of R3, that

~ t
(7.13) H(z, 1)1 — R(z) ] 2= = Ot3?).
7r
One verifies that this 3/2 order is reached with the computation of the difference
of the two expressions above for x = 7/2. The left-hand picture in Figure 7 shows
that indeed the difference scales as t3/2. In order to measure the convergence more

uniformly, one introduces the numerical order of convergence N(t) defined by

H(w, 61)1 — R(x), /2
(7.14) N(vét,0o) = logyg

H(z,6t/10)1 — R(z)y/ 2210

with = f(6p,0) chosen on the ¢ = 0 section (which is the generality since this torus
is ¢-invariant). This function is plotted in the right-hand graph of Figure 8 and shows
a convergence toward the 3/2 order everywhere. The convergence order suggested by
Theorem 5.3 is consequently optimal.
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Fic. 9. Right: plot of the twisted torus (color is the same as for Figure 7). Left: pointwise

error of the estimate of H(x,t)1 versus vt (X is formula (7.13) for g = w/4, + is formula (7.13)
for 6o = w/2, and the solid line is vt).
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Fi1G. 10.  Convergence of estimate for the twisted torus. Left: wuniform convergence of
(v6t) =Y/ 2H(x, 6t)1 toward R(x)/+/7 versus angle 8g. Right: resulting numerical order N(v6t,6p)
obtained by formula (7.14) versus angle 0p. Legend: + is vét = 1072, x is v6t = 1073, and A is
vét = 1071

7.2. The “twisted” torus. In order to introduce torsion effects to the geome-
try, one considers two strictly positive numbers A and m and the function

(7.15) 9(¢) = A(2sin(m() — sin(2m()) ,

which satisfies g(0) = ¢’(0) = ¢"(0) = 0 and ¢"’(0) = 6Am> # 0.
The surface defined by

(7.16) f(0,¢) +g(Qe:

with A = 0.2 and m = 4 (where e, denotes the third vector of the canonical basis of
R?) is called herein the “twisted” torus and is plotted in Figures 9 and 10.

It presents nonzero torsion everywhere on the section ¢ = 0, except for 6y = 0
and 6y = 7 for which the mapping is tangential (thus introduces no torsion), without
changing curvature, slope, and location of this section when compared to the torsion-
less torus discussed in the last section (note that in this case the Jacobian is not as
obvious as before and is thus not explicitly given herein).
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Fic. 11. Right: plot of the rippled torus (color is the same as for Figure 7). Left: pointwise

error of the estimate of H(x,t)1 versus vt (X is formula (7.13) for 6g = w/4, + is formula (7.13)
for 6o = w/2, and the solid line is vt).

Fic. 12.  Convergence of estimate for the rippled torus. Left: wuniform convergence of
(vé6t)~Y2H(x, 5t)1 toward R(x)//T versus angle 6y. Right: resulting numerical order N(vét,0p)
obtained by formula (7.14) versus angle 6y. Legend: + is vt = 1072, x is v6t = 1073, A is
vét = 1074, and * is v6t = 1075,

According to Theorem 5.1 and the strong need in Theorem 5.3 of the torsion-free
surface to reach order 3/2, one expects in the present case to observe a first order
convergence rate, except for the singular value of §; mentioned above.

7.3. The “rippled” torus. In this section one considers the same kind of torus
as in section 7.2, with perturbation parameters chosen as A = 0.05 and m = 16. This
example provides a torsion 16 times stronger than the previous one, which makes
torsion effects even clearer. Indeed, one can see in Figure 11 that convergence is
globally first order, as observed for the twisted torus, but with a shift of accuracy due
to stronger torsion effects.

Figure 12 shows that the first order is induced by a broken symmetry led by the
torsion tensor, but also that the order is still constant over the section, except for
0o = 0 for which the torsion effect is tangential; thus it does not act on body torsion
and allows a 3/2 convergence order at this special point.

8. Conclusion. In this article, we have proved that the solution of the heat
equation whose sources are provided only at boundaries can be explicited analytically
up to order 3/2, exhibiting a square root in time depending on the boundary curvature
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and the Dirichlet part of the Robin—Fourier coefficients of the boundary conditions.
The solution is expressed in its integral formulation, involving a Gaussian kernel and
a surface density. Most of the present study focuses on properties of this density.

The main result obtained herein is that since the density is analytically provided,
one gets a very fast estimation of the solution of the heat equation for early times.
This leads to a fast numerical scheme for kinematic boundary conditions or in addition
to a scheme not satisfying algebraically the Robin—Fourier boundary condition.

The order depends on whether the manifold defining the domain boundary is
torsionless or not, and on the manifold and the density regularities. Since small times
are considered, the Gaussian kernel of the heat equation has small standard deviation,
and thus its effect is localized (if not compactly supported). Therefore classical results
have been extended to a class of noncompact manifolds, satisfying a few properties
denoted (C1)—(C5).

We first discussed the error estimation due to restriction and then the error result-
ing from the substitution of the manifold by its best quadratic approximant. The error
coming from the flattening process was also discussed, obtaining finally an integral
expression which can be symbolically carried out.

Several applications illustrate that the limit convergence rates given by Theo-
rems 5.1 and 5.3 are optimal. As examples, we investigate numerically the two- and
three-dimensional cylinders, whose different eigenvectors of the curvature matrix in-
duce density anisotropy. These cylindrical examples allow us to show the effect of
density regularity on the double heat layer. The effect of manifold torsion is finally
investigated for smoothly perturbated toroidal manifolds.

Acknowledgments. The author thanks Georges-Henri Cottet and Petros Kou-
moutsakos for their helpful contribution in the early work leading to the three-
dimensional results.
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