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#### Abstract

SUMMARY Accurate numerical computation of wave traveltimes in heterogeneous media is of major interest for a large range of applications in seismics, such as phase identification, data windowing, traveltime tomography and seismic imaging. A high level of precision is needed for traveltimes and their derivatives in applications which require quantities such as amplitude or take-off angle. Even more challenging is the anisotropic case, where the general Eikonal equation is a quartic in the derivatives of traveltimes. Despite their efficiency on Cartesian meshes, finite-difference solvers are inappropriate when dealing with unstructured meshes and irregular topographies. Moreover, reaching high orders of accuracy generally requires wide stencils and high additional computational load. To go beyond these limitations, we propose a discontinuous-finite-element-based strategy which has the following advantages: (1) the Hamiltonian formalism is general enough for handling the full anisotropic Eikonal equations; (2) the scheme is suitable for any desired high-order formulation or mixing of orders (p-adaptivity); (3) the solver is explicit whatever Hamiltonian is used (no need to find the roots of the quartic); (4) the use of unstructured meshes provides the flexibility for handling complex boundary geometries such as topographies (h-adaptivity) and radiation boundary conditions for mimicking an infinite medium. The point-source factorization principles are extended to this discontinuous Galerkin formulation. Extensive tests in smooth analytical media demonstrate the high accuracy of the method. Simulations in strongly heterogeneous media illustrate the solver robustness to realistic Earth-sciences-oriented applications.
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## 1 INTRODUCTION

Eikonal equation arises in many domains such as geometrical optics (Benamou 2003), optimality problems with shortest/geodesic path calculation (Moser 1991; Kimmel \& Sethian 1998), computer vision problems with shape-from-shading (Rouy \& Tourin 1992; Kimmel \& Sethian 2001), as well as in geophysics and more particularly in seismic imaging for traveltime-based tomographic methods (Vidale 1988; Podvin \& Lecomte 1991; Le Meur 1994; Hole \& Zelt 1995; Le Meur et al. 1997; Billette \& Lambaré 1998; Leung \& Qian 2006; Virieux \& Lambaré 2007; Taillandier et al. 2009). It establishes a mathematical link between the travel time of an oscillatory phenomenon from a source to any point of a given medium, and the speed at which this phenomenon propagates inside the medium. This equation is obtained in the high-frequency regime, where wavelengths are by far smaller than the characteristic lengths that describe the variations of the speed inside the medium. This asymptotic approach based on a ray ansatz allows for the smoothly varying quantities traveltime and amplitude to substitute for the highly oscillatory wavefield in the computation. This property is highly desirable for applications in Earth sciences where one generally needs to model the propagation of an oscillatory field along hundreds to thousands of wavelengths. Indeed, for such applications, standard volumetric methods, based on the discretization of the wave equation, yield large-scale problems occurring high computational costs.

A first method for computing traveltimes from a source point in the asymptotic approximation is the ray-tracing approach, which uses the method of characteristics in order to derive from the Eikonal equation a set of linear ordinary differential equations (ODEs). They are efficiently solved by integration along rays for given initial conditions following a Lagrangian approach (Courant \& Hilbert 1966). A review of ray methods can be found in Virieux \& Lambaré (2007). However, ray tracing suffers from inherent difficulties, such as non-uniform
sampling of the medium, the complexity related to triplications, the existence of shadow zones and the difficulty to capture the ray arriving at a receiver from a given source.

On the other hand, solving directly the Eikonal equation in an Eulerian framework might be a good strategy when many source-receiver couples are considered. However, the Eikonal equation is nonlinear. Consequently, numerical grid-based schemes for solving Eikonal are more complex to build when compared to ray-tracing tools, and their convergence properties are generally not easy to establish. Fortunately, the robustness of this approach has been intensively studied inside a Hamilton-Jacobi framework. The Eikonal equation belongs to the general class of Hamilton-Jacobi equations for which existence and uniqueness of solutions have been established by Crandall \& Lions (1983) and Lions (1982) by defining the mathematical concept of viscosity solution. In the case of the Eikonal equation, the viscosity solution corresponds to the shortest path, also known as the first-arrival traveltime. The first-arrival traveltime field $T(\mathbf{x})$ is the viscosity solution of an Eikonal equation expressed in a generic way by
$\mathcal{H}\left(\mathbf{x}, \nabla_{\mathbf{x}} u(\mathbf{x})\right)=0$.
In this paper we restrain our study to these first-arrival traveltimes, leaving away multi-arrival considerations for future work, and in the following, for the sake of simplicity, we shall refer to first-arrival traveltimes as traveltimes.

Grid-based Eikonal solvers rely on two main ingredients, which allow for classifying them into general families. The first ingredient is the local discretization of the equation, for the computation of a traveltime value at a point, given the values of the traveltime at neighbouring points. The second one is the solution of the discretized system. The solving method is mainly ruled by the order in which the grid points are considered and the number of times each point is updated (single-pass methods/multipass methods). Grid-based solvers became popular in seismology since the work of Vidale (1988), which relies on a finite-difference discretization of the Eikonal equation (first ingredient) and an expanding square framework (second ingredient) which consists in updating traveltime values from the source point towards the boundaries of the domain along the edges of an expanding square. We refer the reader to the review by Rawlinson et al. (2007) for more details about the numerous recent developments on solving the Eikonal equation.

In presence of anisotropy, the most promising strategies that have been proposed so far rely on finite-difference discretization of the corresponding Eikonal equation and the Fast Sweeping Method (FSM) which is a multipass algorithm relying on global orderings of the nodes. All the nodes are updated at each Gauss-Seidel iteration (sweep), following alternating orderings (Boué \& Dupuis 1999; Tsai et al. 2003; Kao et al. 2004; Zhao 2005). This approach has been extended to anisotropic media considering elliptical anisotropy at first (Tsai et al. 2003; Qian et al. 2007). Elliptical anisotropy is handled quite naturally since it can be understood as a dilation in one direction of the space. Therefore the design of a local solver relies on finding the roots of quadratic equation. However, the more general case of anelliptical tilted transversely isotropic (TTI) media is more challenging since spatial derivatives of the traveltime to the power of four appear in the Eikonal equation. Several approaches have been proposed, either by solving the quartic equation and selecting the appropriate root (Han et al. 2017), which may yield a high computational load, by treating the anellipticity as a perturbation to the elliptical case and solving for the corresponding time expansion (Waheed et al. 2015a), or by implementing a fixed-point iteration technique which solves an elliptical equation at each iteration with an appropriate right-hand side accounting for anellipticity (Tavakoli F. et al. 2015; Waheed et al. 2015b; Waheed \& Alkhalifah 2017).

Most of implementations of all the Eikonal solvers are performed following finite-difference formalism. Reaching high-order accuracy generally involves a wide stencil, which can be sometimes in contradiction with singularities of the traveltime solution. Despite their efficiency on Cartesian meshes, another pitfall of finite differences is their difficulty in dealing with unstructured meshes and correctly handle complex geometries, such as in the case of an irregular topography. Therefore, in this work, we consider finite-element methods, and especially discontinuous Galerkin (DG) methods for their ability to handle unstructured meshes, and the so-called hp-adaptivity which allows for various orders and element sizes among a unique mesh. We shall consider numerical schemes using a general Hamiltonian formalism for TTI media in this paper by introducing a pseudo-time-dependent Hamilton-Jacobi evolution expressed by

$$
\begin{equation*}
\partial_{t} u(\mathbf{x}, t)+\mathcal{H}\left(\mathbf{x}, \nabla_{\mathbf{x}} u(\mathbf{x}, t)\right)=0 \tag{2}
\end{equation*}
$$

to be solved by a Runge-Kutta (RK) integration scheme (RKDG). A pseudo-time $t$ is introduced as well as a pseudo-time-dependent solution $u(\mathbf{x}, t)$ which converges to a steady-state solution $u_{\infty}(\mathbf{x})$ we are looking for. The link between stationary and time-dependent Hamilton-Jacobi equations was suggested by Osher (1993) by using the level-set idea.

Initially developed for solving hyperbolic conservation laws (Cockburn \& Shu 1998), the RKDG method was then applied to solve the conservation law verified by the derivatives of the solution of eq. (2), in order to reconstruct the solution itself afterward (Hu \& Shu 1999). Efforts were made by Cheng \& Shu (2007) to recover directly the solution of eq. (2) in order to simplify the scheme. However, the method would suffer from an entropy violation issue in some cells, which had to be corrected by a specific $a d$ hoc procedure. Cheng \& Wang (2014) achieved a new step for directly solving eq. (2) with a DG method. An entropy fix is embedded inside the weak formulation itself, which greatly simplifies the implementation with a compact scheme. For these reasons we shall consider the method proposed by Cheng \& Wang (2014) in this work. Special attention will be devoted to boundary conditions: one is related to the source singularity where the solution is zero, the other one is the external boundary from where no information could come from outside. The first one is important as the solution accuracy depends on how it is handled (Pica 1997; Qian \& Symes 2002a; Zhang et al. 2005a; Fomel et al. 2009) while the second one could be expressed quite naturally with the approach of Cheng \& Wang (2014).

The main objective of this study is to assess convergence and accuracy of the solution and highlight the flexibility of this method, with specific focus on the steady-state solution (first-arrival traveltime) and its spatial derivatives (related to slowness vector) for isotropic and
anisotropic media. To develop such a method, we have designed and brought together the following novelties: (1) the design of outgoing flux conditions at the edges of a bounded domain; (2) the extension of the factorization technique to the DG discretization, and the resulting highorder accuracy regarding the point-source problem; (3) the consideration of anisotropy inside the numerical scheme with no causality-related complication; (4) the high accuracy reached in anelliptical anisotropic settings; (5) the use of unstructured DG meshes to account for variable topographies in a traveltime computation problem.

The remainder of the paper is organized as follows: in Section 2 we focus on the Hamiltonian formulation of the Eikonal equation for both isotropic and anisotropic cases. We then derive factored expressions for these equations in Section 3. In Section 4, we present the 2-D RKDG discretization adapted from Cheng \& Wang (2014) for heterogeneous media with suitable boundary conditions and initial conditions. Section 5 illustrates convergence and flexibility properties of the method with a variety of numerical case studies. Concluding remarks are given in Section 6 along with a discussion about future work.

## 2 DYNAMIC HAMILTON-JACOBI FORMULATION FOR SOLVING EIKONAL EQUATIONS

### 2.1 Isotropic case

In an isotropic medium with a speed $c(\mathbf{x})$, the Hamiltonian can be written as
$\mathcal{H}\left(\mathbf{x}, \nabla_{\mathbf{x}} u\right)=\left\|\nabla_{\mathbf{x}} u\right\|-\frac{1}{c(\mathbf{x})}$,
and the corresponding time-dependent Hamilton-Jacobi equation writes
$\partial_{t} u+\left\|\nabla_{\mathbf{x}} u\right\|-\frac{1}{c(\mathbf{x})}=0$.
The stationary state of (4) verifies Eikonal equation $\mathcal{H}=0$. Since we are only interested in the stationary state of (2), we are free to consider other Hamiltonians which yield the same final state, such as
$\mathcal{H}\left(\mathbf{x}, \nabla_{\mathbf{x}} u\right)=c(\mathbf{x})\left\|\nabla_{\mathbf{x}} u\right\|-1$,
and the corresponding time-dependent Hamilton-Jacobi equation
$\partial_{t} u+c(\mathbf{x})\left\|\nabla_{\mathbf{x}} u\right\|-1=0$.
Eq. (6) describes the propagation of a front with the local speed $v(\mathbf{x})=c(\mathbf{x})$, whereas in (4) the front propagates with a uniform speed $v=1$. This might impact upon the computational efficiency, although the steady state would be the same in both cases. The best choice is discussed further in Section 4.

### 2.2 Anisotropic case

From Christoffel's dispersion relation in an elastic medium and considering only the coupled $P-S V$ propagation mode, we may write the corresponding Eikonal equation for 2-D vertical transversely isotropic (VTI) medium as
$a p_{x}^{4}+b p_{z}^{4}+c p_{x}^{2} p_{z}^{2}+d p_{x}^{2}+e p_{z}^{2}-1=0$,
where
$\left\{\begin{array}{l}a=-(1+2 \epsilon) V_{P}^{2} V_{S}^{2}, \\ b=-V_{P}^{2} V_{S}^{2}, \\ c=-(1+2 \epsilon) V_{P}^{4}-V_{S}^{4}+\left(V_{P}^{2}-V_{S}^{2}\right)\left[V_{P}^{2}(1+2 \delta)-V_{S}^{2}\right], \\ d=V_{S}^{2}+(1+2 \epsilon) V_{P}^{2}, \\ e=V_{P}^{2}+V_{S}^{2},\end{array}\right.$
and with the slowness vector $\mathbf{p}=\left(p_{x}, p_{z}\right)$ defined by
$n_{x}^{2}=v^{2} p_{x}$,
$n_{z}^{2}=v^{2} p_{z}$.
The quantities $V_{P}$ and $V_{S}$ denote the $P$ - and $S V$-wave velocities along the rotation-symmetry axis, while $\epsilon$ and $\delta$ are known as the Thomsen's parameters (Thomsen 1986). Their expressions in terms of elastic parameters are given in Appendix A, as well as the derivation of eq. (7).

The identification of the components of $\mathbf{p}$ as spatial derivatives of the solution of Hamilton-Jacobi eq. (2) leads to the VTI Hamiltonian
$\mathcal{H}_{\mathrm{VTI}}=a\left(u_{, x}\right)^{4}+b\left(u_{, z}\right)^{4}+c\left(u_{, x}\right)^{2}\left(u_{, z}\right)^{2}+d\left(u_{, x}\right)^{2}+e\left(u_{, z}\right)^{2}-1$,
where the derivatives of $u(x, z, t)$ with respect to $x$ and $z$ are respectively denoted by $u_{, x}$ and $u_{, z}$. Eq. (10) is equivalent to the one proposed in (Postma 1955; Payton 1983; Carcione et al. 1988; Červený 2001; Slawinski 2003). Setting $\epsilon=\delta=0$, we retrieve the isotropic case for two roots corresponding to $P$ waves and $S$ waves. When $\epsilon=\delta \neq 0$, the coefficient $c$ in front of the cross-term $u_{, x}^{2} u_{, z}^{2}$ cancels out, so that we obtain the so-called elliptical anisotropy. This particular case is equivalent to a simple dilation applied to the isotropic case along the axis orthogonal to the rotation-symmetry axis. Such a particular case is of little physical interest as discussed by Levin (1979). In a typical VTI medium, we have $\epsilon>\delta$, and corresponding anelliptic effects are important to account for.

As considered by Alkhalifah (2000), eq. (10) can be simplified for the acoustic case which does not perturb the numerical solution since we only consider first-arrival traveltimes always related to $P$-wave propagation (we assume that compressional velocity is higher than shear velocity). Hence, for the acoustic case, $V_{S}=0$, and we have

$$
\left\{\begin{array}{l}
a=0  \tag{11}\\
b=0 \\
c=-2(\epsilon-\delta) V_{P}^{4} \\
d=(1+2 \epsilon) V_{P}^{2} \\
e=V_{P}^{2}
\end{array}\right.
$$

The VTI Hamiltonian becomes
$\mathcal{H}_{\mathrm{VTI}}=d\left(u_{, x}\right)^{2}+e\left(u_{, z}\right)^{2}+c\left(u_{, x}\right)^{2}\left(u_{, z}\right)^{2}-1$.
Introducing a TTI medium implies an additional local tilt angle $\theta(\mathbf{x})$, which is the angle between the local rotation-symmetry axis and the vertical axis. Hamiltonian (12) becomes
$\mathcal{H}_{\mathrm{TTI}}=d\left(u_{, x} \cos \theta+u_{, z} \sin \theta\right)^{2}+e\left(u_{, z} \cos \theta-u_{, x} \sin \theta\right)^{2}+c\left(u_{, x} \cos \theta+u_{, z} \sin \theta\right)^{2}\left(u_{, z} \cos \theta-u_{, x} \sin \theta\right)^{2}-1$.
Other types of anisotropy might be derived the same way in a Hamiltonian formalism, such as tilted orthorhombic (TOR) for 3-D anisotropic structures (Waheed et al. 2015b).

## 3 POINT-SOURCE FACTORIZATION

### 3.1 Derivation of the equations

The point-source condition is known to impair accuracy and convergence orders of numerical solutions of Eikonal equation. More precisely, high-order numerical schemes exhibit large errors and are only first-order convergent if no special treatment is applied, due to the singularity of the solution close to the source (see e.g. the analysis by Qian \& Symes (2002a)). Several studies have been performed in order to mitigate this effect in finite-difference schemes. The celerity transform, initially described by Pica (1997), was then further developed in Zhang et al. (2005a) and promoted under the word factorization in Fomel et al. (2009); Luo \& Qian (2011). We propose to extend these studies to DG discretizations. By the use of a reference solution $u_{0}(\mathbf{x})$, which does not depend on time, the factorization consists in computing a multiplicative numerical solution $\tau(\mathbf{x}, t)$ such that

$$
\begin{equation*}
u(\mathbf{x}, t)=u_{0}(\mathbf{x}) \tau(\mathbf{x}, t), \tag{14}
\end{equation*}
$$

or an additive numerical solution, as proposed in Luo \& Qian (2012), such that

$$
\begin{equation*}
u(\mathbf{x}, t)=u_{0}(\mathbf{x})+\tau(\mathbf{x}, t) . \tag{15}
\end{equation*}
$$

Plugging expression (14) or (15) into eq. (2) yields a new equation to be solved for the new solution field $\tau(\mathbf{x}, t)$. With the additive formulation (15), the new equation in $\tau(\mathbf{x}, t)$ is of the same Hamilton-Jacobi type as the original one (2) in $u(\mathbf{x}, t)$, while the multiplicative formulation yields additional complexities out of the frame of eq. (2). For this reason, we shall only consider the additive formulation (15) in what follows. Rewriting (2) in terms of $u_{0}$ and $\tau$ for the isotropic Hamiltonian of eq. (3) yields

$$
\begin{equation*}
\partial_{t} \tau+\left\|\nabla u_{0}+\nabla_{\mathbf{x}} \tau\right\|-\frac{1}{c}=0 . \tag{16}
\end{equation*}
$$

Applying the same strategy to the TTI Hamiltonian of eq. (13) gives

$$
\begin{align*}
\partial_{t} \tau & +d\left[\left(u_{0, x}+\tau_{, x}\right) \cos \theta+\left(u_{0, z}+\tau_{, z}\right) \sin \theta\right]^{2}+e\left[\left(u_{0, z}+\tau_{, z}\right) \cos \theta-\left(u_{0, x}+\tau_{, x}\right) \sin \theta\right]^{2}  \tag{17}\\
& +c\left[\left(u_{0, x}+\tau_{, x}\right) \cos \theta+\left(u_{0, z}+\tau_{, z}\right) \sin \theta\right]^{2}\left[\left(u_{0, z}+\tau_{, z}\right) \cos \theta-\left(u_{0, x}+\tau_{, x}\right) \sin \theta\right]^{2}-1=0
\end{align*}
$$

Using eqs (16) and (17), $\tau(\mathbf{x}, t)$ can be computed for a given reference solution $u_{0}(\mathbf{x})$.

### 3.2 Choice of the reference solution $\mathbf{u}_{0}(\mathbf{x})$

### 3.2.1 Isotropic case

In an arbitrarily heterogeneous isotropic medium, the simplest assumption one can make is that of a homogeneous speed in a small vicinity of the source. This seems to be a reasonable approximation in the high-frequency regime where the velocity model should be smooth. Therefore the reference solution $u_{0}(\mathbf{x})$ to be used in eq. (16) is chosen to be the exact solution in a homogeneous medium taking the speed value at the source. Such solution is the distance function to the source divided by the source speed:
$u_{0 \text { ISO }}(\mathbf{x})=\frac{\operatorname{distt}\left(\mathbf{X}, \mathbf{x}_{s}\right)}{c\left(\mathbf{x}_{s}\right)}$.
This reference solution captures the source singularity and allows the gain of one order of convergence and high level of accuracy. This property is illustrated in our numerical case studies.

### 3.2.2 TI case

For the anisotropic case, Luo \& Qian (2012) have considered a factored anisotropic Eikonal equation, but only for elliptical media $(\epsilon=\delta)$. Following their approach, the reference solution $u_{0}(\mathbf{x})$ in eq. (17) might be taken as the analytical solution in a homogeneous elliptical TI medium of velocity $V_{p}\left(\mathbf{x}_{s}\right)$, thus accounting for $V_{p}\left(\mathbf{x}_{s}\right), \epsilon\left(\mathbf{x}_{s}\right)$ and $\theta\left(\mathbf{x}_{s}\right)$, but not $\delta\left(\mathbf{x}_{s}\right)$. This yields
$u_{0 \mathrm{VTI}}(\mathbf{x})=\sqrt{\frac{\left(x-x_{s}\right)^{2}}{V_{P}\left(\mathbf{x}_{s}\right) \sqrt{1+2 \epsilon}}+\frac{\left(z-z_{s}\right)^{2}}{V_{P}\left(\mathbf{x}_{s}\right)}}$
for the VTI case $\left(\theta\left(\mathbf{x}_{s}\right)=0\right)$. The TTI case is retrieved by the local rotation of coordinates
$x-x_{s} \rightarrow\left(x-x_{s}\right) \cos \theta\left(\mathbf{x}_{s}\right)+\left(z-z_{s}\right) \sin \theta\left(\mathbf{x}_{s}\right)$,
$z-z_{s} \rightarrow\left(z-z_{s}\right) \cos \theta\left(\mathbf{x}_{s}\right)-\left(x-x_{s}\right) \sin \theta\left(\mathbf{x}_{s}\right)$.
The reference solution would thus capture a part of the source singularity, although the remaining source effect due to the anellipticity would not be well accounted for near the source. The efficiency of such a factorization for the TTI case is illustrated in our numerical results.

In order to increase the accuracy in an anelliptical TI medium, we can also use exact solution of the anelliptical equation as the reference solution $u_{0}(\mathbf{x})$. However such a solution is not known analytically but only parametrically (Carcione et al. 1988). As detailed in Case study 3 in Section 5, the pre-computation of the anelliptical reference solution at all discrete points where values are needed allows for a significant improvement of the results.

## 4 RUNGE-KUTTA DISCONTINUOUS GALERKIN METHOD FOR HAMILTON-JACOBI EQUATIONS

### 4.1 Space discretization: the discontinuous Galerkin solver

We present the DG solver designed for time-dependent Hamilton-Jacobi eq. (2). The RKDG method relies on the method of lines (Schiesser 1991), where we first discretize the problem in space, yielding a system of ODEs in time that we solve with an RK solver. The first RKDG solver able to directly compute the solution of this equation was proposed by Cheng \& Shu (2007). However, it exhibits several numerical complications such as the need for an $\mathrm{L}^{2}$ reconstruction of the derivatives of the solution at cell interfaces and a posterior entropy fix. These complications are avoided in a more recent scheme proposed by Cheng \& Wang (2014) so that implementation is made simpler. This new scheme is shown to work either on structured or unstructured meshes, convex and non-convex Hamiltonians. This is the one we implement.

In the following, the formulation of this scheme for a 2-D unstructured triangular mesh is described, and the meaning of the contributions of each term of the scheme is detailed. In the general case, the two-dimensional spatial domain $\Omega$ is partitioned into $n$ triangular elements denoted by $K_{i}, i=1, \ldots, n$. A local approximation space $\mathcal{P}_{i}$ of dimension $d_{i}$ is chosen for each element $K_{i}$ together with a basis of shape functions $\phi_{i}^{j}(x, z), j \in\left\{1, \ldots, d_{i}\right\}$ spanning this space. The choice of the approximation space is local: it is attached to one element. This property is referred to as p -adaptivity in the literature, an interesting feature of the DG strategy allowing to adjust the numerical accuracy locally. In our numerical tests, we use standard polynomial approximation spaces $\mathrm{P}^{k}$ containing all polynomials of degree at most $k$ with $k \in\{1,2,3\}$ (Cockburn \& Shu 1998).

Following Cheng \& Wang (2014), we define $\mathbf{n}_{K_{i}}$ to be the outward unit normal to the $K_{i}$ cell boundary and $\mathbf{t}_{K_{i}}$ the unit tangential vector. At cell interfaces, traces $v_{h}^{ \pm}$, jumps $\left[v_{h}\right]$ and means $\overline{v_{h}}$, of any numerical quantity $v_{h}$ defined inside two neighbouring cells are given respectively by

$$
v_{h}^{ \pm}(\mathbf{x})=\lim _{\epsilon \downarrow 0} v_{h}\left(\mathbf{x} \pm \epsilon \mathbf{n}_{K_{i}}\right),
$$

$$
\begin{align*}
{\left[v_{h}\right](\mathbf{x}) } & =v_{h}^{+}(\mathbf{x})-v_{h}^{-}(\mathbf{x}), \\
\overline{v_{h}}(\mathbf{x}) & =\frac{1}{2}\left(v_{h}^{+}(\mathbf{x})+v_{h}^{-}(\mathbf{x})\right) . \tag{21}
\end{align*}
$$

At cell interface, a two-component vector is defined by the expression
$\nabla_{\mathbf{x}} u_{h_{K_{i}}}^{ \pm}=\left(\frac{\left(\nabla_{\mathbf{x}} u_{h} \cdot \mathbf{n}_{K_{i}}\right)^{ \pm}}{\bar{\nabla}_{\mathbf{x}} u_{h} \cdot \mathbf{t}_{K_{i}}}\right)$.
The first component $\left(\nabla_{\star} u_{h} \cdot \mathbf{n}_{K_{i}}\right)^{ \pm}$is the projection onto the normal $\mathbf{n}_{K_{i}}$, of the gradient of the numerical solution computed inside the $K_{i}$ cell ( - ), or inside its neighbour ( + ). The second component $\overline{\bar{\nabla}_{\mathbf{x}} u_{h} \cdot \mathbf{t}_{K_{i}}}$ is the mean of the projections onto the tangential vector $\mathbf{t}_{K_{i}}$ of the gradient of the numerical solution computed inside the $K_{i}$ cell and inside its corresponding neighbour.

The weak formulation of eq. (2) can be stated as follows:

$$
\begin{align*}
& \text { Find } u_{h}(., t) \in\left\{v:\left.v\right|_{K_{i}} \in \mathcal{P}_{i}, \forall i \in\{1, \ldots, n\}\right\} \forall t \geqslant 0 \text { such that } \\
& \int_{K_{i}}\left(\partial_{t} u_{h}(\mathbf{x}, t)+\mathcal{H}\left(\mathbf{x}, \nabla_{\mathbf{x}} u_{h}(\mathbf{x}, t)\right)\right) v_{i}(\mathbf{x}) \mathrm{d} \mathbf{x}+\int_{\partial K_{i}} \min \left(\tilde{\mathcal{H}}_{\mathbf{n}_{K_{i}}}(\mathbf{x}, t), 0\right)\left[u_{h}\right](\mathbf{x}, t) v_{i}^{-}(\mathbf{x}) \mathrm{ds} \\
& -C \Delta K_{i} \sum_{S_{i}^{j} \in \partial K_{i}} \frac{1}{\Delta S_{i}^{j}} \int_{S_{i}^{j}}\left(\chi_{\mathbf{n}_{K_{i}}}(\mathbf{x}, t)-\left|\tilde{\mathcal{H}}_{\mathbf{n}_{K_{i}}}(\mathbf{x}, t)\right|\right)\left[\nabla_{\mathbf{x}} u_{h} \cdot \mathbf{n}_{K_{i}}\right](\mathbf{x}, t) v_{i}^{-}(\mathbf{x}) \mathrm{ds} \\
& -2 C \Delta K_{i} \sum_{\bar{S}_{i}^{j} \in \bar{\partial} K_{i}} \frac{1}{\Delta \bar{S}_{i}^{j}} \int_{\bar{S}_{i}^{j}} \min \left(\mathcal{H}_{\mathbf{n}_{K_{i}}}^{-}(\mathbf{x}, t), 0\right)\left(\nabla_{\mathbf{x}} u_{h}^{-}(\mathbf{x}, t) \cdot \mathbf{n}_{K_{i}}\right) v_{h}^{-}(\mathbf{x}) \mathrm{ds}=0, \tag{23}
\end{align*}
$$

for each $i \in\{1, \ldots, n\}$ and for any test function $v_{i} \in \mathcal{P}_{i}$,
where $\Delta K_{i}$ (respectively $\Delta S_{i}^{j}$ ) is the size of the element $K_{i}$ (respectively the length of the edge $j$ of element $K_{i}$ ). The set $\partial K_{i}$ denotes the internal edges of element $K_{i}$ which are shared with other cells. The set $\bar{\partial} K_{i}$ denotes the external edges of element $K_{i}$ which are part of the domain boundary $\partial \Omega$. The test functions $v_{i}$ are shape functions as usual for Galerkin approaches (Zienkewicz \& Morgan 1983).

In Scheme (23), the following quantities are introduced:

$$
\begin{aligned}
& \mathcal{H}_{K_{i}}^{ \pm}=\mathcal{H}\left(\mathbf{x}^{ \pm}, \nabla_{\mathbf{x}} u_{h_{K_{i}}}^{ \pm}\right) \text {, } \\
& \mathcal{H}_{\mathbf{n}_{K_{i}}}=\nabla_{\nabla_{u}} \mathcal{H} \cdot \mathbf{n}_{K_{i}}, \\
& \mathcal{H}_{\mathbf{n}_{K_{i}}}^{ \pm}=\mathcal{H}_{\mathbf{n}_{K_{i}}}\left(\mathbf{x}^{ \pm}, \nabla_{\mathbf{x}} u_{h_{K_{i}}}^{ \pm}\right),
\end{aligned}
$$

$$
\begin{align*}
& \delta_{\mathbf{n}_{K_{i}}}(\mathbf{x})=\max \left(0, \tilde{\mathcal{H}}_{\mathbf{n}_{K_{i}}}(\mathbf{x})-\mathcal{H}_{\mathbf{n}_{K_{i}}}^{-}, \mathcal{H}_{\mathbf{n}_{K_{i}}}^{+}-\tilde{\mathcal{H}}_{\mathbf{n}_{K_{i}}}(\mathbf{x})\right), \\
& \chi_{\mathrm{n}_{K_{i}}}(\mathbf{x})=\max \left(\delta_{\mathrm{n}_{K_{i}}}(\mathbf{x}),\left|\tilde{\mathcal{H}}_{\mathrm{n}_{K_{i}}}(\mathbf{x})\right|\right) \text {. } \tag{24}
\end{align*}
$$

The first term of Scheme (23) ensures consistency. It embeds a weak formulation of the Hamilton-Jacobi partial differential equation inside each element. The scheme accounts for causality thanks to the quantity $\tilde{\mathcal{H}}_{n_{K}}$, referred to as the Roe speed, estimated across interfaces between elements. Its sign determines the information flow direction at an interface between two cells. At a point located at an interface between two cells $i$ and $j$, we have
$\tilde{\mathcal{H}}_{\mathbf{n}_{K_{i}}}=-\tilde{\mathcal{H}}_{\mathbf{n}_{K_{j}}}$.
The second term of Scheme (23) penalizes the jump of the solution at the interface, $\left[u_{h}\right]$, only in the cells where the Roe speed is negative
$\tilde{\mathcal{H}}_{\mathbf{n}_{K}}<0$.
In other words, the downwind cell receives information from the upwind cell, and the upwind cell is not influenced by the downwind cell. When flows from both cells, determined by $\mathcal{H}_{\mathbf{n}_{K}}$, are oriented towards the other cell, the situation is equivalent to a shock in the case of hyperbolic conservation laws. If both flows are equivalent then the shock is captured at the interface. In this case, we have
$\tilde{\mathcal{H}}_{\mathbf{n}_{K_{i}}}=\tilde{\mathcal{H}}_{\mathbf{n}_{K_{j}}}=0$,
therefore the second term of Scheme (23) is equal to zero in both cells. In the case where flows from both cells are inward, this is similar to what is called a rarefaction (see Qian \& Symes (2001, appendix)). The entropy condition is violated in such cells.

Only in such a case, the third term of Scheme (23), referred to as the viscosity term, is non-zero. This yields a penalization on the jump of the normal component of spatial derivatives of the solution at the interface, $\left[\nabla_{\mathbf{x}} u_{h} \cdot \mathbf{n}_{K_{i}}\right]$, so as to correct the entropy violation. Thanks to this third term, the entropy fix is directly embedded in the scheme. This viscosity term is weighted by a ratio related to the geometry of the element, and balanced by an empirical constant $C$. Like Cheng \& Wang (2014), We have verified that the choice $C=0.25$ yields satisfactory results in our numerical experiments.

We have designed the fourth term as an additional term to the original scheme, acting on external edges only, in order to enforce suitable boundary conditions (see Section 4.2).

For numerical implementation, we use efficient quadrature rules with enough accuracy together with associated Gauss points the same way as in Cockburn \& Shu (1998) to evaluate edge and volume integrals. We emphasize that Scheme (23) is compact in the sense that, when considering an element $K_{i}$, the only values needed from other elements are the values of $u_{h}$ and its derivatives at edges, and more precisely at the quadrature points of the edge integrals. For example, the mean values of the solution in the neighbouring elements are not required.

### 4.2 Boundary conditions and initial conditions

Two types of boundary conditions are imposed and should take benefit from the discontinuous finite-element formulation.
The first one is related to the outside limit of the domain $\partial \Omega$, expressed through the fourth term that we add into Scheme (23). When considering a propagation problem in a unbounded physical domain, we need to control that the outside of the computational domain has no influence on the inside. In other words, information must not enter the computational domain. In terms of traveltimes, all the information we put into the system comes from the source, and it propagates towards the outside. The fourth term, acting on external edges only, is in fact a combination of the second and third terms of the scheme. Heuristically, it aims at finding the flow direction, and penalizing the derivative of the solution at the boundary if the flow is inward. In other words, the Roe speed $\mathcal{H}_{\mathbf{n}_{K}}^{-}$is computed and a penalization term is applied if it is negative. As far as we know, this is the first implementation of such boundary conditions in a RKDG scheme for the Eikonal equation.

A second boundary condition needs to be imposed at the source point where the traveltime value is zero. The source point falls into one element of the mesh, referred to as the source element. Values of all the degrees of freedom of this source element are set to a pre-computed value and these values are kept unchanged during the computation process: they do contribute to flux estimations and, therefore, they are boundary conditions, while being set at the initial time. These values correspond to a projection of a specified solution around the source into the approximation space of the source element. When we use the factorization, then the solution $\tau$ we compute is a perturbation to the reference solution $u_{0}$ which is supposed to be a suitable approximation around the source. Consequently, the solution $\tau(\mathbf{x}, t)$ is set to zero everywhere inside the source element when the factorization is applied.

Finally, we use the reference solution $u_{0}(\mathbf{x})$ as the initial guess, so that we set the initial condition $\tau(\mathbf{x}, 0)=0$.

### 4.3 Time discretization

Decomposing the numerical solution over each element $K_{i}$ in terms of degrees of freedom $u_{i}^{j}$ we get
$u_{h \mid K_{i}}(x, z, t)=\sum_{j=1}^{d_{i}} u_{i}^{j}(t) \phi_{i}^{j}(x, z)$.
Replacing $u_{h}$ by expression (28) in Scheme (23) yields a system of ODE in $\partial_{t} u_{i}^{j}(t)$, namely the time derivatives of the degrees of freedom. Time integration is then performed with a standard explicit RK scheme. Since we are looking for the steady-state, we do not need a high level of accuracy on the intermediate states, so that a second-order RK scheme is enough. In our numerical experiments, we observe that higher-order RK schemes do not modify the steady state while increasing the computational cost. In practice, we detect the steady state by comparing the relative evolution of the solution between two successive time steps.

### 4.4 Courant-Friedrichs-Lewy condition, best Hamiltonian choice

### 4.4.1 Formulation of the CFL condition

The stability of the time integration is constrained by a CFL condition, which can be a severe constraint in terms of computational cost as we are only interested in reaching the steady-state solution. This CFL condition establishes a proportional relationship between the maximum size of time steps and the characteristic length $\lambda$ of the mesh. For a regular triangular mesh the characteristic length $\lambda$ is generally taken as the radius of the circumcircle of a cell. For a rectangular Cartesian mesh, it is defined by half the length of the longest edge of a cell. To ensure stability when using a non-regular mesh, we must consider the cell where the CFL constraint is the strongest since the RK integration we perform is global. Therefore the characteristic length $\lambda$ to consider for the CFL condition is the smallest one among all cells of the mesh. The CFL constraint also depends on the polynomial degree $k$ we use for numerical approximation. We may write the CFL constraint into general form
$\Delta t \leqslant \frac{1}{2 k+1} \lambda Q$.
The $\frac{1}{2 k+1}$ factor comes from the analysis performed in the case of hyperbolic conservation laws (Cockburn \& Shu 1989).

The $Q$ factor depends on the Hamiltonian we use and connects the constraint on the time steps to the propagation velocity of the solution. In other words, we need to ensure that the numerical solution is able to propagate as fast as the exact solution. The stability condition for RKDG schemes can be established in the case of hyperbolic conservation laws (see e.g., Cockburn \& Shu (1989)) which write in 1-D
$u_{t}+(f(u))_{, x}=0$.
The $Q$ factor is given by
$Q=\frac{\alpha}{\max \left|f^{\prime}(u)\right|}$,
where $\alpha$ is a constant.
This can be extended to the case of Hamilton-Jacobi equations in one dimension with a convex Hamiltonian (Cheng \& Shu 2007; Cheng \& Wang 2014). We must consider the quantities max $\left|\tilde{\mathcal{H}}_{K_{i}}\right|$ at cell boundaries and max $\left|\partial \mathcal{H}\left(x, u_{, x}\right) / \partial u_{, x}\right|$ inside cells, yielding
$Q_{1 \mathrm{D}}=\frac{\alpha}{\max \left(\max \left|\partial \mathcal{H}\left(x, u_{, x}\right) / \partial u_{, x}\right|, \max \left|\tilde{\mathcal{H}}_{K_{i}}\right|\right)}$.
For 2-D and/or non-convex Hamiltonians, we have not found general proofs but we rely on the behaviours observed in our numerical tests. In a 2-D case, the vector $\mathcal{H}$ must be considered, the components of which are the derivatives of the Hamiltonian with respect to both components of the gradient of $u$, namely,
$\mathcal{H}_{1}\left(x, z, u_{, x}, u_{, z}\right)=\frac{\partial \mathcal{H}\left(x, z, u_{, x}, u_{, z}\right)}{\partial u_{, x}}$,
$\mathcal{H}_{2}\left(x, z, u_{, x}, u_{, z}\right)=\frac{\partial \mathcal{H}\left(x, z, u_{, x}, u_{, z}\right)}{\partial u_{, z}}$.
A criterion for defining $Q$ in the 2-D case is given by Zhang et al. (2005b) in a finite-difference framework, using $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ as well as characteristic lengths of the grid along both $x$ and $z$ directions. However, since we want to use unstructured meshes, we need to keep a general criterion and consider the norm of the vector $\mathcal{H}$, instead of considering $x$ and $z$ directions as well as $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ separately as in Zhang et al. (2005b). This yields
$Q_{2 \mathrm{D}}=\frac{\alpha}{\max \left(\max \|\mathcal{H}\|, \max \left|\tilde{\mathcal{H}}_{K_{i}}\right|\right)}$.
Such a norm is considered for instance by Qian \& Symes (2002b) for the CFL derivation in a paraxial approach, from where we find $\alpha=\sqrt{2} / 2$ in the general 2-D case.

It is interesting to note that for some choices of the Hamiltonian, the vector $\mathcal{H}$ is equivalent to the group velocity vector, which gives a physical meaning to the propagation of the solution inside the computational domain (Červený 2001, eq. 4.2.8). In our DG approach, we might also be careful about the quantity $\max \left|\tilde{\mathcal{H}}_{\mathrm{n}_{K_{i}}}\right|$ at cell boundaries, which appears in the scheme. In the isotropic case, it can be shown from the definitions (24) that values of $\left|\tilde{\mathcal{H}}_{\mathbf{n}_{K_{i}}}\right|$ at cell boundaries are bounded by those of $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ in neighbouring cells. We make the assumption that this also holds in the TTI case. The factor $Q$ then simplifies:
$Q_{2 \mathrm{D}}=\frac{\alpha}{\max \|\mathcal{H}\|}$.

### 4.4.2 Isotropic case

Isotropic Hamiltonian (3) gives the expression

$$
\begin{equation*}
\|\mathcal{H}\|=1 \quad \forall \mathbf{x} \tag{36}
\end{equation*}
$$

whereas Hamiltonian (5) yields
$\|\mathcal{H}\|=c(\mathbf{x})$.
The factor $Q$ in eq. (29) is inversely proportional to the maximum of these quantities. We see that, in both cases, $Q$ does not depend on the solution $u$ nor its derivatives $u_{, i}$. If we consider a heterogeneous medium, the global constraint on time steps in (37) is imposed by the highest speed value since

$$
\begin{equation*}
Q=\frac{\alpha}{\max _{\Omega} c(\mathbf{x})} \tag{38}
\end{equation*}
$$

This maximum speed value occurs only in a subdomain of $\Omega$, so that the computation is not optimal in terms of number of iterations. For this reason, although (5) has the meaning of mimicking the wave-front evolution in the physical medium from the source, we prefer to use (3) for computational efficiency. The CFL constraint is uniform in space in such a formulation, due to the uniform propagation velocity of the solution.

### 4.4.3 VTI/TTI case

Performing the same analysis is less straightforward in the anisotropic case. For the sake of clarity, we first consider the VTI case. The differentiation of Hamiltonian (12) yields
$\mathcal{H}_{1}=2 d u_{, x}^{2}+2 c u_{, x}^{2} u_{, z}^{2}$,
$\mathcal{H}_{2}=2 e u_{, x}^{2}+2 c u_{, x}^{2} u_{, z}^{2}$,
$\|\mathcal{H}\|=2 \sqrt{d^{2} u_{, x}^{2}+e^{2} u_{, z}^{2}+\left(2 c(d+e)+c^{2}\left(u_{, x}^{2}+u_{, z}^{2}\right)\right) u_{, x}^{2} u_{, z}^{2}}$.
The VTI Hamiltonian is not Lipschitz continuous. The value of $\|\mathcal{H}\|$ depends on the derivatives of the solution $u_{, x}$ and $u_{, z}$ in an unbounded way. This is not desirable because we cannot assign a value to $\Delta t$ in (29) since the $Q$ factor is virtually equal to zero (eq. 35). For this reason we switch to another VTI Hamiltonian, which yields the same steady state as (12). The new VTI Hamiltonian is similar to the one given by Zhang et al. (2006, eq. 3.12) and writes
$\mathcal{H}_{\mathrm{VTI}}=\frac{1}{\sqrt{d}}\left(\sqrt{\sqrt{\frac{1}{4}\left(d u_{, x}^{2}+e u_{, z}^{2}\right)^{2}+c u_{, x}^{2} u_{, z}^{2}}+\frac{1}{2}\left(d u_{, x}^{2}+e u_{, z}^{2}\right)}-1\right)$.
The equivalence of Hamiltonians (12) and (41) at steady state is demonstrated in Appendix B. As in the case of isotropic Hamiltonian (3), this new VTI Hamiltonian (41) is Lipschitz continuous of Lipschitz constant 1, allowing a predictable stable $\Delta t$ for integration. This property is demonstrated in Appendix C. The TTI case is retrieved by introducing the tilt angle $\theta$ as in (13). Finally, the factorization strategy for Hamiltonian (41) is the same as for Hamiltonian (12). It is now possible to estimate a time step $\Delta t$ for performing stable computation in arbitrary heterogeneous TTI media.

We have shown how to optimize the CFL constraint in both isotropic and anisotropic cases. We emphasize that the use of the additive factorization technique does not change these conclusions.

## 5 NUMERICAL RESULTS

In the first case study, we illustrate the convergence properties of the RKDG scheme in a smooth isotropic medium where the exact solution is known. We focus on $L^{2}$ error computed on the solution and its derivatives, convergence orders, and point-source treatment (no treatment, enforcement of the exact solution on a fixed area around the source, point-source factorization). An analysis is performed for several polynomial orders in both Cartesian and triangular configurations. We also illustrate the impact of the choice of the Hamiltonian, and a comparison is performed with a finite-difference code from Noble et al. (2014).

In the second case study, we test a higher-order point-source factorization where we use an exact solution known in a virtual medium the speed of which is similar at the source to two first terms of the power series expansion of the velocity model of the real medium at the source. In other words, the new reference solution accounts for the value of the speed at the source but also for its gradient. Doing so, we show that we gain one more order of convergence.

The third case study illustrates the accuracy of the method in a homogeneous TTI case. We compare our results with a finite-difference code from Waheed et al. (2015b) and Tavakoli F. et al. (2015) with respect to an exact parametric solution. We exhibit the efficiency of the point-source factorization in an anelliptical case.

With a volcano model, the fourth case study illustrates the flexibility of the method for handling complex topographies. We test the scheme on an unstructured mesh to highlight the ability of our method to deal with complex topographies.

The fifth case study is an application inside a realistic TTI medium (BP TTI).
For all these test cases, the parameter $C$ appearing in Scheme (23) is set to the value 0.25 .

### 5.1 Case study 1: smooth isotropic velocity

In this first case study, the computation is performed inside a $4 \times 4 \mathrm{~km}$ square. Inside this domain, a constant vertical gradient is defined for the speed $c(z)\left(\mathrm{km} \mathrm{s}^{-1}\right)$, such that
$c(z)=1+0.5 z$.
The point source is located in the centre ( $x_{s}=2 \mathrm{~km}, z_{s}=2 \mathrm{~km}$ ). The analytical solution of the Eikonal equation as well as its spatial derivatives are known in this case (Fomel et al. 2009). Isochrones of the solution are shown in Fig. 1 together with the velocity model. The L ${ }^{2}$ error is


Figure 1. Constant vertical gradient of velocity model of Case study 1. Left: velocity model. Right: isochrones of the analytical solution at different times (s).


Figure 2. $\mathrm{L}^{2}$ error of the solution (left) and $\mathrm{L}^{2}$ error of the $x$-derivative of the solution (right) with respect to the number of degrees of freedom (\#dof) in the Cartesian case for $\mathrm{P}^{1}, \mathrm{P}^{2}$ and $\mathrm{P}^{3}$ polynomial approximations, for Case study 1 with a source area of radius 0.4 km : optimal $k+1$ convergence of the solution and $k$ convergence of its $x$-derivative in a setting with no point source.
computed as
$\mathrm{L}^{2}$ error $=\sqrt{\frac{\sum_{i=1}^{K} \sum_{j=1}^{G}\left(u_{h}\left(\mathbf{x}_{i}^{j}\right)-u_{a}\left(\mathbf{x}_{i}^{j}\right)\right)^{2}}{\sum_{i=1}^{K} \sum_{j=1}^{G} u_{a}^{2}\left(\mathbf{x}_{i}^{j}\right)}}$,
where the values of the numerical solution $u_{h}$ are compared to those of the analytical solution $u_{a}$ at each of the $G$ Gauss points of each of the $K$ elements of the discretized domain. The $\mathrm{L}^{2}$ errors of the $x$ - and $z$-derivatives of the solution are also computed in the same way, replacing $u_{h}$ and $u_{a}$ by their $x$ - and $z$-derivatives respectively in (43). The domain is first discretized in a rectangular Cartesian frame with $N_{x}=N_{z}=N$ elements along $x$ - and $z$-axes so that the total number of elements is $N^{2}$.

In order to avoid the point-source numerical issue and first illustrate the convergence behaviour of the solver, a first set of simulations is performed with an extended source area. This area contains all the elements distant of less than 0.4 km from the source point. These source elements are excluded from the computational domain, and the analytical solution is used for computing their contribution in the integrals at the edges shared with the elements within the computational domain. Hamiltonian (3) without factorization is considered. Fig. 2 illustrates the optimal $k+1$ convergence orders reached for $\mathrm{P}^{1}, \mathrm{P}^{2}$ and $\mathrm{P}^{3}$ approximation spaces regarding the $\mathrm{L}^{2}$ error of the numerical solution. The optimal $k$ convergence orders for the $x$-derivative of the solution can also be observed. Here and after, results concerning the $z$-derivative of

Table 1. Number of degrees of freedom (\#dof), $\mathrm{L}^{2}$ error of the solution and convergence orders for several values of $N$ in the Cartesian case for $\mathrm{P}^{1}$, $\mathrm{P}^{2}$ and $\mathrm{P}^{3}$ polynomial approximations, for Case study 1 without factorization: non-optimal first-order-only convergence due to the source singularity.

| $N$ | $\mathrm{P}^{1}$ |  |  | $\mathrm{P}^{2}$ |  |  | $\mathrm{P}^{3}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \#dof | L ${ }^{2}$ Error | Order | \#dof | L2 Error | Order | \#dof | L ${ }^{2}$ Error | Order |
| 20 | 1200 | $4.84 \mathrm{E}-03$ |  | 2400 | $1.77 \mathrm{E}-03$ |  | 4000 | $7.18 \mathrm{E}-04$ |  |
| 40 | 4800 | $2.24 \mathrm{E}-03$ | 1.11 | 9600 | $8.60 \mathrm{E}-04$ | 1.04 | 16000 | $2.18 \mathrm{E}-04$ | 1.72 |
| 80 | 19200 | $1.09 \mathrm{E}-03$ | 1.03 | 38400 | $4.29 \mathrm{E}-04$ | 1.00 | 64000 | $8.17 \mathrm{E}-05$ | 1.41 |
| 160 | 76800 | $5.45 \mathrm{E}-04$ | 1.01 | 153600 | $2.15 \mathrm{E}-04$ | 1.00 | 256000 | $3.69 \mathrm{E}-05$ | 1.15 |
| 320 | 307200 | $2.72 \mathrm{E}-04$ | 1.00 | 614400 | $1.08 \mathrm{E}-04$ | 1.00 | 1024000 | $1.80 \mathrm{E}-05$ | 1.04 |

Table 2. Number of degrees of freedom (\#dof), $\mathrm{L}^{2}$ error of the solution and convergence orders for several values of $N$ in the Cartesian case for $\mathrm{P}^{1}$, $\mathrm{P}^{2}$ and $\mathrm{P}^{3}$ polynomial approximations, for Case study 1 with factorization: second-order convergence is achieved, which is optimal in the $\mathrm{P}^{1}$ case.

| $N$ | $\mathrm{P}^{1}$ |  |  | $\mathrm{P}^{2}$ |  |  | $\mathrm{P}^{3}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \#dof | L ${ }^{2}$ Error | Order | \#dof | $L^{2}$ Error | Order | \#dof | L ${ }^{2}$ Error | Order |
| 20 | 1200 | $5.24 \mathrm{E}-04$ |  | 2400 | $1.30 \mathrm{E}-04$ |  | 4000 | $2.21 \mathrm{E}-05$ |  |
| 40 | 4800 | $1.27 \mathrm{E}-04$ | 2.05 | 9600 | $3.30 \mathrm{E}-05$ | 1.98 | 16000 | $5.59 \mathrm{E}-06$ | 1.98 |
| 80 | 19200 | $3.11 \mathrm{E}-05$ | 2.03 | 38400 | $8.29 \mathrm{E}-06$ | 1.99 | 64000 | $1.41 \mathrm{E}-06$ | 1.99 |
| 160 | 76800 | $7.71 \mathrm{E}-06$ | 2.01 | 153600 | $2.08 \mathrm{E}-06$ | 2.00 | 256000 | $3.52 \mathrm{E}-07$ | 2.00 |
| 320 | 307200 | $1.92 \mathrm{E}-06$ | 2.01 | 614400 | $5.20 \mathrm{E}-07$ | 2.00 | 1024000 | $8.81 \mathrm{E}-08$ | 2.00 |

the solution are not presented, however the $z$-derivative always yields the same convergence orders and thus the same conclusions as for the $x$-derivative.

As discussed in Section 3, in a realistic application, the exact solution around the source might not be analytically calculated, so that the previous treatment is not applicable. The above convergence behaviour is expected to collapse when the point-source singularity is introduced. If no special treatment is performed at the source point, when using Hamiltonian (3), Table 1 exhibits the expected non-optimal first-order-only convergence of the solver whatever the degree of polynomials used. However, the error magnitude decreases when the polynomial order increases for a given $N$, as well as for a given number of degrees of freedom.

When the factorization technique is applied with the use of Hamiltonian (16), a gain of one order of convergence is observed, as shown in Table 2. For $\mathrm{P}^{1}, \mathrm{P}^{2}$ and $\mathrm{P}^{3}$ polynomial approximations a second-order accuracy is achieved, which is optimal for $\mathrm{P}^{1}$. Here again, even if the convergence orders are the same, the error magnitude decreases when the polynomial order increases.

When looking at the spatial derivatives of the solution, with no factorization, our experiments exhibit a degenerated first-order convergence which is controlled by the first-order-only convergence of the solution itself. When the factorization technique is used, an optimal first-order convergence for the $x$-derivative is observed in the $\mathrm{P}^{1}$ case. Degenerated second-order convergences are observed for $\mathrm{P}^{2}$ and higher-order polynomial spaces, dominated by the second-order convergence of the solution itself (Fig. 3).

In conclusion, the factorization technique allows for an optimal $\mathrm{P}^{1}$ second-order solver as well as non-optimal second-order $\mathrm{P}^{2}$ and $\mathrm{P}^{3}$ solvers. The $\mathrm{P}^{2}$ solver nearly reaches second-order optimality in terms of derivatives. In all the cases, the factorization yields a significant decrease of the error magnitude.

Similar results are obtained when a structured triangulation of the domain is used. The Union-Jack (UJ) pattern is obtained from the Cartesian grid by cutting each rectangular element into two triangles in an alternating diagonal direction, as shown in Fig. 4. With $N_{x}=N_{z}=N$,


Figure 3. $\mathrm{L}^{2}$ error of the solution (left) and $\mathrm{L}^{2}$ error of the $x$-derivative of the solution (right) with respect to the number of degrees of freedom (\#dof) in the Cartesian case for $\mathrm{P}^{1}$ and $\mathrm{P}^{2}$ polynomial approximations, for Case study 1 with factorization (fact.) and without factorization (no fact.). Left: non-optimal firstorder convergence of the solver without factorization; second-order convergence with factorization (optimal for $\mathrm{P}^{1}$ ). Right: degenerated first-order convergence of the $x$-derivative without factorization; optimal fully first-order convergence $\left(\mathrm{P}^{1}\right)$ and nearly second-order convergence $\left(\mathrm{P}^{2}\right)$ with factorization.


Figure 4. The Union-Jack triangulation shown for $N_{x}=N_{z}=10$.


Figure 5. $L^{2}$ error of the numerical solution of Case study 1 with $\mathrm{P}^{2}$ polynomial approximations, in both Cartesian and UJ triangular cases, and both without factorization (Cart. and UJ) and with factorization (Cart. fact. and UJ fact.). The first-order convergence of the standard case is improved to a second-order convergence when the factorization is applied. Both Cartesian and UJ discretizations achieve the same orders, although the magnitude of error is higher in the UJ case.
the number of elements of such a triangulation is now $2 N^{2}$. Results are the same as in the Cartesian case in terms of convergence orders. However, the magnitude of error with respect to the number of degrees of freedom is higher, which is illustrated in the $\mathrm{P}^{2}$ case in Fig. 5.

Finally, our results in the Cartesian $\mathrm{P}^{1}$ discretization with the factorization technique are compared to those obtained with the 2-D version of the Finite-Difference (FD) solver from Noble et al. (2014). The FD solver is based on local operators which also make use of the factorization principles. Fig. 6 highlights the much lower error level of the DG solver compared to the one of the FD solver with respect to the number of degrees of freedom. The different slopes of the two lines exhibit the first-order convergence of the FD solver compared to the second-order convergence of the DG solver. The huge difference between the two lines has to be balanced by the fact that the FD solver is a faster solver, thanks to the use of a Fast Sweeping strategy.

### 5.2 Case study 2: higher-order factorization in a constant gradient of isotropic squared slowness field

The purpose of this case study is to exhibit a way to gain one more order of convergence thanks to a higher-order source factorization. The principle holds in choosing a suitable reference solution $u_{0}(\mathbf{x})$ accounting for higher-order terms of the power series expansion of the velocity model at the source point. Luo et al. (2014b) proposed this kind of approach for the squared slowness and the squared Eikonal.

In this simple example, the same domain of computation and source location as in the first case study are considered, but with a different speed. Slowness $s(\mathbf{x})$ is defined by
$s(\mathbf{x})=1 / c(\mathbf{x})$.


Figure 6. L ${ }^{2}$ error of the numerical solution of Case study 1 with the DG solver, $\mathrm{P}^{1}$ approximation, Cartesian discretization and factorization (DG), compared to the FD solver from Noble et al. (2014).


Figure 7. $\mathrm{L}^{2}$ error of the solution (left) and $\mathrm{L}^{2}$ error of the $x$-derivative of the solution (right) with respect to the number of degrees of freedom (\#dof) in the Cartesian case for $\mathrm{P}^{1}, \mathrm{P}^{2}$ and $\mathrm{P}^{3}$ polynomial approximations, for Case study 2 with a second-order factorization. Left: optimal second-order convergence ( $\mathrm{P}^{1}$ ); optimal third-order convergence ( $\mathrm{P}^{2}$ ); non-optimal third-order convergence $\left(\mathrm{P}^{3}\right)$. Right: optimal first-, second- and third-order convergences of the $x$-derivative for $\mathrm{P}^{1}, \mathrm{P}^{2}$ and $\mathrm{P}^{3}$, respectively.

The medium is defined by a constant vertical gradient of the squared slowness (slowness unit s. $\mathrm{km}^{-1}$ ):
$s^{2}(z)=0.25-0.1\left(z-z_{s}\right)$,
where the depth is expressed in km. The slowness is indeed strictly positive inside the domain. The analytical solution of the problem is known (see e.g. Fomel et al. (2009)) as well as its spatial derivatives. We can write the speed as
$c(z)=\frac{1}{\sqrt{0.25-0.1\left(z-z_{s}\right)}}$,
which can be expanded around the source point as
$c(z)=2+0.4\left(z-z_{s}\right)+O\left(\left(z-z_{s}\right)^{2}\right)$.
The standard factorization technique would account for the first term of the above expansion, using the solution in a constant velocity model of value $c_{0}=2 \mathrm{~km} \mathrm{~s}^{-1}$ as the reference solution. Here we propose to account for both terms of the expansion using the exact solution in a constant gradient of velocity model as the reference solution. Therefore in this example $u_{0}(\mathbf{x})$ is the analytical solution for the point-source problem in a velocity model
$c_{0}(z)=2+0.4\left(z-z_{s}\right)$,
with units of the eq. (45). Computations are performed with $\mathrm{P}^{1}, \mathrm{P}^{2}$ and $\mathrm{P}^{3}$ in Cartesian meshes and convergence behaviours are compatible with the order of selected polynomials (Fig. 7). Again, results concerning the $z$-derivative of the solution are not presented for the sake of concision, but we mention that it yields the same convergence orders and thus the same conclusions as the $x$-derivative.


Figure 8. At any point $(x, z)$ of a homogeneous TTI medium, the phase (ray) angle $\psi$ defined by $x, z$ and the source point differs from the group angle $\varphi$ which is defined by the normal to the wave front, except on the axes where they are equal. The parametric relationship between point coordinates and traveltime allows for explicitly computing a phase angle from a given group angle. We solve the inverse problem iteratively.

This case study illustrates that this second-order factorization allows for reaching third-order convergence. In a general case, for a given velocity model which can be expanded in power series at the source point, we are able to design a second-order reference solution based on the analytical solution in a constant gradient of speed oriented in the direction of the gradient of the true velocity model. The resulting third-order scheme with a $\mathrm{P}^{2}$ approximation is particularly advantageous for applications requiring quantities related to first- and second-order derivatives of the traveltime, such as amplitudes and take-off angles (Luo et al. 2012, 2014a).

### 5.3 Case study 3: homogeneous TTI velocity model

In this case study, the ability of our solver to compute traveltimes in a TTI medium using the tilted formulation of Hamiltonian (41) as well as the corresponding factorized formulation is validated. The medium is defined by the homogeneous fields of vertical speed, Thomsen's parameters and tilt angle, respectively $V_{P}=2 \mathrm{~km} \mathrm{~s}^{-1}, \epsilon=0.4, \delta=0.2$ and $\theta=40 \mathrm{deg}$. The computational domain is a rectangle of 32 km length and 8 km depth, and the point source is located at $x=2.025 \mathrm{~km}, z=2.025 \mathrm{~km}$. For this anelliptic homogeneous medium, the exact solution is not known directly but a parametric formulation allows for computing the position of the wave front at a given time for a given phase angle. This formulation was established by Payton (1983, eqs 2.8 .8 and 2.8.9) and by Carcione et al. (1988, eq. 5.9). Hence we can build the wave front at a given time $t$ with a dense sampling of phase velocities, and visually compare the isochrones of the traveltime maps computed by the solver with these wave fronts.

The medium is discretized in a Cartesian frame with $N_{x}=640$ and $N_{z}=160$ and a $\mathrm{P}^{1}$ approximation, yielding 307200 degrees of freedom. The first computation is performed without any factorization. The second computation uses the factorization technique with the elliptical reference solution from (19) and (20). Since $\epsilon \neq \delta$, the medium is anelliptic, so that the elliptical reference solution does not account for the whole source singularity. However, we observe an improvement of the solution compared to the first computation.

In the third computation, we pre-compute values for the exact anelliptical solution and its spatial derivatives at the points where they are required, and we use them as the reference solution. Since the reference solution and its derivatives are involved inside the integrals of Scheme (23), we must obtain their values at each Gauss point necessary for integral estimation by quadrature rule. We pre-compute these values by retrieving the group angle from the phase angle at a given point iteratively in a similar way as in Qian \& Symes (2001, alg. 1), using the parametric formulation that we mentioned above (see Fig. 8). We then approximate $x$ - and $z$-derivatives using central differences. Once the required values are pre-computed and properly stored, we are able to proceed with the DG solver which calls these values when needed.

Finally, a finite-difference solution is computed inside the same medium using the iterative fast-sweeping factored TTI Eikonal solver detailed in Waheed et al. (2015b) and Tavakoli F. et al. (2015). For that purpose, a finite-difference grid composed of $277 \times 1105$ points is considered, so that the number of degrees of freedom is equivalent to the DG discretization: 306085.

Analytical wave fronts in the whole medium are plotted in Fig. 9. A zoom on the isochrone corresponding to the time $t=2 \mathrm{~s}$ is shown in Fig. 10. There is an obvious improvement between the first computation with no factorization and the second computation which uses the factorization with an elliptical reference solution. The third plot is nearly mingled with the exact solution. This illustrates the great advantage of using pre-computed anelliptical values as the reference solution. Finally, the FD computation, with a comparable number of degrees of freedom, exhibits a solution which is more or less equivalent to the DG computation with the elliptical solution as reference for the factorization. These results illustrate the good behaviour of our solver regarding the TTI configuration. Factorization yields a great


Figure 9. Isochrones of the solutions for the homogeneous TTI medium of Case study 3. Analytical and numerical solutions are superimposed. Isochrones are plotted every second.


Figure 10. Isochrones at $t=2 \mathrm{~s}$ of the solutions for the homogeneous TTI medium of Case study 3. 1: DG computation with no factorization. 2: DG computation with elliptical reference solution. 3: DG computation with anelliptical reference solution. 4: Analytical solution. 5: FD computation.
improvement of the solution, and we have shown that it is possible to use a highly accurate approximation of the anelliptical exact solution as the reference solution for the factorization.

### 5.4 Case study 4: volcano with variable topography

The flexibility of the DG approach and its ability to handle topographies is illustrated with a Gaussian topography simulating a volcanic dome. The TTI model is shown in Fig. 11. A magma chamber is represented by a high-speed zone located at the vertical under the dome. The speed reaches $4 \mathrm{~km} \mathrm{~s}^{-1}$ at its maximum, while it is $2 \mathrm{~km} \mathrm{~s}^{-1}$ away from the high-speed structure. Thomsen's parameters $\epsilon$ and $\delta$ take values respectively 0.4 and 0.2 away from the high-speed structure, while their values decrease inside the magma chamber, reaching 0 at their minimum. The tilt angle $\theta$ follows the topography, its absolute value decreases with depth until 0 at $z=4 \mathrm{~km}$. To compute traveltimes in this medium, a triangular mesh composed of $105442 \mathrm{P}^{1}$ triangular elements is built; a subset of the mesh is shown in Fig. 12. Computations are performed for various source locations, at the surface as well as in depth. Isochrones are superimposed over the velocity model in Fig. 13. In Fig. 14, isochrones are superimposed over the maps of the spatial derivatives of the traveltime, for a source located at $x_{s}=3.04 \mathrm{~km}$, $z_{s}=0.63 \mathrm{~km}$. For this source location, a line of discontinuity of both derivatives is visible on these maps. This discontinuity matches with a singular part of the traveltime field, namely the kink at the junction between the direct wave on the right part and the refracted wave passing through the high-speed structure.

### 5.5 Case study 5: realistic TTI model

In this last case study, we test our solver on the 2-D BP TTI benchmark model from Shah (2007), which is used in the geophysics community for testing and validating modelling tools. The model is described by a highly contrasted $P$-wave velocity over a distance of 79 km and a depth of 11 km and corresponding Thomsen's parameters $\epsilon, \delta$ and tilt angle $\theta$ shown in Fig. 15. In order to mitigate the impact of the discretization, the original model has been smoothed with Gaussian characteristic lengths of 200 m in both $x$ and $z$ directions. The DG solver proceeds over a Cartesian mesh of $179200 \mathrm{P}^{1}$ elements with $N_{x}=1120$ and $N_{z}=160$. The corresponding number of degrees of freedom is 537600 . The same finite-difference solver as in the previous case studies is used for comparison purpose, which proceeds over a $1938 \times 278$ grid, so that the number of degrees of freedom is similar (538 764). We proceed with various source locations, at the surface as well as in depth. Isochrones obtained with the two methods are shown in Fig. 16. In all the cases, they are very similar. The complexity of the medium yields complex propagation phenomena illustrated by the tortuous shape of the isochrones in some parts of the medium. Among many phenomena, we can mention that a refracted wave is visible on top-left part of the first panel (source located at $x_{s}=0 \mathrm{~km}, z_{s}=0 \mathrm{~km}$ ) due to the high-speed salt body at $x=7 \mathrm{~km}$.


Figure 11. The volcano TTI model of Case study 4: (a) vertical velocity, (b) Thomsen's epsilon parameter, (c) Thomsen's delta parameter, (d) tilt angle.


Figure 12. Detail of the triangular mesh built for the volcanic structure of Case study 4 . The topography is sampled by edges of triangles.


Figure 13. Isochrones computed in the volcano model of Case study 4 for several source positions in km: (a) $x_{s}=0, z_{s}=1.3$, (b) $x_{s}=1.7$, $z_{s}=2.2$, (c) $x_{s}=2, z_{s}=0$, (d) $x_{s}=3.04, z_{s}=0.63$, (e) $x_{s}=3.3, z_{s}=3$, (f) $x_{s}=1, z_{s}=4$, (g) $x_{s}=2, z_{s}=3.7$. Isochrones are plotted every 0.1 second.


Figure 14. Maps of spatial derivatives of the traveltime and isochrones superimposed (blue line), computed in the volcano model of Case study 4 for a source point located at $x_{s}=3.04, z_{s}=0.63 \mathrm{~km}$. Top: $x$-derivative. Bottom: $z$-derivative. Isochrones are plotted every 0.1 second.


Figure 15. Smoothed 2-D BP TTI model of Case study 5. From top to bottom: (a) vertical velocity, (b) Thomsen's epsilon parameter, (c) Thomsen's delta parameter, (d) tilt angle.

Isochrones are superimposed over the maps of the spatial derivatives of the traveltime in Fig. 17, for a source located at $x_{s}=33 \mathrm{~km}$, $z_{s}=3 \mathrm{~km}$. A detailed view in a smaller area is shown in Fig. 18. Although the traveltime field is continuous, discontinuities of the spatial derivatives of the traveltime are prominent on these maps. They match with angles observed in the isochrones (singularities). The singularities of the solution are due to the viscosity solution which selects the lowest traveltime value where different phases compete. A line of discontinuity occurs where two branches of the solution meet (shock). Since the directions of propagation from both sides differ, the traveltime derivatives are discontinuous at such shock. The resolution of a shock is related to the size of the element inside which it occurs. Outside of this element, the solution is not affected. We have an illustration of the viscosity solution.

The same computation is performed using $\mathrm{P}^{2}$ elements, with $N_{x}=791$ and $N_{z}=113$, yielding 536298 degrees of freedom. Profiles of the traveltime and its derivatives along $x=47 \mathrm{~km}$ and $z=6.7 \mathrm{~km}$ are shown in Fig. 19. In Fig. 20, the profiles along $x=47 \mathrm{~km}$ of the traveltime derivatives computed with $\mathrm{P}^{1}$ and $\mathrm{P}^{2}$ are compared near the shock occurring at 6.8 km . $\mathrm{P}^{1}$ yields a piecewise constant approximation of the derivatives, whereas $\mathrm{P}^{2}$ yields a piecewise linear one. Regarding the derivatives, the shock is poorly approximated inside the element where it occurs but it does not affect the solution elsewhere. For practical applications, one has to be careful if the solution inside such an element is needed. A criterion based on the variations of the derivatives of the solution could be designed in order to refine the mesh and recompute locally the solution with a better resolution of the shock.

In a finite-difference approach, the traveltime field, as well as its derivatives, are computed at grid points, then interpolated if needed somewhere else, whereas in the DG approach, these quantities are computed everywhere inside each element to a given order of accuracy. We emphasize that no interpolation is required to obtain the maps of Fig. 17 nor the profiles of Figs 19 and 20.

## 6 CONCLUDING REMARKS

We have presented an RK DG method for solving time-dependent Hamilton-Jacobi equations with a point-source condition. The steady state is the solution to the corresponding static Eikonal equation. This high-order accurate, compact and flexible method computes traveltimes and its spatial derivatives in heterogeneous anisotropic media. We emphasize that Scheme (23) is written in a general Hamiltonian formulation, thus it may hold for a large variety of Hamiltonians, opening doors to other types of anisotropy. The extension to 3-D does not introduce new specific methodological issues and is part of a forthcoming work.

The method we have presented is computationally intensive. At each time iteration, every cell of the mesh is updated, while only a small subset of cells is concerned by the front propagation. To give a comparison, the DG computation for one source in Case study 5 took about


Figure 16. Isochrones computed in the smoothed BP TTI model of Case study 5 for several source positions in km : (a) $x_{s}=0, z_{s}=0$, (b) $x_{s}=0, z_{s}=10$, (c) $x_{s}=33, z_{s}=3$, (d) $x_{s}=33, z_{s}=11$, (e) $x_{s}=48, z_{s}=0$, (f) $x_{s}=48, z_{s}=11$, (g) $x_{s}=72, z_{s}=11$, (h) $x_{s}=78, z_{s}=0$. Blue plain line: DG $\mathrm{P}^{1}$ computation. Red dashed line: FD computation. Isochrones are plotted every second.

$\mathrm{s} / \mathrm{km}$
Figure 17. Maps of spatial derivatives of the traveltime and isochrones superimposed (blue line), computed in the smoothed BP TTI model of Case study 5 for a source point located at $x_{s}=33, z_{s}=3 \mathrm{~km}$. $\mathrm{P}^{1}$ computation with $N_{x}=1120$ and $N_{z}=160$. Top: $x$-derivative. Bottom: $z$-derivative. Isochrones are plotted every second.


Figure 18. Maps of spatial derivatives of the traveltime and isochrones superimposed (blue line), computed in the smoothed BP TTI model of Case study 5 for a source point located at $x_{s}=33, z_{s}=3 \mathrm{~km} . \mathrm{P}^{1}$ computation with $N_{x}=1120$ and $N_{z}=160$. Zoom in the $[28,55] \times[0,11]$ rectangle. Top: $x$-derivative. Bottom: $z$-derivative. Isochrones are plotted every second.


Figure 19. Profiles computed in the smoothed BP TTI model of Case study 5 for a source point located at $x_{s}=33, z_{s}=3 \mathrm{~km}$. $\mathrm{P}^{2}$ computation with $N_{x}=791$ and $N_{z}=113$. Profile along $x=47 \mathrm{~km}$ : (a) Traveltime field; (b) $x$-derivative (plain line) and $z$-derivative (dashed line) of the traveltime. Profile along $z=6.7 \mathrm{~km}$ : (c) Traveltime field; (d) $x$-derivative (plain line) and $z$-derivative (dashed line) of the traveltime. These plots highlight the smoothness of the traveltime field compared to its discontinuous derivatives.


Figure 20. Profile of the traveltime derivatives along $x=47 \mathrm{~km}$ computed in the smoothed BP TTI model of Case study 5 for a source point located at $x_{s}=33, z_{s}=3 \mathrm{~km} . \mathrm{P}^{1}$ computation (blue line) and $\mathrm{P}^{2}$ computation (red line) with similar numbers of degrees of freedom. Top lines: $x$-derivative; bottom lines: $z$-derivative. $\mathrm{P}^{1}$ yields a piecewise constant approximation of the derivatives, whereas $\mathrm{P}^{2}$ yields a piecewise linear one. Note the local variation of the viscous solution quite sensitive to the element size and the polynomial interpolation while the solution accuracy is not impacted elsewhere.
fifty minutes on a 2.6 GHz machine with 8 GB of RAM, while the FD computation took 20 seconds with the same number of degrees of freedom. However, in order to provide a more meaningful comparison between methods, we will investigate on the following computational improvements in the future.

We first highlight that, in (23), the evolution of the degrees of freedom in time $\partial_{t} u_{i}^{j}(t)$ of element $K_{i}$ can be computed without knowledge of any $\partial_{t} u_{k}^{j}(t), k \neq i$. Therefore, the DG scheme is easily parallelizable in space as a block-Jacobi method: one can compute $\partial_{t} u_{i}^{j}(t)$ independently for each element $K_{i}$ before updating the solution everywhere.

Another way to deal with the computational cost will be through a different solver for the DG discretization. The new solver would work as a block-Gauss-Seidel method, exploiting the directions of propagation of the solution by a suitable ordering of the elements. The elements of the mesh would then be updated sequentially instead of all together. Some related works in Zhang et al. (2005b); Li et al. (2008); Zhang et al. (2011) draw a path for the integration of a RKDG local solver into a global sweeping procedure in order to reach more rapidly the steady state. Zhang et al. (2005b) embedded a finite-difference fixed-point iterative method inside a Gauss-Seidel sweeping method in order to accelerate the convergence. Extensions of fast-sweeping methods to DG discretizations are performed in Li et al. (2008); Zhang et al. (2011), but only for piecewise-linear Cartesian (implicit) isotropic cases. Applying such a fast-sweeping approach to our DG scheme, we would quickly reach the steady state and hence reduce drastically the computation time, which could eventually attain the same order of magnitude as the FD computation. These expectations prompt us to further investigate this topic in the future.
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## APPENDIX A: EIKONAL DERIVATION IN THE VTI CASE

For a VTI medium, let us find out a first expression of the Hamiltonian. Transverse isotropy involves five independent parameters in the elastic stiffness tensor, which writes
$\mathbf{C}_{\mathrm{TI}}=\left[\begin{array}{cccccc}C_{11} & C_{12} & C_{13} & 0 & 0 & 0 \\ C_{12} & C_{11} & C_{13} & 0 & 0 & 0 \\ C_{13} & C_{13} & C_{33} & 0 & 0 & 0 \\ 0 & 0 & 0 & C_{44} & 0 & 0 \\ 0 & 0 & 0 & 0 & C_{44} & 0 \\ 0 & 0 & 0 & 0 & 0 & \frac{C_{11}-C_{12}}{2}\end{array}\right]$,
where the elastic stiffness components $C_{i j}$ are expressed with the Voigt notation. Christoffel's dispersion relation for an arbitrary direction of propagation for the three wave modes yields

$$
\begin{align*}
& \left(C_{66}\left(n_{x}^{2}+n_{y}^{2}\right)+C_{44} n_{z}^{2}-\rho v^{2}\right) \\
& \left(-C_{13}^{2}\left(n_{x}^{2}+n_{y}^{2}\right) n_{z}^{2}-2 C_{13} C_{44}\left(n_{x}^{2}+n_{y}^{2}\right) n_{z}^{2}+C_{33} C_{44} n_{z}^{4}-C_{44}\left(n_{x}^{2}+n_{y}^{2}\right) \rho v^{2}-C_{33} n_{z}^{2} \rho v^{2}-C_{44} n_{z}^{2} \rho v^{2}\right. \\
& \left.\quad+C_{11}\left(n_{x}^{2}+n_{y}^{2}\right)\left(C_{44}\left(n_{x}^{2}+n_{y}^{2}\right)+C_{33} n_{z}^{2}-\rho v^{2}\right)+\rho^{2} v^{4}\right)=0 . \tag{A2}
\end{align*}
$$

In eq. (A2), $\mathbf{n}=\left(n_{x}, n_{y}, n_{z}\right)$ is the unit vector oriented towards the direction of propagation, and the $z$-axis is the rotation-symmetry axis in the VTI case (Slawinski 2003, p. 229). We now assume that the elastic parameters are invariant along the $y$ direction and we consider a 2-D propagation inside the $x z$-plane, letting $n_{y}=0$. Equation A2 exhibits two factors: the first one corresponding to $S H$ propagation (shear wave propagating inside the $x z$-plane with a purely orthogonal displacement direction parallel to the $y$-axis), and the second one coupling both $q P$ (quasi-pure compressional wave with a displacement direction contained in the $x z$-plane and quasi-parallel to the direction of propagation) and $q S V$ (quasi-pure shear wave with a displacement direction contained in the $x z$-plane and quasi-orthogonal to the direction of propagation) modes. These two factors can be solved independently. We consider here the coupled $P-S V$ mode which contains the compressional mode. The slowness vector $\mathbf{p}=\left(p_{x}, p_{z}\right)$ is defined by
$n_{x}^{2}=v^{2} p_{x}$,
$n_{z}^{2}=v^{2} p_{z}$.
We also define
$V_{P}=\sqrt{\frac{C_{33}}{\rho}}, \quad V_{S}=V_{S V}=\sqrt{\frac{C_{44}}{\rho}}$,

$$
\begin{equation*}
\epsilon=\frac{C_{11}-C_{33}}{2 C_{33}}, \quad \delta=\frac{\left(C_{13}+C_{44}\right)^{2}-\left(C_{33}-C_{44}\right)^{2}}{2 C_{33}\left(C_{33}-C_{44}\right)} . \tag{A4}
\end{equation*}
$$

The quantities $V_{P}$ and $V_{S}$ denote the $P$ - and $S V$-wave velocities along the rotation-symmetry axis, while $\epsilon$ and $\delta$ are known as the Thomsen's parameters (Thomsen 1986). The $P-S V$ Eikonal for 2-D VTI medium can be written as
$a p_{x}^{4}+b p_{z}^{4}+c p_{x}^{2} p_{z}^{2}+d p_{x}^{2}+e p_{z}^{2}-1=0$,
where

$$
\left\{\begin{array}{l}
a=-(1+2 \epsilon) V_{P}^{2} V_{S}^{2},  \tag{A6}\\
b=-V_{P}^{2} V_{S}^{2}, \\
c=-(1+2 \epsilon) V_{P}^{4}-V_{S}^{4}+\left(V_{P}^{2}-V_{S}^{2}\right)\left[V_{P}^{2}(1+2 \delta)-V_{S}^{2}\right], \\
d=V_{S}^{2}+(1+2 \epsilon) V_{P}^{2}, \\
e=V_{P}^{2}+V_{S}^{2} .
\end{array}\right.
$$

## APPENDIX B: EQUIVALENCE OF VTI HAMILTONIANS

The two VTI Hamiltonians (12) and (41) are expected to yield the same steady state. This is demonstrated in this appendix. At steady state, with the notations $X=u_{, x}, z=u_{, z}$, inserting (12) inside (2) writes
$d X^{2}+e Z^{2}+c X^{2} Z^{2}-1=0$.

Adding a term on both sides and rearranging (B1) yields
$1+\frac{1}{4}\left(d X^{2}+e Z^{2}\right)^{2}-d X^{2}-e Z^{2}=\frac{1}{4}\left(d X^{2}+e Z^{2}\right)^{2}+c X^{2} Z^{2}$,
$\left[1-\frac{1}{2}\left(d X^{2}+e Z^{2}\right)\right]^{2}=\frac{d^{2}}{4} X^{4}+\frac{e^{2}}{4} Z^{4}+\left(\frac{d e}{2}+c\right) X^{2} Z^{2}$.
From (11) we get
$\frac{d e}{2}+c=\frac{V_{P}^{4}}{2}(1-2 \epsilon+4 \delta)$,
which is positive in practice for all realistic applications in geophysics. Therefore the square root of (B3) can be taken without loss of generality, yielding
$\sqrt{\frac{1}{4}\left(d X^{2}+e Z^{2}\right)^{2}+c X^{2} Z^{2}}+\frac{1}{2}\left(d X^{2}+e Z^{2}\right)=1$.
Since $d>0$ and $e>0$, the square root can be taken again, and dividing by $\sqrt{d}$, the VTI Hamiltonian (41) is obtained:
$\mathcal{H}_{\mathrm{VTI}}=\frac{1}{\sqrt{d}}\left(\sqrt{\sqrt{\frac{1}{4}\left(d u_{, x}^{2}+e u_{, z}^{2}\right)^{2}+c u_{, x}^{2} u_{, z}^{2}}+\frac{1}{2}\left(d u_{, x}^{2}+e u_{,, z}^{2}\right)}-1\right)$.

## APPENDIX C: LIPSCHITZ CONTINUITY OF THE VTI HAMILTONIAN

With the notations $X=u_{, x}, z=u_{, z}$, for $(X, z) \neq(0,0)$, the derivatives of VTI Hamiltonian (41) write
$\mathcal{H}_{1}(X, Z)=\frac{1}{\sqrt{d}} \frac{d X+\frac{2 c X Z^{2}+d X\left(d X^{2}+e Z^{2}\right)}{\sqrt{\left(d X^{2}+e Z^{2}\right)^{2}+4 c X^{2} Z^{2}}}}{\sqrt{2 \sqrt{\left(d X^{2}+e Z^{2}\right)^{2}+4 c X^{2} Z^{2}}+2\left(d X^{2}+e Z^{2}\right)}}$,
$\mathcal{H}_{2}(X, Z)=\frac{1}{\sqrt{d}} \frac{e Z+\frac{2 c X^{2} Z+e Z\left(d X^{2}+e Z^{2}\right)}{\sqrt{\left(d X^{2}+e Z^{2}\right)^{2}+4 c X^{2} Z^{2}}}}{\sqrt{2 \sqrt{\left(d X^{2}+e Z^{2}\right)^{2}+4 c X^{2} Z^{2}}+2\left(d X^{2}+e Z^{2}\right)}}$.
This yields
$\|\mathcal{H}\|^{2}=\frac{1}{2 d} \frac{\left(d X+\frac{2 c X Z^{2}+d X\left(d X^{2}+e Z^{2}\right)}{\sqrt{\left(d X^{2}+e Z^{2}\right)^{2}+4 c X^{2} Z^{2}}}\right)^{2}+\left(e Z+\frac{2 c X^{2} Z+e Z\left(d X^{2}+e Z^{2}\right)}{\sqrt{\left(d X^{2}+e Z^{2}\right)^{2}+4 c X^{2} Z^{2}}}\right)^{2}}{\sqrt{\left(d X^{2}+e Z^{2}\right)^{2}+4 c X^{2} Z^{2}}+d X^{2}+e Z^{2}}$.
In the elliptical case, $c=0$ thus (C3) simplifies:
$\|\mathcal{H}\|_{\text {ELL }}^{2}=\frac{d^{2} X^{2}+e^{2} Z^{2}}{d^{2} X^{2}+d e Z^{2}}$.
Since $\epsilon \geq 0$, then $d>e$ and we have

$$
\begin{equation*}
\max \|\mathcal{H}\|_{\text {ELL }}=1 \tag{C5}
\end{equation*}
$$

which is obtained for $Z=0$.
In the general anelliptical case, we use the polar coordinate system
$\sqrt{d} X=r \cos \gamma$,
$\sqrt{e} Z=r \sin \gamma$.
Changing variables in (C3) yields

$$
\begin{equation*}
\|\mathcal{H}\|^{2}=\frac{A+B+C}{2 d\left(1+\sqrt{1+\frac{4 c}{d e} \cos ^{2} \gamma \sin ^{2} \gamma}\right)} \tag{C7}
\end{equation*}
$$

with
$A=d \cos ^{2} \gamma+e \sin ^{2} \gamma$,
$B=\frac{d \cos ^{2} \gamma+e \sin ^{2} \gamma+4 c \cos ^{2} \gamma \sin ^{2} \gamma\left(\frac{1}{d}+\frac{1}{e}\right)+\frac{4 c^{2}}{d e} \cos ^{2} \gamma \sin ^{2} \gamma\left(\frac{\cos ^{2} \gamma}{d}+\frac{\sin ^{2} \gamma}{e}\right)}{1+\frac{4 c}{d e} \cos ^{2} \gamma \sin ^{2} \gamma}$,
$C=\frac{2\left(d \cos ^{2} \gamma+e \sin ^{2} \gamma\right)+4 c \cos ^{2} \gamma \sin ^{2} \gamma\left(\frac{1}{d}+\frac{1}{e}\right)}{\sqrt{1+\frac{4 c}{d e} \cos ^{2} \gamma \sin ^{2} \gamma}}$.
Expression (C7) holds for $r \neq 0$. The variable $r$ simplifies so that $\|\mathcal{H}\|^{2}$ is a function of one variable $\gamma$. This function is $\pi$-periodic. Getting back to the Thomsen's parameters $\epsilon$ and $\delta$ using (11), some calculus that we do not reproduce here gives
$\|\mathcal{H}\|^{2}=\frac{D+E}{(2+4 \epsilon)\left(1-\frac{2(\epsilon-\delta)}{1+2 \epsilon} \sin ^{2} 2 \gamma\right)\left(1+\sqrt{1-\frac{2(\epsilon-\delta)}{1+2 \epsilon} \sin ^{2} 2 \gamma}\right)}+1$,
with
$D=\frac{4 \epsilon(\epsilon-\delta)(1+4 \epsilon-2 \delta)}{(1+2 \epsilon)^{2}} \sin ^{2} \gamma \sin ^{2} 2 \gamma+\frac{4(\epsilon-\delta)(\epsilon(1+2 \epsilon)+\epsilon-\delta)}{(1+2 \epsilon)^{2}} \sin ^{2} 2 \gamma-(6 \epsilon-2 \delta) \sin ^{2} \gamma$,
$E=4 \epsilon \sqrt{1-\frac{2(\epsilon-\delta)}{1+2 \epsilon} \sin ^{2} 2 \gamma}\left(\frac{\epsilon-\delta}{1+2 \epsilon} \sin ^{2} 2 \gamma-\sin ^{2} \gamma\right)$.
Since $\epsilon \geq \delta \geq 0$ and assuming (B4) is positive, we have
$\frac{\epsilon-\delta}{1+2 \epsilon} \sin ^{2} 2 \gamma-\sin ^{2} \gamma=\sin ^{2} \gamma\left(\frac{4(\epsilon-\delta)}{1+2 \epsilon}\left(1-\sin ^{2} \gamma\right)-1\right)$

$$
\begin{equation*}
\leqslant \frac{4(\epsilon-\delta)}{1+2 \epsilon}-1 \leqslant 0 \tag{C11}
\end{equation*}
$$

Therefore $E \leq 0$.
To state $D \leq 0$, we define $y=\sin ^{2} 2 \gamma$. Thus

$$
\begin{align*}
D & =y\left(4 A^{\prime} y(1-y)+4 B^{\prime}(1-y)-C^{\prime}\right) \\
& =y\left(-4 A^{\prime} y^{2}+\left(4 A^{\prime}-4 B^{\prime}\right) y+4 B^{\prime}-C^{\prime}\right) \tag{C12}
\end{align*}
$$

with the notations
$A^{\prime}=\frac{4 \epsilon(\epsilon-\delta)(1+4 \epsilon-2 \delta)}{(1+2 \epsilon)^{2}}$,
$B^{\prime}=\frac{4(\epsilon-\delta)(\epsilon(1+2 \epsilon)+\epsilon-\delta)}{(1+2 \epsilon)^{2}}$,
$C^{\prime}=6 \epsilon-2 \delta$.
Since $y \geq 0, D$ is of the sign of the second-order polynomial in $y$ in (C12). Its discriminant writes
$\Delta=16\left(\left(A^{\prime}-B^{\prime}\right)^{2}+A^{\prime}\left(4 B^{\prime}-C^{\prime}\right)\right)=16\left(\left(A^{\prime}+B^{\prime}\right)^{2}-A^{\prime} C^{\prime}\right)$.
Using (C13), we obtain

$$
\begin{align*}
\left(A^{\prime}+B^{\prime}\right)^{2}-A^{\prime} C^{\prime}= & \frac{4(\epsilon-\delta)(3 \epsilon-\delta)}{(1+2 \epsilon)^{2}}(4(\epsilon-\delta)(3 \epsilon-\delta)-2 \epsilon(1+4 \epsilon-2 \delta)) \\
= & \frac{4(\epsilon-\delta)(3 \epsilon-\delta)}{(1+2 \epsilon)^{2}}(2 \epsilon(2 \epsilon-4 \delta-1)-4 \delta(\epsilon-\delta)) \\
& \leqslant 0 \tag{C15}
\end{align*}
$$

since (B4) is positive. It follows that $D \leq 0$.

