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ABSTRACT

This paper shows the results of our research on paramet-
ric control of the singing voices distortion. Specifically, we
present a real-time software device that allows the manip-
ulation and control of vocal roughness. The compositional
interest to work with classically trained opera singers and
with vocal distortion led us to start a research in the sig-
nal processing domain. The need has been to develop a
tool that could facilitate the production of distorted sounds
without the direct effort of the singer. In that way, the
singer can perform a non distorted or lightly distorted sound,
and the software tool will recreate or magnify in real-time
the distorted part.

1. INTRODUCTION

The vocal extended techniques and distortion have been
widely used in the musical and theatrical contexts for many
decades. There are many works that thematize or use dif-
ferent types of distortions, or extended techniques con-
nected to the production of noise, and the list of composers
that worked on the voice’s transformation in an unconven-
tional creative ways is very long. Karlheinz Stockhausen
(Spirale), Peter Maxwell Davies (Eight Songs for a Mad
King), Helmut Lachenmann (TemA), and in recent years
Georgia Spiropoulos (Les Bacchantes) are just few exam-
ples. There are other contexts in which the distortion is part
of vocal sound palette, for example it is known as ’growl’
in some pop music milieu. In this paper, the distortion has
been part of the authors’ wider research on vocal extended
techniques connected to the vibrato. The specific study
of the distortion started with the encounter and the close
work with the mezzo-soprano Marie-Paule Bonnemason,
who had both a classical opera vocal training, and a deep
connection with Roy Hart 1 vocal techniques and with the
Panthéâtre 2 as well. Since then, if the main goal has been
to enlarge the classical vocal possibilities, the distortion is
not intended as a color or gesture, or as a theatrical effect,

1 http://roy-hart-theatre.com/legacy/
2 https://www.pantheatre.com/2-voix-fr.html

Copyright: c©2018 Marta Gentilucci et al. This is an open-access article
distributed under the terms of the Creative Commons Attribution License
3.0 Unported, which permits unrestricted use, distribution, and reproduc-
tion in any medium, provided the original author and source are credited.

but as a sound quality that can be composed as much as
the harmony, rhythm, pitch, etc. By working with other
classical singers, it has become evident that the fragility
and the difficulties of stable completely controllable dis-
torted sounds, make their use a challenge for any singer
who did or did not have a specific training. Furthermore,
there are physical limitations of the vocal folds, for exam-
ple the amount of time in which a classical singer can hold
or reproduce repeatedly distorted sounds, or the rapid alter-
nation between distorted and not distorted sound in differ-
ent vocal ranges. The first explicit use of the distortion in
Marta Gentilucci’s work, appears in Auf die Lider (2016),
for soprano, percussion and electronic.

Figure 1: Score excerpt from Auf die Lider (2016), for so-
prano, percussion and electronic.

Here the natural distorted voice is introduced and accom-
panied by the percussionist, who plays a cymbal with a
bow, producing a distorted sound rich in high harmonics.
If these sounds are not available and feasible for every clas-
sical singer, the necessity has been to find alternative ways
to produce the distortion digitally, and to help the singer
during the performance. Then, two main questions arouse:
how can a composer write a score for a classical singer,
that is not limited to the traditional vocal sounds, but that
integrates the use of the distortion in a feasible way? How
can distorted sounds, by nature fragile and unstable, be
manipulated and steadily controlled? The results of this
interdisciplinary collaboration across composition, signal
processing and computer music design, allows to answer
these questions with a research that open a new perspec-
tive on sound distortion through live signal processing of
roughness.

The paper has the following structure: section 2 is a state-
of-the-art about the roughness and its synthesis/transformation,

mailto:marta@martagentilucci.com
mailto:luc.ardaillon@ircam.fr
mailto:marco.liuni@ircam.fr
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/


while section 3 details the methods and implementation of
the real-time software tool, with some examples of the ob-
tained results (section 3.3), followed by some conclusions
in section 4.

2. SYNTHESIS AND TRANSFORMATION OF
VOCAL ROUGHNESS

In the spectral domain, a rough voice is characterized by
a low Harmonic-to-Noise Ratio (HNR) [1, 2], with the
presence of noise and subharmonics (sinusoids present be-
tween the harmonics of the voice) [3, 4, 5, 6]. In some
more extreme examples of vocal roughness, the sound be-
comes completely noisy and it is not even possible to iden-
tify a pitch in the signal [5].
In the time domain, rough voices are mainly characterized
by the presence of important degrees of jitter and shim-
mer [6, 7, 8]. Jitter can be defined as a period-to-period
irregularity of pitch (each pitch cycle may have a differ-
ent duration), while shimmer is defined as period-to-period
amplitude variations (each glottal pulse may have a dif-
ferent amplitude). In some cases, one can observe some
macro-pulses, where a macro-pulse is a group of pulses
(with varying shapes and amplitudes) that exhibit a cer-
tain periodicity at a lower rate than the real f0 [5]. Rough
voices may also be more or less stable, and in some cases
(e.g. in screamed voices) present bifurcations, defined as
sudden and uncontrolled transitions between different vi-
bratory behaviors (e.g. different number of sub-harmonics)
and possibly to a chaotic regime [9, 4, 10].

From the perceptual point of view, the perception of rough-
ness is related to the ability of the auditory system to per-
ceive and resolve close individual sinusoids presented to-
gether, as explained in [11]”The condition for our ability
to hear one of 2 equally strong spectrum partials as an
individual tone is that they are separated by at least one
critical band. [...] All pairs of partials that are similar in
amplitude and separated by less than a critical band con-
tribute to the roughness of the timbre. If the pair of partials
is high in amplitude, the contribution is substantial.” This
explains for instance why the presence of sub-harmonics
in the voice spectrum is perceived as roughness. Similar
conclusions were drawn in [12] from the study of ampli-
tude and frequency-modulated tones, which adds that ”the
entire roughness is composed of the partial roughnesses
which are contributed by adjacent critical bands”.

As vocal roughness covers multiple different voice qual-
ities, several approaches may be used to model each voice
quality. In [5], the author classified roughness-related vo-
cal effects found in different singing styles, denoted as
”Extreme Vocal Effects”, into 5 categories (rattle, distor-
tion, growl, grunt, and scream, from the softest to the more
extreme), giving a description and musical references for
each. Based on the Wide-band Harmonic Sinusoidal Mod-
eling algorithm [13], the author tried to reproduce those
effects, from the analysis of recordings, by a combination
of various treatments: global stretching of the spectral en-
velope; spectral filtering to introduce macro-pulses (using
a different filter for each glottal pulse); addition of noise
based on phase randomization; addition of pitch variations
(jitter); and a negative gain on the fundamental. Each one

on those parameters has a different setting, depending on
the effect to be produced.
In [14], the author proposed 2 approaches to create such ef-
fects. The first approach consists in transposing down the
original signal by a certain number of octaves, then shifting
and scaling several copies of this transposed signal with
various delays and gains values with a certain amount of
randomness (to introduce jitter and shimmer), and finally
summing them together.
The second approach presented in [14] consists in adding
sub-harmonics to the signal directly in the frequency do-
main, based on the phase vocoder. In this approach, sub-
harmonics are added only in the range [f0-8kHz]. The
phase and amplitude patterns of these sub-harmonics are
imposed based on the analysis of real growl sounds.
Another frequency-domain approach is presented in [6],
where authors proposed to use spectral morphing to mix
an original ”clean” voice to be transformed with a sam-
ple of rough voice with the desired voice quality. This is
achieved by first inverse filtering the rough sound by its
spectral envelope to get a residual signal, apply the tar-
get f0 curve by time-domain resampling, filtering it back
with the spectral envelope of the original clean sound, and
finally transforming the harmonics in order to match the
phases and amplitudes of the original sound. The rough
source can also be looped if necessary to match the target
duration.
Other approaches are based exclusively on jitter and shim-
mer modeling, for transforming speaking or singing voices.
In [7], jitter is defined as the average intensity in a band
around the fundamental in the spectrum of a normalized
pitch contour. The jitter can thus be introduced or modi-
fied by changing the mean and variance of the energy in
this band.
In [15], a generative model based on statistical analysis of
natural hoarse voices is used to modify the jitter and shim-
mer properties of a modal (or ”clean”) voice. The jitter is
first obtained by high-pass filtering the f0 contour. Then
some statistics are extracted on the degree of jitter and the
numbers of consecutive pitch cycles without alternations
of the jitter derivative. ”Jitter banks” are built to store the
original pitch variations due to the jitter. Then, based on
these statistics and jitter banks, a new pitch curve including
jitter can be generated and applied by time-domain resam-
pling of each individual pitch cycle obtained by a pitch-
synchronous analysis (using envelope preservation).

3. A REAL-TIME PARAMETRIC TOOL FOR
VOCAL DISTORTION

Analysis and synthesis of singing voice techniques linked
to rough vocalizations, like growl or distortion, are ex-
tremely challenging, as roughness is generated by highly
unstable modes in the vocal fold and tract. For a composer,
having a mean to parametrically control a distortion effect
implies the possibility to deeply explore such techniques
with a significant reduction of the singer’s effort, as well
as a precise tool to represent and characterize such vocals,
that can help the definition of new strategies for roughness
and distortion notation in a score.

Moreover, having a real-time software allows to apply the



effect during rehearsals or live performances. Being an
additive technique (see section 3.1), this effect allows also
to create acoustical illusions on a natural singing voice, by
simply placing a loudspeaker close to the interpreter.

3.1 F0-driven amplitude modulations

Our approach to model such effects parametrically is based
on a simple amplitude modulation and time-domain filter-
ing to efficiently add sub-harmonics in the original signal.
Amplitude modulation simply consists in multiplying in
the time-domain a carrier signal with a modulating signal
that has a lower frequency and an amplitude varying in the
range [0-1], centered around 1.
Let xc(t) = Ac cos(ωct) be the carrier signal, with an an-
gular frequency ωc and an amplitude Ac, and xm(t) =
1 + h cos(ωmt) be the modulating signal with an angular
frequency ωm and a modulation depth h ∈ [0 − 1] (also
called the modulation index). We then have, as a result of
the modulation:

y(t) = xm(t)xc(t)
= (1 + h cos(ωmt))Ac cos(ωct)
= Ac cos(ωct) +Ach cos(ωmt) cos(ωct)
= Ac cos(ωct) +

Ach
2 cos((ωc + ωm)t)

+Ach
2 cos((ωc − ωm)t)

= xc(t) + y+(t) + y−(t)

(1)

The resulting signal thus contains the original sinusoidal
carrier signal xc(t), and 2 new sinusoids:

y+(t) =
Ach

2
cos((ωc + ωm)t) ,

y−(t) =
Ach

2
cos((ωc − ωm)t) ,

with amplitudes Ach
2 at frequencies ωc+ωm and ωc−ωm.

Now, let’s consider xc(t) being a voice signal, approxi-
mated by a simple sum of N harmonic sinusoids: xc(t) =∑N

i=1Ai cos(iω0t) (where ω0 = 2πf0). The result of the
modulation of this signal by xm(t) would simply be the
sum of each harmonic modulated individually:

y(t) = xm(t)xc(t)

= xm(t)
∑N

i=1Ai cos(iω0t)

=
∑N

i=1 xm(t)Ai cos(iω0t)

= xc(t) +
∑N

i=1(y+i
(t) + y−i

(t))

(2)

with
y+i(t) =

Aih

2
cos((iω0 + ωm)t) ,

y−i
(t) =

Aih

2
cos((iω0 − ωm)t) .

By choosing an appropriate value for ωm, it is thus possi-
ble to generate sub-harmonics between each harmonics at
frequencies iω0 ± ωm, the distance of each sub-harmonic
to its related harmonic i being thus equal to ωm. Thus, set-
ting ωm = ω0

k , this would generate a pair of sub-harmonics
around each harmonic at iω0 ± ω0

k .
A particular case is ωm = ω0

2 where the upper sub-harmonic
generated by the ith harmonic and the lower sub-harmonic

generated by the (i+1)th harmonic have the same frequency
(iω0+ωm = (i+1)ω0−ωm). This results in a single sub-
harmonic being generated between each pair of harmonics
(as can be often observed on real signals).
It is also possible to use a sum of sinusoids for the modu-
lating signal, in order to generate more sub-harmonics:

xm(ω0, t) = 1 +

K∑
k=1

hk cos(
ω0

k
t) (3)

For instance, in order to generate 3 equally-spaced sub-
harmonics, one may use the sum of 2 sinusoids at ω0/2
and ω0/4.

Note that in terms of signal’s characteristics, temporal
amplitude modulation can be related to some kind of shim-
mer (in this case with a regular periodic pattern and not
random variations, as the modulation frequency is directly
related to the f0). Sub-harmonics may also be obtained
using frequency modulation (which would then be rather
related to jitter). In [16], the author states that such non-
linear combination of 2 signals with amplitude and phase
modulations produce lateral waves and relates this phe-
nomena as an evidence of coupling between the 2 vocal
folds. However, frequency modulation generates an in-
finite series of sub-harmonics (lateral waves) with more
complex amplitude relations, which are thus more com-
plex to control for our purpose.

However, using only this modulation doesn’t result in a
natural-sounding voice signal. The reason for this is that
the amplitudes of the lowest sub-harmonics (and especially
that of the first one, below the fundamental) are too high.
Observing real signals, one can see that the amplitudes are
usually much lower for the lowest sub-harmonics.
It is thus necessary to high-pass filter the sub-harmonics.
As the original signal xc(t) is fully preserved in the mod-
ulated signal, the generated sub-harmonics can easily be
isolated by simply subtracting this original signal from the
modulated one: ysub(t) = y(t) − xc(t). Once the sub-
harmonics have been isolated, they can be high-pass fil-
tered before being added back to the original signal by a
simple summation. We thus obtain the final rough voice
signal as:

yrough(t) = xc(t) + αyHP
sub (t) (4)

where yHP
sub (t) denotes the high-pass filtered sub-harmonics,

and α > 0 is a mixing factor.
The chosen parameters should vary to give various de-

grees and qualities of roughness, depending on the desired
effect. Especially, mixing factor α (or equivalently the
modulation index) could be adjusted to obtain a more or
less intense effect. According to our observations on var-
ious recordings, it appears that real voices usually contain
from 1 to 5 equally-spaced sub-harmonics.
From the physiological point of view, the amplitude mod-
ulation may possibly be related to the interaction between
the vocal folds and other vibrating supra-glottal structures
such as the ventricular folds. For instance in [10], the au-
thor observed vibrations of the ventricular folds at frequen-
cies f0/2 or f0/3, which may then modulate the original



sound wave generated by the vocal folds. But it remains
unclear how the high-pass filtering of the sub-harmonics
relates to the voice physiology.
Using appropriate settings, this simple approach has proved
to give very natural results on several examples. Some
subjective listening tests are planned to evaluate the nat-
uralness and perception of the sounds produced. As rough
voices are usually related to a rather high vocal effort, those
effects should however better be applied on voices that are
already tense or loud to obtain natural results.

The presented approach is suitable for generating sounds
with stable sub-harmonics. However, for more unstable
types of rough voices, the number of sub-harmonics and
the modulation parameters can be changed along time to
create bifurcations between different regimes. It is also
possible to introduce some degree of noise in the modulat-
ing signal, in order to obtain more chaotic signals.

3.2 Real-time implementation

Although other approaches had been proposed in the lit-
terature to generate sub-harmonics to create roughness in
voice (e.g. [5, 14, 6]), the main advantage of this new ap-
proach, beyond its simplicity and the naturalness of the re-
sults obtained, is its efficiency. The only operations re-
quired to apply this effect are one multiplication for the
amplitude modulation, a subtraction to isolate sub-harmonics,
a few multiplications and additions for the filtering (de-
pending on the order of the filter), and an addition and a
multiplication for the final mixing step. This thus makes
this approach especially suitable for real-time, to be used
as an audio effect on a real voice.

A real-time implementation of this algorithm, called an-
gus 3 , has thus been implemented as an open source patch
based on the closed source software Max 4 . The most
computationally-heavy step for applying this effect in real-
time is the f0 estimation, that is necessary for setting ap-
propriate frequencies for the modulating signal. We used
for this a real-time implementation 5 of the yin algorithm
[17], which allowed us to implement the effect with no au-
dible latency. The main parameters of this software tool
are :

• the number of amplitude modulators, each one with
independent depth and high-pass filtering of the gen-
erated sidebands; the modulators’ frequencies vary
as sub-multiples of the estimated f0 (i.e., given N
modulators, frequencies are f0/2, (...), f0/(N+1)).

• A temporal envelope to dynamically control the ef-
fect’s level.

• The possibility to add noise on the modulators’ fre-
quencies, by specifying a parameter noise amp that
is multiplied by the estimated f0 and then by the
noise value itself (varying between 0 and 1 at the au-
dio sample rate). This noise component can be then

3 http://forumnet.ircam.fr/product/angus/
4 https://cycling74.com/
5 http://forumnet.ircam.fr/product/

max-sound-box-en/

low-pass filtered, with the parameter noise smooth
specifying the period of the filter in milliseconds.

All of these parameters can be organized in presets and
subsequently recalled and interpolated in real-time. To
avoid discontinuities in the generated spectra when apply-
ing presets with different numbers of modulators, angus
automatically generates smooth transitions between close
sub-harmonics, controlled by a further time parameter spec-
ifying the transition’s duration.

3.3 Results and examples

The proposed examples have all been realized with angus,
and are available at the following url:
http://www.martagentilucci.com/ICMC_2018/

To clarify the testing process, we chose a soprano who
sings a F#4 (figure 2) with little or no vibrato, and no
distortion. The first step has been to apply three presets
progressively to the original sound: the first one has three
modulators, that result in adding to the fundamental three
pairs of sidebands (sub-harmonics); the second has only
one modulator, the third again three. Here, all the mod-
ulators’ frequencies change with no interpolation (figure
3). The obtained sound results artificial and static, with an
abrupt transition from a state to another.

Figure 3: Spectrogram centered around the fundamental fre-
quency of the F#4 note, applying three presets progres-
sively, with no interpolation.

Smooth transitions between the sidebands are obtained
with a transition duration of 100 ms (figure 4). This kind
of preset, when associated to an adapted time envelope of
the overall level of the effect, can generate natural growl-
like transformations of the natural voice. However, a sense
of steadiness and unnatural unfold of the sound could ap-
pear.

Figure 4: Spectrogram the F#4 note, applying three presets
progressively, with a smooth transition in 100 ms.

If we look at the original distorted vocal sound of a so-
prano who sings a G#5 note (figure 5), we can observe
that the sidebands behavior is less ordered and much more
chaotic. We also observe that there is more energy around
the fundamental frequency, especially at the beginning where
it is lightly unstable.

http://forumnet.ircam.fr/product/angus/
https://cycling74.com/
http://forumnet.ircam.fr/product/max-sound-box-en/
http://forumnet.ircam.fr/product/max-sound-box-en/
http://www.martagentilucci.com/ICMC_2018/


Figure 2: Spectrogram of a F#4 note sung by a soprano, no vibrato and no distortion.

Figure 5: Spectrogram of a distorted vocal sound produced
by a soprano who sings a G#5 note.

To reproduce a similar chaotic behavior of the sidebands,
we tested several noise amp factors between 1 and 5 for
the noise component of the modulator’s frequencies, and
noise smooth between 0 and 200 ms for low-pass filtering
(figure 6).

Figure 6: Spectrogram of the F#4 note, with a multiplication
factor of 5, and 200 ms low-pass filtering.

The turning point for our research has been when we
added a higher number of sub-harmonics (between 5 and
25), and we dynamically changed the modulators number
as well as the transition time between 100 and 500 ms (fig-
ure 7).

Figure 7: Spectrograms of the G#5 note. Top: natural voice
with no distortion. Bottom: transformation with a noise
multiplication factor of 5, a number of modulators dynam-
ically changing between 5 and 25, and transition time be-
tween 100 and 500 ms .

The natural development of our research will be to adapt
the parameters to a specific musical situation and to a spe-
cific voice. Only by mixing and calibrating the number of
subharmonics, the noise ratio and the transitions between
different subharmonics settings to a particular voice, we
can obtain a sound that is similar to an actual distorted
singing voice .

4. CONCLUSIONS

The goal of our research has been to investigate the dis-
tortion of the signing voice. Specifically, we wanted to
facilitate the singer and allow him or her to sing without
any or little vocal effort to produce distorted sounds. The
real-time software tool we built allows the production and
control of vocal distortion without having the singer to pro-
duce it directly. To improve the sound quality of the tool,
a effective strategy consists in integrating compression and
reverb to the processing chain. Because our tool does not
depend on the spectral characteristics of the input sound
but only on its fundamental frequency, its use can easily be
extended to non vocal monodic sounds. The current model
operates as synthesis tool with manual adjustment of all
parameters. As future developments, we aim to extend it
to an analysis-synthesis model that allows the automatic



analysis of a target sound (the model) and the synthesis
applied to a chosen sound source.
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