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BANDWIDTH SELECTION FOR THE WOLVERTON-WAGNER ESTIMATOR

FABIENNE COMTE* AND NICOLAS MARIE**

Abstract. For $n$ independent random variables having the same Hölder continuous density, this paper deals with controls of the Wolverton-Wagner’s estimator MSE and MISE. Then, for a bandwidth $h_n(\beta)$, estimators of $\beta$ are obtained by a Goldenshluger-Lepski type method and a Lacour-Massart-Rivoirard type method. Some numerical experiments are provided for this last method.
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1. Introduction

Consider $n \in \mathbb{N}^*$ independent random variables $X_1, \ldots, X_n$ having the same probability distribution of density $f$ with respect to Lebesgue’s measure.


$$\hat{f}_{n,h}(x) := \frac{1}{nh} \sum_{k=1}^{n} K \left( \frac{X_k - x}{h} \right) ; x \in \mathbb{R},$$

where $h > 0$ and $K : \mathbb{R} \to \mathbb{R}_+$ is a kernel. In 1969, Wolverton and Wagner introduced in [14] a variant of $\hat{f}_{n,h}(x)$ defined by

$$\hat{f}_{n,h_n}(x) := \frac{1}{n} \sum_{k=1}^{n} \frac{1}{h_k} K \left( \frac{X_k - x}{h_k} \right),$$
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where \( h_n = (h_1, \ldots, h_n) \) and \( 0 < h_n < \cdots < h_1 \). Thanks to its recursive form, this type of estimator is well-suited to online treatment of data: by denoting \( h_{n+1} = (h_1, \ldots, h_n, h_{n+1}) \),

\[
\hat{f}_{n+1, h_{n+1}}(x) = \frac{n}{n+1} \hat{f}_n(x) + \frac{1}{(n+1)h_{n+1}} K \left( \frac{X_{n+1} - x}{h_{n+1}} \right).
\]

Thus, up-dating the estimator when new observations are available is easy and fast.

We can mention here that several variants or generalizations of the Wolverton and Wagner (WW) estimator have been proposed: see Yamato [15], Wegman and Davies [13], Hall and Patil [5]. They were studied from almost sure convergence point of view, or asymptotic rates of convergence under fixed regularity assumptions. We choose to focus on Wolverton and Wagner estimator but our results and discussions may be applied to these.

Theoretical developments concerning either classical Parzen-Rosenblatt or WW recursive kernels estimators occurred recently following different and independent roads. On the one hand, several recent works are dedicated to efficient and data-driven bandwidth selection, see Goldenshluger and Lespki [4] and several companion papers by these authors, or Lacour et al. [7] who proposed a modification of the method. The original Goldenshluger and Lespki (GL) method was difficult to implement because it turned out to be numerically consuming and with calibration difficulties, see Comte and Rebafka [3]. This is why the improvement proposed in Lacour et al. [7] has both theoretical and practical interest. On the other hand, the increase of computer speed and of data sets sizes made fast up-dating of estimators mandatory. The theoretical developments in this context are in the field of stochastic algorithms (see e.g. Mokkadem et al. [9]) or in view of specific applications (see Bercu et al. [2]).

Bandwidths have to be chosen for WW estimators as for Parzen-Rosenblatt ones, and this choice is crucial to obtain good performances. This is why we propose to extend to this context general risk study as described in Tsybakov [12] and the GL method as improved by Lacour et al. [7]. More precisely, considering for instance \( h_k = k^{-\gamma} \) for a parameter \( \gamma > 0 \) in formula (1), we study adaptive selection of \( \gamma \). We prove risk bounds for the Mean Integrated Squares Error (MISE) of the resulting estimator \( \hat{f}_{n, h_n} \) where \( \hat{h}_n = (\hat{h}_1, \ldots, \hat{h}_n) \) and \( \hat{h}_k = k^{-\gamma} \).

Amiri [1] proved that for \( f \) with regularity 2 and an adequate choice of the bandwidth, Parzen-Rosenblatt’s estimator had asymptotical smaller risk than the WW estimator. We propose an empirical finite sample study of this question, together with an interesting insight on the gain brought by higher order kernels. Now, clearly, plugging \( \tilde{\gamma}_n = \tilde{\gamma}(X_1, \ldots, X_n) \) in the estimator makes the recursivity fail. Therefore, an adequate strategy is required, either with initial estimation of \( \gamma \) on the first n-sample and recursive up-dating relying on this "frozen" value on the following N-sample, or with adequate matrix updating for \( \tilde{\gamma}_{n+1} \) selection. This is what is experimented in our final section, and empirically illustrated and discussed.

This paper provides in Section 2 controls of the MSE and of the MISE of the estimator \( \hat{f}_{n, h_n} \) under general regularity conditions on \( f \). Then, in Section 3, the well-known Goldenshluger-Lepski’s bandwidth selection method for Parzen-Rosenblatt’s estimator is extended to Wolverton-Wagner’s estimator. Lastly, an estimator in the spirit of Lacour et al. [7] is studied from both theoretical and practical point of
view in Section 4. In particular, a recursive global strategy is proposed. Concluding remarks are given in Section 5. Section 6 deals with the proof of Proposition 4.2 which provides a suitable control of the MISE of the adaptative estimator obtained via the LMR-type selection method. All the other proofs are relegated in a supplementary material document.

Notations:

1. Consider $\alpha \in (0, 1)$. The space of $\alpha$-Hölder continuous functions from $\mathbb{T}$ into $\mathbb{R}$ is denoted by $C^\alpha(\mathbb{T})$ and equipped with the $\alpha$-Hölder semi-norm $\| \cdot \|_\alpha$ defined by
   $$\| \varphi \|_\alpha := \sup_{x, y \in \mathbb{T}, x \neq y} \frac{|\varphi(y) - \varphi(x)|}{|y - x|^\alpha}; \forall \varphi \in C^\alpha(\mathbb{T}).$$

2. Let $\beta, L > 0$, and $\mathbb{T}$ an interval of $\mathbb{R}$. The Hölder class $\Sigma(\beta, L)$ on $\mathbb{T}$ is the set of functions $\varphi : \mathbb{T} \to \mathbb{R}$ such that $\varphi^{(\ell)}$, where $\ell := \lfloor \beta \rfloor$, is the greatest integer less than or equal to $\beta$, exists and satisfies $\|\varphi\|_{\beta - \ell} \leq L$.

3. Let $\beta, L > 0$. The Nikol’ski class $\mathcal{H}(\beta, L)$ is the set of function $\varphi : \mathbb{R} \to \mathbb{R}$ such that $\varphi^{(\ell)}$ exists and satisfies
   $$\left[ \int_{-\infty}^{\infty} \left( \varphi^{(\ell)}(x + t) - \varphi^{(\ell)}(x) \right)^2 dx \right]^{1/2} \leq L|t|^\beta, \; \forall t \in \mathbb{R}.$$

4. For every square integrable function $f, g : \mathbb{R} \to \mathbb{R}$, $\| f \|_2 = \int_{-\infty}^{\infty} f^2(x) dx$, $\langle f, g \rangle = \int_{-\infty}^{\infty} f(x)g(x)dx$, and
   $$\langle f * g \rangle(x) := \int_{-\infty}^{\infty} f(x-y)g(y)dy ; \; x \in \mathbb{R}.$$

5. $K_\varepsilon := (1/\varepsilon)K(\varepsilon/\varepsilon)$ for every $\varepsilon > 0$.

The definitions of $\Sigma(\beta, L)$ and $\mathcal{H}(\beta, L)$ can be found in Tsybakov (2009, Chapter 1).

2. Bounds on the MSE and the MISE of Wolverton-Wagner’s estimator

Consider $\beta > 0$ and $l := \lfloor \beta \rfloor$. Throughout this section, the map $K$ fulfills the following assumption.

**Assumption 2.1.** The map $y \in \mathbb{R} \mapsto y^i K(y)$ is integrable for every $i \in \{0, 1, \ldots, l\}$,

$$\int_{-\infty}^{\infty} K(y)dy = 1, \quad \int_{-\infty}^{\infty} K^2(y)dy < +\infty, \quad \int_{-\infty}^{\infty} |z|^\beta |K(z)|dz := C_\beta(K) < +\infty,$$

and

$$\int_{-\infty}^{\infty} y^i K(y)dy = 0, \; \forall i \in \{1, \ldots, l\}.$$

Let us establish a control of the MSE of Wolverton-Wagner’s estimator under the following condition on $f$.

**Assumption 2.2.** The map $f$ belongs to the Hölder ball $\Sigma(\beta, L)$.

**Proposition 2.3.** Under Assumptions 2.1 and 2.2, there exists a constant $c > 0$, such that for all $x \in \mathbb{T}$

$$\mathbb{E}(\hat{f}_{n,h_n}(x) - f(x))^2 \leq \frac{c}{n^2} \left( \sum_{k=1}^{n} \frac{h_k^\beta}{l!} + \sum_{k=1}^{n} \frac{1}{h_k} \right),$$

where $c$ depends on $\beta, L, \|K\|_2$ and $C_\beta(K)$ (but not on $n$ and $h_1, \ldots, h_n$).
Now, let us establish a control of the MISE of Wolverton-Wagner’s estimator under Nikolski’s condition on \( f \).

**Assumption 2.4.** The map \( f \) belongs to the Nikol’ski ball \( H(\beta, L) \).

**Proposition 2.5.** Under Assumptions 2.1 and 2.4, there exists a constant \( c > 0 \), such that

\[
\int_{-\infty}^{\infty} \mathbb{E}(|\hat{f}_{n,h_n}(x) - f(x)|^2) dx \leq c \frac{1}{n^2} \left( \sum_{k=1}^{n} \frac{h_k^\beta}{(l-1)!} + \sum_{k=1}^{n} \frac{1}{h_k} \right),
\]

where \( c \) depends on \( \beta, L, \|K\|_2 \) and \( C_\beta(K) \) (but not on \( n \) and \( h_1, \ldots, h_n \)).

**Remark.** Assumptions 2.1, 2.2 and 2.4 are standard for density estimation, see Tsybakov [12]. Moreover, if we set \( h_k = h \), we recover the results stated in Section 1.2.1 for Proposition 2.3 and in Theorem 1.3 for Proposition 2.5 in Tsybakov ([12] (that is a squared bias term of order \( h^{2\beta} \) and a variance term of order \( 1/(nh) \)).

The estimator is consistent if the risk tends to zero when \( n \) grows to infinity, that is if \( (1/n^2) \sum_{k=1}^{n} h_k^{2\beta} \) and \( (1/n^2) \sum_{k=1}^{n} \frac{1}{h_k} \) tend to 0 when \( n \) tends to infinity.

Let us consider \( h_k = k^{-\gamma} ; k \in \{1, \ldots, n\} \)

and, for this collection of bandwidths, set

\[
\mathbb{B}_n(\gamma) := \frac{1}{n^2} \sum_{k=1}^{n} h_k^{2\beta} \quad \text{and} \quad \mathbb{V}_n(\gamma) := \frac{1}{n^2} \sum_{k=1}^{n} \frac{1}{h_k}
\]

with \( \gamma \in (0, 1) \) (otherwise \( \mathbb{B}_n(\gamma) \) or \( \mathbb{V}_n(\gamma) \) cannot tend to zero). Then

\[
\mathbb{B}_n(\gamma) = O \left( \frac{1}{n^{2\gamma}} \right) \quad \text{if} \quad \gamma \beta > 1 \quad \text{and} \quad \mathbb{B}_n(\gamma) = O \left( \frac{1}{n^{2\gamma\beta}} \right) \quad \text{if} \quad \gamma \beta < 1
\]

with the intermediate case

\[
\mathbb{B}_n(\gamma) = O \left( \frac{\log(n)}{n^{2\gamma}} \right) \quad \text{if} \quad \gamma \beta = 1.
\]

Indeed, if \( \gamma \beta < 1 \), then

\[
\mathbb{B}_n(\gamma) = \left| \frac{1}{n} \sum_{k=1}^{n} k^{-\beta} \right|^2 = n^{-2\beta} \left| \frac{1}{n} \sum_{k=1}^{n} \left( k/n \right)^{-\beta} \right|^2 \sim n^{-2\gamma \beta} (1 - \gamma \beta)^2.
\]

On the other hand,

\[
\mathbb{V}_n(\gamma) = O(n^{\gamma - 1}).
\]

As a consequence, we have the following result:

**Corollary 2.6.** Under Assumptions 2.1 and 2.4, choosing

\[
h_k = k^{-\gamma} ; k \in \{0, 1, \ldots, n\}, \quad \text{with} \quad \gamma = \frac{1}{2\beta + 1}
\]

yields the rate

\[
\sup_{f \in H(\beta, L), f \geq 0, f \equiv 1} \int_{-\infty}^{\infty} \mathbb{E}(|\hat{f}_{n,h_n}(x) - f(x)|^2) dx \leq c n^{-\frac{2\beta}{2\beta + 1}},
\]

where \( c = c(\beta, L, K) \) is a positive constant depending on \( L, \beta \) and the kernel \( K \), but not on \( n \).
Clearly, this is the optimal rate in the minimax sense, see Goldenshluger and Lepski [4] and the references therein. The bounds are uniform on the set of densities belonging to the ball $H(\beta, L)$.

**Proof.** Consider

$$\varphi_n(\gamma) := n^{-2\gamma \beta} + n^{\gamma - 1}.$$ 

Then,

$$\frac{\partial \varphi_n(\gamma)}{\partial \gamma} = \log(n)(-2\beta e^{-2\beta \log(n)} + e^{(\gamma - 1) \log(n)}).$$

Moreover, $\partial_\gamma \varphi_n(\gamma) = 0$ if and only if,

$$\gamma = \frac{1}{2\beta + 1} + \frac{\log(2\beta)}{\log(n)(1 + 2\beta)} \sim \frac{1}{2\beta + 1}.$$ 

Therefore, $\gamma = 1/(2\beta + 1)$ makes the upper bound on the risk minimal. $\square$

### 3. Goldenshluger-Lepski’s method for Wolverton-Wagner’s estimator

This section provides an extension of the well-known Goldenshluger-Lepski’s bandwidth selection method for Parzen-Rosenblatt’s estimator to Wolverton-Wagner’s estimator.

Throughout this section, assume that $h_k = h_k(\gamma) \quad \forall k \in \{1, \ldots, n\}$, where $\gamma \in [0, 1]$ and the maps $h_1(\cdot), \ldots, h_n(\cdot)$ from $[0, 1]$ into $(0, \infty)$ fulfill the following assumption.

**Assumption 3.1.** For every $\gamma' \in [0, 1],

$$0 < h_n(\gamma') < \cdots < h_1(\gamma').$$

Moreover, $h_n(\cdot)$ is decreasing and one to one from $[0, 1]$ into $(0, 1]$.

For instance, one can take as above $h_k(\gamma') := k^{-\gamma'}$ for every $k \in \{1, \ldots, n\}$ and $\gamma' \in [0, 1]$.

Consider

$$h_n(\gamma) := (h_1(\gamma), \ldots, h_n(\gamma))$$

and the set $\Gamma_n := \{\gamma_1, \ldots, \gamma_{N(n)}\} \subset [0, 1]$, where $N(n) \in \{1, \ldots, n\}$ and

$$0 < \gamma_1 < \cdots < \gamma_{N(n)} \leq h_n^{-1}(1/n).$$

Consider also

$$\hat{f}_{n, \gamma, \gamma'}(x) := \frac{1}{n} \sum_{k=1}^{n} (K_{h_k(\gamma')} * K_{h_k(\gamma)})(X_k - x),$$

where $\gamma' \in [0, 1]$.

A way to extend the Goldenshluger-Lepski bandwidth selection method to Wolverton-Wagner’s estimator is to solve the minimization problem

(5) $$\min_{\gamma \in \Gamma_n} (A_n(\gamma) + V_n(\gamma)),$$

where

$$A_n(\gamma) := \sup_{\gamma' \in \Gamma_n} \left( \|\hat{f}_{n, h_n(\gamma')} - \hat{f}_{n, \gamma, \gamma'}\|_2^2 - V_n(\gamma') \right)_+, \quad V_n(\gamma') := \frac{n \|K\|_2^2 \|K\|_1^2}{\gamma h_n(\gamma')}.$$
with \( v > 0 \) not depending on \( n \) and
\[
\frac{1}{b_n(\gamma')} := \frac{1}{n} \sum_{k=1}^{n} h_k(\gamma').
\]
In the sequel, the map \( b_n(.) \) fulfills the following assumption.

**Assumption 3.2.** For every \( c > 0 \) and \( r \in \{1/2, 1\} \),
\[
\sup_{n \in \mathbb{N}^*} \sum_{\gamma' \in \Gamma_n} \exp(-c/b_n(\gamma')^r) < \infty.
\]

**Example.** Consider
\[
h_k(\gamma') = k^{-\gamma'} \; \forall k \in \{1, \ldots, n\}, \; \forall \gamma' \in [0, 1]
\]
and
\[
\Gamma_n = \left\{ \left( \frac{i}{\log(n)} \right)^{1/2} : i \in \{1, \ldots, \lfloor \log(n) \rfloor \} \right\},
\]
where \( \lfloor x \rfloor \) denotes the integer part of \( x \). For every \( \gamma' \in \Gamma_n \),
\[
\frac{1}{b_n(\gamma')} = \frac{1}{n} \sum_{k=1}^{n} h_k(\gamma') = n^{\gamma'-1} \sum_{k=1}^{n} \left( \frac{k}{n} \right)^{\gamma'}
\]
\[
\geq n^{\gamma'-2} \sum_{k=1}^{n} k \geq n^{\gamma'} \geq \frac{1}{2} \exp(\log(n)^{1/2}).
\]
Then, for any \( c > 0 \) and \( r \in \{1/2, 1\} \),
\[
\sup_{n \in \mathbb{N}^*} \sum_{\gamma' \in \Gamma_n} \exp(-c/b_n(\gamma')^r) \leq \sup_{n \in \mathbb{N}^*} \exp \left( -\frac{c}{2r} \exp(r \log(n)^{1/2}) \right) < \infty.
\]

**Proposition 3.3.** Under Assumptions 3.1 and 3.2, if \( f \) is bounded and \( \tilde{\gamma}_n \) is a solution of the minimization problem (5), then there exists a constant \( v_0 \) such that, for \( v \geq v_0 \),
\[
\mathbb{E}(\| \hat{f}_{n, h_n(\tilde{\gamma}_n)} - f \|^2) \leq c_0 \inf_{\gamma' \in \Gamma_n} \left( V_n(\gamma) + \frac{1}{n^2} \sum_{k=1}^{n} \| f - K_{h_k(\gamma')} f \|^2 \right) + c_1/n,
\]
where \( c_0 \) is a numerical constant (\( c_0 = 18 \) suits) and \( c_1 \) is a constant depending on \( K \) and \( \| f \|_\infty \) (but not on \( n \)).

If in addition Assumptions 2.1 and 2.4 hold, then
\[
\mathbb{E}(\| \hat{f}_{n, h_n(\tilde{\gamma}_n)} - f \|^2) \leq c \left\{ \inf_{\gamma' \in \Gamma_n} (B_n(\gamma) + V_n(\gamma)) + \frac{1}{n} \right\}
\]
where \( B_n(\gamma) \) and \( V_n(\gamma) \) are defined in (2), (3) and (4).

Note that the proof leads to the value \( \kappa_0 = 24 \), which would be too large in practice.

**Remark.** By Corollary 2.6, the infimum in bound (7) has the order of the optimal rate, and is reached automatically by the data driven estimator. This result is more precise than the heuristics associated with cross-validation.

We mentioned previously that the optimal theoretical choice for \( \gamma \) under Assumptions 2.1 and 2.4 is \( \gamma = 1/(2\beta + 1) \). Here, the selected \( \gamma \) should be at nearest of this value, e.g. if \( \Gamma_n \) is as in (6), distant from less than \( 1/\sqrt{\log(n)} \) of the good choice. We may therefore consider that \( \tilde{\gamma}_n \) provides an estimate of \( 1/(2\beta + 1) \) and thus an estimate of the regularity \( \beta \) of \( f \) (at least for huge values of \( n \)).
4. The Lacour-Massart-Rivoirard (LMR) estimator

4.1. Estimator and main result. The Goldenshluger-Lepski method has been acknowledged as being difficult to implement, due to the square grid in $\gamma, \gamma'$ required to compute intermediate versions of the criterion and to the lack of intuition in the choice of the constant $\upsilon$ which should be calibrated from preliminary simulation experiments. This is the reason why Lacour et al. [7] investigated and proposed a simplified criterion relying on deviation inequalities for $U$-statistics due to Houdré and Reynaud-Bouret [6]. This inequality applies in our more complicated context and Lacour-Massart-Rivoirard’s result can be extended here as follows.

Let us recall that $K_\gamma(\cdot) := (1/\varepsilon)K(\cdot/\varepsilon)$ for every $\varepsilon > 0$ and set

$$f_{n,\gamma}(x) := E(\hat{f}_{h_n(\gamma)}(x)) = \frac{1}{n} \sum_{k=1}^n (K_{h_k(\gamma)} * f)(x).$$

Let $\gamma_{\text{max}}$ be the maximal proposal in $\Gamma_n$ and consider

$$\text{Crit}(\gamma) := \|\hat{f}_{n,h_n(\gamma)} - \hat{f}_{n,h_n(\gamma_{\text{max}})}\|_2^2 + \text{pen}(\gamma)$$

with

$$\text{pen}(\gamma) := \frac{2}{n^2} \sum_{k=1}^n (K_{h_k(\gamma_{\text{max}})}, K_{h_k(\gamma)})_2.$$

Then, we define

$$\gamma_n \in \arg\min_{\gamma \in \Gamma_n} \text{Crit}(\gamma).$$

In the sequel, $K$, $f$ and $h_n$ fulfill the following assumption.

Assumption 4.1. The kernel $K$ is symmetric, $K(0) > 0,$

$$\int_{-\infty}^{\infty} K(y)dy = 1, \quad \frac{\|K\|_\infty \|K\|_1}{nh_n(\gamma_{\text{max}})} \leq 1$$

and $\|f\|_\infty < \infty.$

Proposition 4.2. Consider $\lambda \in [1, \infty[$ and $\varepsilon \in (0, 1)$. Under Assumption 4.1, there exists three deterministic constants $c_1, c_2, c_3 > 0$, not depending on $n$, $\lambda$ and $\gamma$, such that with probability larger than $1 - c_1|\Gamma_n|e^{-\lambda}$,

$$\|\hat{f}_{n,h_n(\gamma_n)} - f\|_2^2 \leq (1 + \varepsilon) \min_{\gamma \in \Gamma_n} \|\hat{f}_{n,h_n(\gamma)} - f\|_2^2 + \frac{c_2}{\varepsilon} \|f_{n,\gamma_{\text{max}}} - f\|_2^2 + \frac{c_3}{\varepsilon} \left( \frac{\lambda^2}{n} + \frac{\lambda^3}{n^2 h_n(\gamma_{\text{max}})} \right).$$

Remark. The term $\|f_{n,\gamma_{\text{max}}} - f\|_2^2$ is negligible because it is a pure bias term for smallest bandwidth (e.g., under Assumption 2.4, it has order $n^{-2}\gamma_{\text{max}}$, see (3), and thus $o(1/n)$ if $\gamma_{\text{max}}$ is near of 1 and $\beta > 1/2$). The terms following are of order $O(1/n)$ and are always negligible compared to nonparametric rates in our setting. Therefore, the bound given in Proposition 4.2 says that the MISE of the adaptive estimator has the order of the best estimator of the collection, up to a multiplicative factor larger than 1. This is the method we implement in the next section: it is faster than GL method and with no constant to calibrate in the penalty.

4.2. Simulation experiments. We consider basic densities with different types and orders of regularity:

- $X \sim \mathcal{N}(0, 1)$, density $f_1$,
- a mixed gaussian $X \sim 0.5\mathcal{N}(-2, 1) + 0.5\mathcal{N}(2, 1)$, density $f_{m,1}$,
- $X \sim \beta(3, 3)$, density $f_2$,
- a mixed beta $X \sim 0.5(\beta(3, 3) - 1) + 0.5\beta(3, 3)$, density $f_{m,2}$.
Table 1. $100 \times$ MISE with $100 \times$ std in parenthesis, computed over 200 simulations.

<table>
<thead>
<tr>
<th>$n =$</th>
<th>LMR for WW</th>
<th>Original LMR</th>
<th>ks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$K_1$</td>
<td>$K_3$</td>
<td>$K_5$</td>
</tr>
<tr>
<td>$f_1$</td>
<td>250</td>
<td>0.442</td>
<td>0.318</td>
</tr>
<tr>
<td></td>
<td>(0.252)</td>
<td>(0.213)</td>
<td>(0.193)</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.144</td>
<td>0.091</td>
</tr>
<tr>
<td></td>
<td>(0.079)</td>
<td>(0.065)</td>
<td>(0.061)</td>
</tr>
<tr>
<td>$f_{m,1}$</td>
<td>250</td>
<td>0.400</td>
<td>0.316</td>
</tr>
<tr>
<td></td>
<td>(0.204)</td>
<td>(0.189)</td>
<td>(0.176)</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.141</td>
<td>0.101</td>
</tr>
<tr>
<td></td>
<td>(0.0623)</td>
<td>(0.051)</td>
<td>(0.049)</td>
</tr>
<tr>
<td>$f_2$</td>
<td>250</td>
<td>3.856</td>
<td>2.141</td>
</tr>
<tr>
<td></td>
<td>(1.403)</td>
<td>(1.230)</td>
<td>(1.155)</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>1.056</td>
<td>0.646</td>
</tr>
<tr>
<td></td>
<td>(0.394)</td>
<td>(0.306)</td>
<td>(0.283)</td>
</tr>
<tr>
<td>$f_{m,2}$</td>
<td>250</td>
<td>3.071</td>
<td>2.040</td>
</tr>
<tr>
<td></td>
<td>(0.851)</td>
<td>(0.743)</td>
<td>(0.706)</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.905</td>
<td>0.593</td>
</tr>
<tr>
<td></td>
<td>(0.246)</td>
<td>(0.201)</td>
<td>(0.187)</td>
</tr>
<tr>
<td>$f_3$</td>
<td>250</td>
<td>0.449</td>
<td>0.358</td>
</tr>
<tr>
<td></td>
<td>(0.263)</td>
<td>(0.236)</td>
<td>(0.221)</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.174</td>
<td>0.132</td>
</tr>
<tr>
<td></td>
<td>(0.085)</td>
<td>(0.071)</td>
<td>(0.067)</td>
</tr>
<tr>
<td>$f_{m,3}$</td>
<td>250</td>
<td>1.257</td>
<td>1.129</td>
</tr>
<tr>
<td></td>
<td>(0.597)</td>
<td>(0.553)</td>
<td>(0.537)</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.491</td>
<td>0.448</td>
</tr>
<tr>
<td></td>
<td>(0.171)</td>
<td>(0.158)</td>
<td>(0.158)</td>
</tr>
<tr>
<td>$f_4$</td>
<td>250</td>
<td>0.683</td>
<td>0.642</td>
</tr>
<tr>
<td></td>
<td>(0.353)</td>
<td>(0.318)</td>
<td>(0.301)</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.281</td>
<td>0.254</td>
</tr>
<tr>
<td></td>
<td>(0.135)</td>
<td>(0.122)</td>
<td>(0.120)</td>
</tr>
</tbody>
</table>

- $X \sim \gamma(5, 5)/10$, density $f_3$.
- A mixed gamma $X \sim 0.4 \gamma(2, 1/3) + 0.6 \gamma(7, 6)/10$, density $f_{m,3}$.
- $X \sim f_4$ with $f_4(x) = e^{-|x|}$, a Laplace density.

The densities $f_1$ and $f_{m,1}$ have infinite regularity; $f_2$ and $f_{m,2}$ should rather have regularity of order less than 2, $f_3$ and $f_{m,3}$ less than 4, and $f_4$ less than 1. This choice should allow to study the influence of the order of the kernel.

Denoting by $n_j(x)$ the density of a centered Gaussian random variable with variance equal to $j$, we consider the following kernels:

- A Gaussian kernel, $K_1(x) = e^{-x^2/2}/\sqrt{2\pi}$ which is of order 1,
- A Gaussian-type kernel of order 3, $K_3(x) = 2n_1(x) - n_2(x)$,
- A Gaussian-type kernel of order 5, $K_5(x) = 3n_1(x) - 3n_2(x) + n_3(x)$,
- A Gaussian-type kernel of order 7, $K_7(x) = 4n_1(x) - 6n_2(x) + 4n_3(x) - n_4(x)$.  


With all these kernels, the penalty terms are computed analytically and without approximation. Indeed, for \( n_{i,h}(x) = (1/h)\Phi_{i}(x/h) \), it holds that
\[
\langle n_{i,h_1}, n_{j,h_2} \rangle = \int_{-\infty}^{\infty} n_{i,h_1}(x) n_{j,h_2}(x) \, dx = \frac{1}{\sqrt{2\pi}} \times \frac{1}{\sqrt{h_1^2 + jh_2^2}}.
\]
We compute the variable bandwidth estimator as described in Section 4 and select \( \gamma_n \) in a collection of \( M = 40 \) equispaced values between 0 and 0.5 while the bandwidth associated with observation \( i \) is \( h_i(\gamma) = i^{-\gamma} \). We also compute the original estimator of Lacour et al. [7] with bandwidth \( h \) which does not depend on the observation and is selected among \( M = 40 \) values in the set \( \{k/M ; k = 1, \ldots, M\} \).

For comparison, we give the performance of the Matlab density estimator obtained from the \texttt{ksdensity} function (denoted by \texttt{ks} in Table 1), which entails a different bandwidth selection method and relies on a gaussian kernel.

We compute the integrated \( L^2 \)-risk associated with all the final estimators, evaluated at \( P = 100 \) equispaced points in the range \([a,b] \) of the observations, averaged over \( R = 200 \) repetitions:
\[
\frac{1}{R} \sum_{j=1}^{R} \frac{b - a}{P} \sum_{\ell=1}^{P} (\hat{f}^{(j)}_{h(i)}(x_\ell) - f(x_\ell))^2, \quad x_\ell = a + \ell \frac{b - a}{P},
\]
where \( \hat{f}^{(j)}_{h(i)} \) is the estimator computed for path \( j \). Results are gathered in Table 1 and deserve some comments. As expected, when increasing \( n \) from 250 to 1000, the resulting MSEs decrease and seem to be more improved in LMR methods of both types than for \texttt{ks} estimator. Increasing the order of the kernel systematically improves the results, except for the lowest regularity density \( f_4 \), which is at best with \( K_3 \), but it is interesting to note that taking higher order kernel is always a good strategy: if a loss occurs, it is negligible while the improvement, when it happens, is in all cases significant. Estimator \texttt{ks} fails for all mixed densities \( f_{m,1} \), \( f_{m,2} \) and \( f_{m,3} \) and provides rather bad results in these cases, for both sample sizes. For the other densities \( (f_1, f_2, f_3, f_4) \), the results obtained with kernel \( K_7 \) and LMR method are better than with \texttt{ks} for \( f_1 \) (Gaussian case), and of comparable order in all other cases. Now if we compare the LMR and WW-LMR results both with kernel \( K_7 \), we conclude that the WW-LMR method wins in 10 cases out of 14, but not significantly.

The first line of Figure 1 illustrates in the left picture the way Matlab estimator fails for mixed densities (here the mixed Gaussian \( f_{m,1} \)) by probably selecting a too large bandwidth, here \( n = 1000 \). The two LMR estimators are almost confounded. The middle and right pictures present the \( M = 40 \) estimators among which the LMR procedure makes the selection, for the same path: we observe that the collection of proposals are rather different. The second line of Figure 1 presents the same type of results for density \( f_2 \), and sample size \( n = 250 \). Figure 2 shows beams of 30 final estimators for sample size \( n = 250 \), for the three estimators LMR-WW with \( K_7 \), LMR with \( K_7 \) and \texttt{ks}, showing very similar behaviours.

A last remark corresponding to numerical results we do not report in detail is the following. For most densities, the value of \( \gamma \) selected by the LMR strategy decreases, and the value of \( h \) increases, when the order of the kernel increases. Exceptions are densities with lower regularity (the beta \( f_2 \), mixed beta \( f_{2,m} \) and Laplace \( f_4 \) densities) for which the last value of selected \( h \) with \( K_7 \) is less than the one selected with \( K_5 \). This illustrates the fact that, asymptotically, if \( \beta \) is the
Figure 1. Left: The three estimators (dotted blue LMR-WW, green dash-dotted LMR, black dashed ks, the true in bold red. Middle: the 40 proposals for LMR-WW. Right: the 40 proposals for LMR. First line $n = 1000$, density $f_{1,m}$, second line $n = 250$, density $f_2$. In all cases, kernel $K_7$.

Figure 2. Beams of 30 estimators in dotted green of density $f_1$ for $n = 250$ and kernel $K_7$, and the true in bold red. Left: LMR-WW estimator. Middle: LMR estimator. Right: ks estimator.

regularity index of the density and $\ell$ the order of the kernel, the optimal choice is for $h$ of order $n^{-1/(2 \min(\beta, \ell) + 1)}$ and for $\gamma$, $1/(2 \min(\beta, \ell) + 1)$. This point is further investigated hereafter.
The table below provides the mean (and std) of the selected adaptive bandwidth, for different values of $n$ and functions $f_1, \ldots, f_4$, with 200 repetitions.

<table>
<thead>
<tr>
<th>$n$</th>
<th>250</th>
<th>1000</th>
<th>2000</th>
<th>4000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>0.017</td>
<td>0.044</td>
<td>0.054</td>
<td>0.059</td>
</tr>
<tr>
<td></td>
<td>(0.023)</td>
<td>(0.016)</td>
<td>(0.012)</td>
<td>(0.019)</td>
</tr>
<tr>
<td>$f_2$</td>
<td>0.331</td>
<td>0.304</td>
<td>0.291</td>
<td>0.281</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.014)</td>
<td>(0.011)</td>
<td>(0.013)</td>
</tr>
<tr>
<td>$f_3$</td>
<td>0.026</td>
<td>0.067</td>
<td>0.076</td>
<td>0.084</td>
</tr>
<tr>
<td></td>
<td>(0.027)</td>
<td>(0.026)</td>
<td>(0.017)</td>
<td>(0.018)</td>
</tr>
<tr>
<td>$f_4$</td>
<td>0.070</td>
<td>0.120</td>
<td>0.136</td>
<td>0.146</td>
</tr>
<tr>
<td></td>
<td>(0.040)</td>
<td>(0.039)</td>
<td>(0.039)</td>
<td>(0.043)</td>
</tr>
</tbody>
</table>

Table 2. Mean (and std) of $\tilde{\gamma}_n$ for different values of $n$ and functions $f_1, \ldots, f_4$, 200 repetitions

4.3. **Back to recursivity.** However, one may wonder how to keep these ideas compatible with recursive procedures and online updating of the kernel estimator.

A first possibility is to consider that the adaptive bandwidth, whatever its type, can be selected on a preliminary sample and then, "frozen" to this selected value. The estimator may then be recursively updated with this frozen value, and the procedure would exploit all the observations. We compute the mean over 200 repetitions of the selected values $\tilde{\gamma}_n$ for $n$ observations, with increasing values of $n$, for the functions $f_1, \ldots, f_4$ defined in Section 4.2. We can see in Table 2 that, if there is a convergence towards a value, it is very slow. Indeed, keeping in mind the value $1/(2 \min(\beta, \ell) + 1)$ for $\gamma$, we may expect $\tilde{\gamma}_n$ to tend to $1/15 = 0.0667$ for $f_1$, $1/5 = 0.2$ for $f_2$, $1/9 = 0.1111$ for $f_3$ and a quantity less that $1/5 = 0.2$ for $f_4$. We provide in Table 3 the results obtained for densities $f_1, \ldots, f_4$ and sample size 1000 splitted in two parts: $n_0 = 500$ observations used for the selection of $\tilde{\gamma}_{n_0}$ and $n_1 = 500$ updates of the resulting estimator with the "frozen" value $\tilde{\gamma}_{n_0}$. We compute the MISE for the first step and final estimator, which relies on $n = n_0 + n_1$ observations. The results are given in Table 3. We can see an improvement when going from $n_0$ to $n$ observations, but the results are deteriorated compared with what is obtained with $n = n_0 + n_1 = 1000$ in Table 1.

This is why our idea is to exploit the recursive formula to select the $\gamma$-parameter at each step. The price to pay is to store a matrix instead of storing a vector, but the matrix size is fixed. In particular, we assume here that the collection of proposed values for $\gamma$ is of constant size $M$ and then denoted by $\Gamma$ instead of $\Gamma_n$ as previously. Thus, for one given sample, the procedure is fast and the storage size under control. Precisely, adding an observation leads to update the matrix $F_n = (\hat{f}_{n, h_n(\gamma_j)}(x_k))_{1 \leq j \leq M, 1 \leq k \leq K}$ for $\Gamma = \{\gamma^{(1)}, \ldots, \gamma^{(M)}\}$ and $\{x_1, \ldots, x_K\}$ the set of points at which the function is estimated. This is the collection of values.
used to select $\tilde{\gamma}_n$. Then, we have
\[
F_{n+1} = \frac{n}{n+1} F_n + \frac{1}{n+1} \left( \frac{1}{h_{n+1}(\gamma_j)} K \left( \frac{X_{n+1} - x_k}{h_{n+1}(\gamma_j)} \right) \right)_{1 \leq j \leq M, 1 \leq k \leq K},
\]
and we can select $\tilde{\gamma}_{n+1}$. The resulting estimator is already computed since it is one of the collection. At each stage, the $M \times K$ matrix is stored to be updated, and the selection procedure has entries the matrix, the value of $n$ and the domain of observations, and gives as output the selected value of $\gamma \in \Gamma$ and the corresponding functional estimator, which corresponds to a line of the matrix. Finally, note that even if the size of the collection of proposed values for $\gamma$ doesn’t depend on $n$ here, the bandwidth $h_n(\gamma)$ still depends of $n$ and decrease down to zero when $n$ goes to infinity.

We show in Figure 3 the 950 selected values of $\tilde{\gamma}_n$ for $n = 50$ to $n = 1000$, for one path of a random sample with density $f_1, \ldots, f_4$ on the left and $f_{m,1}, f_{m,2}, f_{m,3}$ on the right plot. We consider $M = 50$ and $K = 100$. We observe on this example a stabilization of the selected value when $n_1 + n_0$ gets near of 1000 observations.

5. Concluding remarks

Our study illustrates that bandwidth selection is an important step for kernel functional estimation, and recent methods are really powerful whatever the type of density to recover.

Our simulations show also that, even if it implies non necessarily nonnegative kernels and thus density estimators, increasing the order of the kernel improves the estimation both in the theory and in practice. Also, we proved that variable bandwidth for WW-type estimators can reach excellent rates, again both in theory and in practice, provided that adaptive choice of this variable bandwidth is performed. The orders of practical MISEs show that this WW-strategy provides results of the same order as the more classical bandwidth methods.

Lastly, we illustrate that recursivity formula can be used for fast online updating of the whole collection of estimators and the selection of the best one in the sense of our criterion.
6. Proof of Proposition 4.2

For this proof, we use the tools and follow the lines given in the proof of Theorem 2 in Lacour et al. [7].

Throughout this section, for every $h > 0$, we consider $f_h := f * K_h$, where $*$ is the convolution product and we recall that $K_h = 1/hK(·/h)$. Note that for every $h > 0$ and $k \in \{1, \ldots, n\}$,

$$\mathbb{E}(K_h(X_k - x)) = \int_{-\infty}^{\infty} K_h(y - x)f(y)dy = f_h(x).$$

We also consider $\lambda \in [1, \infty[, \varepsilon, \theta \in (0, 1)$ and $\gamma \in \Gamma_n$.

In order to prove Proposition 4.2, let us first establish the three following lemmas providing suitable bounds for key quantities involved in the decomposition of

$$\|\hat{f}_{n,h_n(\gamma_n)} - f\|_2^2.$$

Throughout this section, the positive constants $\kappa_i ; i \in \mathbb{N}^*$ are not depending on $n$, $\lambda$, $\theta$, $\varepsilon$ and $\gamma$.

6.1. Steps of the proof. The proof relies on three Lemmas, which are stated first. Lemma 6.1 follows from an exponential inequality for $U$-statistics, which is applied here in a non identically distributed context.

**Lemma 6.1.** Consider the $U$-statistic

$$U_n(\gamma, \gamma_{\max}) := \sum_{k \neq l} \langle K_{h_k(\gamma)}(X_k - \cdot) - f_{h_k(\gamma)}(X_k) - f_{h_l(\gamma_{\max})}(X_l - \cdot) - f_{h_l(\gamma_{\max})} \rangle^2.$$

There exists a universal constant $c > 0$ such that with probability larger than $1 - 5.54|\Gamma_n|e^{-\lambda}$,

$$\frac{|U_n(\gamma, \gamma_{\max})|}{n^2} \leq \theta \|K\|_2^2 + \frac{\epsilon}{\theta n} \left( \frac{\|K\|_2 \|f\|_{\infty}}{n} \lambda^2 + \frac{\|K\|_1 \|K\|_{\infty}}{n^2 h_n(\gamma_{\max})} \lambda^3 \right).$$

Lemmas 6.2 and 6.3 rely on Bernstein’s inequality for non identically distributed variables.

**Lemma 6.2.** There exists a deterministic constant $c > 0$, not depending on $n$, $\lambda$, $\theta$ and $\gamma$, such that for every $\gamma' \in \Gamma_n$, with probability larger than $1 - 2e^{-\lambda}$,

$$V_n(\gamma, \gamma') := \langle \hat{f}_{n,h_n(\gamma)} - f_{n,\gamma}, f_{n,\gamma'} - f \rangle$$

satisfies

$$|V_n(\gamma, \gamma')| \leq \theta \|f_{n,\gamma'} - f\|_2^2 + \frac{e^2}{\theta n^2}.$$

**Lemma 6.3.** Under Assumption 4.1, there exists two deterministic constants $c_1, c_2 > 0$, not depending on $n$, $\lambda$, $\varepsilon$ and $\gamma$, such that with probability larger than $1 - c_1|\Gamma_n|e^{-\lambda}$,

$$\|f_{n,\gamma} - f\|_2^2 + \frac{\|K\|_2^2}{n h_n(\gamma)} \leq (1 + \varepsilon) \|\hat{f}_{n,h_n(\gamma)} - f\|_2^2 + c_2 (1 + \varepsilon)^2 \left( \frac{\lambda^2}{n} + \frac{\lambda^3}{n^2 h_n(\gamma_{\max})} \right).$$

The proof of Proposition 4.2 is dissected in three steps.

**Step 1.** In this step, a suitable decomposition of

$$\|\hat{f}_{n,h_n(\gamma_n)} - f\|_2^2$$
is provided. On the one hand,
\[
\|\hat{f}_{n,h_n}(\bar{\gamma}_n) - f\|^2 + \text{pen}(\bar{\gamma}_n) = \|\hat{f}_{n,h_n}(\bar{\gamma}_n) - \hat{f}_{n,h_n}(\gamma)\|^2 + \text{pen}(\gamma) \\
+ \|\hat{f}_{n,h_n}(\gamma) - f\|^2 \\
- 2(\hat{f}_{n,h_n}(\gamma) - f, \hat{f}_{n,h_n}(\gamma) - \hat{f}_{n,h_n}(\bar{\gamma}_n))^2
\]

Since \(\bar{\gamma}_n \in \arg\min_{\gamma \in \Gamma_n} \text{Crit}(\gamma)\), for any \(\gamma \in \Gamma_n\),
\[
\|\hat{f}_{n,h_n}(\bar{\gamma}_n) - f\|^2 \leq \|\hat{f}_{n,h_n}(\gamma) - \hat{f}_{n,h_n}(\gamma)\|^2 + \text{pen}(\gamma) \\
- \|\hat{f}_{n,h_n}(\gamma) - f\|^2 \\
- 2(\hat{f}_{n,h_n}(\gamma) - f, \hat{f}_{n,h_n}(\gamma) - \hat{f}_{n,h_n}(\bar{\gamma}_n))^2
\]

(8)\]

with
\[
\psi_n := (\hat{f}_{n,h_n}(\gamma) - f, \hat{f}_{n,h_n}(\gamma) - f).2
\]

On the other hand,
\[
\psi_n(\gamma) = (\hat{f}_{n,h_n}(\gamma) - f, \hat{f}_{n,h_n}(\gamma) - f) + (\hat{f}_{n,h_n}(\gamma) - f, \hat{f}_{n,h_n}(\gamma) - f) \\
+ (\hat{f}_{n,h_n}(\gamma) - f, \hat{f}_{n,h_n}(\gamma) - f) \\
= \psi_1,n(\gamma) + \psi_2,n(\gamma) + \psi_3,n(\gamma)
\]

where
\[
\psi_1,n(\gamma) := \frac{1}{n^2} \sum_{k=1}^{n} \langle K_{hk}(\gamma), K_{hk}(\gamma) \rangle_2 + \frac{U_n(\gamma, \gamma)}{n^2},
\]
\[
\psi_2,n(\gamma) := \frac{1}{n^2} \left( - \sum_{k=1}^{n} \langle K_{hk}(\gamma)(X_k - \cdot), f_{hk}(\gamma) \rangle_2 \\
- \sum_{k=1}^{n} \langle K_{hk}(\gamma)(X_k - \cdot), f_{hk}(\gamma) \rangle_2 + \sum_{k=1}^{n} \langle f_{hk}(\gamma), f_{hk}(\gamma) \rangle_2 \right)
\]
and
\[
\psi_3,n(\gamma) := V_n(\gamma, \gamma) + V_n(\gamma, \gamma) + (f_n, f_n, f_n, f_n, f_n, f_n).
\]

**Step 2.** Some bounds for \(\psi_{1,n}(\gamma)\), \(\psi_{2,n}(\gamma)\) and \(\psi_{3,n}(\gamma)\) are provided in this step.

(1) Consider
\[
\tilde{\psi}_{1,n}(\gamma) := \psi_{1,n}(\gamma) - \frac{1}{n^2} \sum_{k=1}^{n} \langle K_{hk}(\gamma), K_{hk}(\gamma) \rangle_2.
\]

By Lemma 6.1, with probability larger than \(1 - 5.54|\Gamma_n|e^{-\lambda}\),
\[
|\tilde{\psi}_{1,n}(\gamma)| \leq \left\| \frac{U_n(\gamma, \gamma)}{n^2} \right\| \frac{\theta\|K\|^2}{n^3} + \epsilon \left( \frac{\|K\|^2}{n} \lambda \right) \frac{\|\gamma\|^2}{n^2} + \left\| \frac{\|K\|}{n} \right\|_1 \chi^3.
\]
On the one hand, for any $\gamma' \in \Gamma_n$,

$$\frac{1}{n} \sum_{k=1}^{n} \langle K_{h_k(\gamma)}(X_k - \cdot), f_{h_k(\gamma')} \rangle_2 \leq \max_{k \in \{1, \ldots, n\}} \int_{-\infty}^{\infty} |K_{h_k(\gamma)}(x) f_{h_k(\gamma')}(x)| dx \leq \|K\|_1 \max_{k \in \{1, \ldots, n\}} \|K_{h_k(\gamma')} * f\|_\infty \leq \|K\|_1^2 \|f\|_\infty.$$ 

On the other hand,

$$\frac{1}{n} \sum_{k=1}^{n} \langle f_{h_k(\gamma)}, f_{h_k(\gamma')} \rangle_2 \leq \max_{k \in \{1, \ldots, n\}} \int_{-\infty}^{\infty} |f_{h_k(\gamma)}(x) f_{h_k(\gamma')}(x)| dx \leq \max_{k \in \{1, \ldots, n\}} \|K_{h_k(\gamma')} * f\|_1 \|K_{h_k(\gamma')} * f\|_\infty \leq \|K\|_1 \|f\|_\infty.$$ 

Therefore,

$$\|\psi_{2,n}\|_\infty \leq \frac{3 \|K\|_1^2 \|f\|_\infty}{n}.$$ 

By applying Lemma 6.2 to $V_n(\gamma, \gamma_{\max})$ and $V_n(\gamma_{\max}, \gamma)$, with probability larger than $1 - 2e^{-\lambda}$,

$$|\psi_{n,3}(\gamma)| \leq \frac{\theta}{2} (\|f_{n,\gamma} - f\|_2^2 + \|f_{n,\gamma_{\max}} - f\|_2^2) + \frac{\kappa_1 \lambda}{\theta n} \|f_{n,\gamma_{\max}} - f\|_2^2 + \frac{1}{2\theta} \|f_{n,\gamma_{\max}} - f\|_2^2 \leq \theta (\|f_{n,\gamma} - f\|_2^2 + \frac{\theta}{2} + \frac{1}{2\theta}) \|f_{n,\gamma_{\max}} - f\|_2^2 + \frac{\kappa_1 \lambda}{\theta n} \|f_{n,\gamma_{\max}} - f\|_2^2.$$

**Step 3.** Consider

$$\tilde{\psi}_n(\gamma) := \psi_n(\gamma) - \frac{1}{n^2} \sum_{k=1}^{n} \langle K_{h_k(\gamma)}, K_{h_k(\gamma_{\max})} \rangle_2.$$ 

By Step 2 and Lemma 6.3, with probability larger than $1 - \kappa_2 |\Gamma_n| e^{-\lambda}$,

$$|\tilde{\psi}_n(\gamma)| \leq \theta (\|f_{n,\gamma} - f\|_2^2 + \frac{\theta}{2} \|K\|_2^2) + \frac{\kappa_2}{2\theta} \|f_{n,\gamma_{\max}} - f\|_2^2 + \frac{\alpha_4}{\theta} \left(\frac{\lambda^2}{n^2 h_n(\gamma_{\max})} + \frac{\lambda^3}{n^3 h_n(\gamma_{\max})}\right).$$
Therefore, choosing \( \theta \) as in Lemma 6.3 \((1/(1 - \theta) = 1 + \varepsilon)\), by Inequality (8), with probability larger than \(1 - \kappa_5|\Gamma_n|e^{-\lambda}\),
\[
\left\| \hat{f}_{n,h_n(\gamma_n)} - f \right\|^2 \leq (1 + \varepsilon)\left( \left\| \hat{f}_{n,h_n(\gamma_n)} - f \right\|^2 + \frac{\kappa_6}{\varepsilon} \left\| f_{n,\gamma_{\text{max}}} - f \right\|^2 \right.
\quad + \text{pen}(\gamma) + \frac{2}{n_2^2} \sum_{k=1}^{n} (K_{h_k(\gamma)}, K_{h_k(\gamma_{\text{max}})})_2 
\quad - \left( \text{pen}(\gamma_n) + \frac{2}{n_2^2} \sum_{k=1}^{n} (K_{h_k(\gamma_n)}, K_{h_k(\gamma_{\text{max}})})_2 \right). \]
\[
= (1 + \varepsilon)\left\| \hat{f}_{n,h_n(\gamma_n)} - f \right\|^2 + \frac{\kappa_6}{\varepsilon} \left\| f_{n,\gamma_{\text{max}}} - f \right\|^2
\quad + \frac{\kappa_7}{\varepsilon} \left( \frac{\lambda^2}{n_2} + \frac{\lambda^3}{n_2 h_n(\gamma_{\text{max}})} \right).
\]
This concludes the proof. \(\Box\)

6.2. Proof of Lemma 6.1. Consider
\[
\Delta_n := \{(k, l) \in \mathbb{N}^2 : 2 \leq k \leq n \text{ and } 1 \leq l \leq k - 1\}.
\]
The U-statistic satisfies
\[
U_n(\gamma, \gamma_{\text{max}}) = \sum_{k=2}^{n} \sum_{l<k} (G_{\gamma,\gamma_{\text{max}}}^{k,l}(X_k, X_l) + G_{\gamma_{\text{max}},\gamma}^{k,l}(X_k, X_l)),
\]
where
\[
G_{\alpha,\beta}^{k,l}(\alpha, \beta) := \langle K_{h_k(a)}(\alpha - \cdot) - f_{h_k(a)}, K_{h_l(b)}(\beta - \cdot) - f_{h_l(b)} \rangle_2
\]
for every \((k, l) \in \Delta_n, a, b \in \{\gamma, \gamma_{\text{max}}\}\) and \((\alpha, \beta) \in \mathbb{R}^2\).

By Houdré and Reynaud-Bourret [6], Theorem 3.4, there exists a universal constant \(c > 0\) such that
\[
P(|U_n(\gamma, \gamma_{\text{max}})| \geq c(C \sqrt{\lambda} + D \lambda + B \lambda^{3/2} + A \lambda^2)) \leq 5.54e^{-\lambda},
\]
where the constants \(A, B, C\) and \(D\) will be defined and controlled in the sequel.

- The constant \(A\). Consider
\[
A := \max_{(k,l) \in \Delta_n} \sup_{(\alpha, \beta) \in \mathbb{R}^2} A_{k,l}(\alpha, \beta)
\]
with
\[
A_{k,l}(\alpha, \beta) := \left| G_{\gamma,\gamma_{\text{max}}}^{k,l}(\alpha, \beta) + G_{\gamma_{\text{max}},\gamma}^{k,l}(\alpha, \beta) \right| \forall (k, l) \in \Delta_n, \forall (\alpha, \beta) \in \mathbb{R}^2.
\]

For any \((k, l) \in \Delta_n\) and \((\alpha, \beta) \in \mathbb{R}^2\),
\[
A_{k,l}(\alpha, \beta) \leq |(K_{h_k(\gamma)}(\alpha - \cdot) - f_{h_k(\gamma)}), K_{h_l(\gamma_{\text{max}})}(\beta - \cdot) - f_{h_l(\gamma_{\text{max}})}\rangle_2|
\quad + |(K_{h_k(\gamma_{\text{max}})}(\alpha - \cdot) - f_{h_k(\gamma_{\text{max}})}), K_{h_l(\gamma)}(\beta - \cdot) - f_{h_l(\gamma)}\rangle_2|
\leq 2\left( \|K_{h_k(\gamma)}\|_\infty + \|f_{h_k(\gamma_{\text{max}})}\|_\infty \right) \left( \|K\|_1 + \|f_{h_k(\gamma)}\|_1 \right)
\leq 8\frac{\|K\|_1 \|K\|_\infty}{h_n(\gamma_{\text{max}})}.
\]
Therefore,
\[
\frac{4n^2}{n^2} \leq 8 \frac{\|K\|_1 \|K\|_\infty}{h_n(\gamma_{\text{max}})} \lambda^2.
\]
• The constant $B$. Consider

$$B^2 := \max \left\{ \sup_{\alpha, \beta} \sum_{k=1}^{n-1} E((G_{\gamma, \gamma, \max}^k, \gamma, \max)(\alpha, X_i))^2) ; \sup_{\alpha, \beta} \sum_{k=t+1}^{n} E((G_{\gamma, \gamma, \max}^k, \gamma, \max)(\alpha, X_i))^2) \right\}.$$  

For any $(k, l) \in \Delta_n$, $a, b \in \{\gamma, \gamma, \max\}$ and $(\alpha, \beta) \in \mathbb{R}^2$,

$$E(G_{a, b}^{k,l}(\alpha, X_i)^2) = E((K_{h_k(a)}(\alpha - \cdot) - f_{h_k(a)}, K_{h_l(b)}(X_i - \cdot) - f_{h_l(b)})^2) \leq \|K_{h_k(a)}(\alpha - \cdot) - f_{h_k(a)}\|^2_2E(\|K_{h_l(b)}(X_i - \cdot) - f_{h_l(b)}\|^2_2) \leq 4\frac{\|K\|^2_2}{h_k(a)} \int_{-\infty}^{\infty} E(|K_{h_l(b)}(X_i - y) - f_{h_l(b)}(y)|^2)dy \leq 4\frac{\|K\|^2_2}{h_n(a)}\|K_{h_l(b)}\|^2_2 \leq 4\frac{\|K\|^2_2}{h_k(a)h_n(b)} \leq 4\frac{\|K\|^2_2}{h_k(a)h_n(b)}.$$  

Then,

$$B^2 \leq 4\frac{\|K\|^2_2}{h_n(\gamma, \max)} \sum_{k=1}^{n} \frac{1}{h_k(\gamma)}.$$  

Therefore,

$$\frac{B^3}{n^2} = \frac{2(\frac{\theta}{3})^{1/2} \|K\|_2}{3n^2} \frac{1}{h_n(\gamma)} \left\| \left( \frac{3}{\theta} \right)^{1/2} \frac{\|K\|_2}{(n\theta h_n(\gamma, \max))^{1/2}} \lambda^{3/2} \right\| \leq \frac{\theta \|K\|^2_2}{3n^2} + 3 \frac{\|K\|^2_2}{n^2 h_n(\gamma, \max)} \lambda^3.$$  

• The constant $C$. Consider

$$C^2 := \sum_{(k, l) \in \Delta_n} E((G_{\gamma, \gamma, \max}^k, \gamma, \max)(X_k, X_i)^2) + G_{\gamma, \gamma, \max}^{k,l}(X_k, X_i)^2).$$  

For any $(k, l) \in \Delta_n$ and $a, b \in \{\gamma, \gamma, \max\}$,

$$E(G_{a, b}^{k,l}(X_k, X_i)^2) = E((K_{h_k(a)}(X_k - \cdot) - f_{h_k(a)}, K_{h_l(b)}(X_i - \cdot) - f_{h_l(b)})^2) \leq \kappa_1(E((K_{h_k(a)}(X_k - \cdot), K_{h_l(b)}(X_i - \cdot))^2) + \|f_{h_k(a)}\|^2_2 \|K\|^2_2 + \|f_{h_l(b)}\|^2_2 \|K\|^2_2 + \|f_{h_k(a)}\|^2_2 \|f_{h_l(b)}\|^2_2) \leq \kappa_2(E(\left\| \int_{-\infty}^{\infty} K_{h_k(a)}(X_k - x)K_{h_l(b)}(X_i - x)dx \right|^2) + \|f\|^2_2 \|K\|^2_1).$$  

Moreover,

$$E\left(\left\| \int_{-\infty}^{\infty} K_{h_k(a)}(X_k - x)K_{h_l(b)}(X_i - x)dx \right|^2\right) \leq \frac{\|K\|^2_2 \|K\|^2_2 \|f\|^2_\infty}{h_k(a)}.$$  

Then,

$$C \leq \kappa_3 \sqrt{n} \|K\|_1 \|f\|^1_\infty \left( \frac{\|K\|_2}{2} \sum_{k=1}^{n} \frac{1}{h_k(\gamma)} + \frac{\|K\|_1 \|f\|^1_\infty}{\kappa_4} \right).$$  

Therefore, since $\lambda \in [1, \infty[$,

$$\frac{C\lambda^{1/2}}{n^2} \leq \frac{\theta \|K\|^2_2}{3n^2} + \kappa_4 \frac{\|K\|^2_2 \|f\|^2_\infty}{\theta n} \lambda.$$  

• The constant $D$. Consider

$$D := \sup_{(a, b) \in \mathcal{S}} \sum_{k=2}^{n} E((G_{\gamma, \gamma, \max}^k, \gamma, \max)(X_k, X_i)^2) + G_{\gamma, \gamma, \max}^{k,l}(X_k, X_i)^2) \alpha_k(X_k)h_l(X_i).$$
where
\[ S := \left\{ (a, b) : \sum_{k=2}^{n} E(a_k(X_k)^2) \leq 1 \text{ and } \sum_{l=1}^{n-1} E(b_l(X_l)^2) \leq 1 \right\}. \]

For any \((a, b) \in S\),
\[ \sum_{k=2}^{n} \sum_{l=1}^{k-1} E(G_{t, \gamma_{\max}}(X_k, X_l) a_k(X_k) b_l(X_l)) \leq D_2(a, b) \sup_{x \in \mathbb{R}} D_1(a, b, x) \]
with
\[
D_1(a, b, x) := \sum_{k=2}^{n} E\left[ |a_k(X_k)(K_{h_k(\gamma)}(X_k - x) - f_{h_k(\gamma)}(x))| \right]
\leq \mathbb{E}\left[ \sum_{k=2}^{n} a_k(X_k)^2 \right]^{1/2} \mathbb{E}\left[ \sum_{k=1}^{n} (K_{h_k(\gamma)}(X_k - x) - f_{h_k(\gamma)}(x))^2 \right]^{1/2}
\leq \mathbb{E}\left( \sum_{k=1}^{n} \mathbb{E}(K_{h_k(\gamma)}(X_k - x))^2 \right)^{1/2} \leq n \sqrt{\frac{\|K\|_2 \|f\|_{\infty}}{h_k(\gamma)}} \]
and
\[
D_2(a, b) := \sum_{l=1}^{n-1} \mathbb{E}\left( |b_l(X_l)| \int_{-\infty}^{\infty} |K_{h_l(\gamma_{\max})}(X_l - x) - f_{h_l(\gamma_{\max})}(x)| dx \right)
\leq 2\|K\|_1 \left| \sum_{l=1}^{n-1} \mathbb{E}(b_l(X_l)) \right| \leq 2\|K\|_1 \sqrt{n} \left| \sum_{l=1}^{n-1} \mathbb{E}(b_l(X_l)^2) \right|^{1/2} \leq 2\sqrt{n}\|K\|_1.
\]

Then,
\[
D \leq 2\sqrt{n}\|f\|_{\infty}^{1/2}\|K\|_1\|K\|_2 \left| \sum_{k=1}^{n} \frac{1}{h_k(\gamma)} \right|^{1/2}.
\]

Therefore,
\[
\frac{D \lambda}{n^2} \leq \frac{\theta\|K\|_2^2}{3\pi h_n(\gamma)} + \frac{12}{\theta} \frac{\|K\|_2^2 \|f\|_{\infty}}{n} \lambda^2.
\]

Plugging the bounds obtained for \(A, B, C, D\) in Inequality (9) gives the announced result and ends the proof. \(\square\)

6.3. **Proof of Lemma 6.2.** For any \(\gamma' \in \Gamma_n\),
\[
V_n(\gamma, \gamma') = \frac{1}{n} \sum_{k=1}^{n} (g_{\gamma'}(h_k(\gamma), X_k) - E(g_{\gamma'}(h_k(\gamma), X_k)))
\]
where, for any \(k \in \{1, \ldots, n\}\),
\[
g_{\gamma'}(h_k(\gamma), X_k) := \langle K_{h_k(\gamma)}(X_k - \cdot), f_{n, \gamma'} - f \rangle_2.
\]
Indeed,
\[
E(g_{\gamma'}(h_k(\gamma), X_k)) = \langle E(K_{h_k(\gamma)}(X_k - \cdot)), f_{n, \gamma'} - f \rangle_2 = \langle f_{h_k(\gamma)}, f_{n, \gamma'} - f \rangle_2.
\]
In order to apply Bernstein’s inequality to \( g_{γ'}(h_1(γ), X_1), \ldots, g_{γ'}(h_n(γ), X_n) \), let us find suitable controls of
\[
c_{γ'} := \frac{\|g_{γ'}\|_∞}{3} \quad \text{and} \quad v_n(γ, γ') := \frac{1}{n} \sum_{k=1}^{n} \mathbb{E}(g_{γ'}(h_k(γ), X_k)^2).
\]

On the one hand,
\[
c_{γ'} \leq \frac{1}{3} \sup_{h > 0, x ∈ \mathbb{R}} |\langle K_h(x - \cdot), f_{n, γ'} - f \rangle_{2}| \leq \frac{1}{3} \sup_{h > 0, x ∈ \mathbb{R}} \|K_h(x - \cdot)\|_1 \|f_{n, γ'} - f\|_∞ \leq \frac{1}{3} \|K\|_1 \|\hat{K}_{h_k(γ')} * f - f\|_∞ \leq \frac{1}{3} \|K\|_1 (1 + \|K\|_1)\|f\|_∞ \leq \frac{2}{3} \|K\|_1^2 \|f\|_∞,
\]
as \( \|K\|_1 \geq 1 \). On the other hand,
\[
v_n(γ, γ') = \frac{1}{n} \sum_{k=1}^{n} \int_{-∞}^{∞} \left( \int_{-∞}^{∞} K_{h_k(γ)}(y - x)(f_{n, γ'}(x) - f(x)) dx \right)^2 f(y) dy \leq \|f\|_∞ \sup_{k ∈ \{1, \ldots, n\}} \|K_{h_k(γ')} * (f_{n, γ'} - f)\|_2^2 \|f\|_∞ \|K\|_1^2 \|f_{n, γ'} - f\|_2^2.
\]

Then, by Bernstein’s inequality, with probability larger than \( 1 - 2e^{-λ} \),
\[
|V_n(γ, γ')| \leq \sqrt{\frac{2λ}{n} v_n(γ, γ') + \frac{c_{γ'}}{n}} \leq \sqrt{\frac{2λ}{n} \|f\|_∞ \|K\|_1^2 \|f_{n, γ'} - f\|_2^2 + \frac{λ\|K\|_1 (1 + \|K\|_1)\|f\|_∞}{3n}} \leq \theta \|f_{n, γ'} - f\|_2^2 + \frac{cλ}{bn},
\]
with \( c = 7/6\|f\|_∞ \|K\|_1^2 \). This is the announced inequality. \( \square \)

**6.4. Proof of Lemma 6.3.** First of all,
\[
\|f_{n, γ} - f\|_2^2 = \|\hat{f}_{n, h_n(γ)} - f\|_2^2 \|f_{n, h_n(γ)} - f\|_2^2 - 2V_n(γ, γ).
\]

Then, by Lemma 6.2, with probability larger than \( 1 - 2e^{-λ} \),
\[
(1 - \theta)\|f_{n, γ} - f\|_2^2 + \frac{\|K\|_1^2}{n b_n(γ)} \|f_{n, h_n(γ)} - f\|_2^2 \leq \|\hat{f}_{n, h_n(γ)} - f\|_2^2 + A_n(γ) + \frac{\kappa_1 λ}{bn}
\]
where
\[
A_n(γ) := \frac{\|K\|_1^2}{n b_n(γ)} \|\hat{f}_{n, h_n(γ)} - f_{n, γ}\|_2^2 = \left| \frac{U_n(γ, γ)}{n^2} + \frac{W_n(γ)}{n} - \frac{1}{n^2} \sum_{k=1}^{n} \|f_{h_k(γ)}\|_2^2 \right|
\]
and
\[
W_n(γ) := \frac{1}{n} \sum_{k=1}^{n} (Y_k(γ) - \mathbb{E}(Y_k(γ)))
\]
with, for any \( k ∈ \{1, \ldots, n\} \),
\[
Y_k(γ) := \|K_{h_k(γ)}(X_k - \cdot) - f_{h_k(γ)}\|_2^2
\]
and
\[ \mathbb{E}(Y_k(\gamma)) = \mathbb{E}(\|K_{h_k(\gamma)}(X_k - \cdot)\|_2^2) + \|f_{h_k(\gamma)}\|_2^2 - 2\mathbb{E}(K_{h_k(\gamma)}(X_k - \cdot), f_{h_k(\gamma)})_2 \]
\[ = \frac{\|K\|_2^2}{h_k(\gamma)} - \|f_{h_k(\gamma)}\|_2^2. \]

Since
\[ |Y_k(\gamma)| \leq 4\|K_{h_k(\gamma)}\|_2^2 \leq M_n(\gamma) := 4\frac{\|K\|_2^2}{h_n(\gamma_{\text{max}})} \]
and
\[ \mathbb{E}(Y_k(\gamma)^2) \leq M_n(\gamma)\mathbb{E}(Y_k(\gamma)) \leq 4\frac{\|K\|_2^2}{h_n(\gamma_{\text{max}})} , \]
by Bernstein’s inequality, with probability larger than \( 1 - 2e^{-\lambda} \),
\[ |W_n(\gamma)| \leq 2 \left( \frac{4\|K\|_2^2\lambda}{\partial n h_n(\gamma_{\text{max}})} \times \frac{\theta\|K\|_2^2}{2 h_n(\gamma)} + \frac{4\|K\|_2^2\lambda}{3nh_n(\gamma_{\text{max}})} \right) \]
\[ \leq \frac{\theta\|K\|_2^2}{2 h_n(\gamma)} + \frac{k_2\lambda}{h_n(\gamma_{\text{max}})}. \]
Moreover, by Jensen’s inequality,
\[ \|f_{h_k(\gamma)}\|_2^2 = \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} f(x + h_k(\gamma)y)K(y)dy \right)^2 dx \]
\[ \leq \|K\|_1^2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x + h_k(\gamma)y)^2 |K(y)|dydx \leq \|f\|_\infty \|K\|_1. \]

Then, by Lemma 6.1, with probability larger than \( 1 - \kappa_3 e^{-\lambda} \),
\[ \Lambda_n(\gamma) \leq \theta \frac{\|K\|_2^2}{n h_n(\gamma)} + k_4 \left( \frac{\lambda^2}{\theta n} + \frac{\lambda^3}{\theta n^2 h_n(\gamma_{\text{max}})} \right) . \]
Therefore, by Inequality (10), with probability larger than \( 1 - \kappa_5 e^{-\lambda} \),
\[ \|f_{n,\gamma} - f\|_2^2 + \frac{\|K\|_2^2}{n h_n(\gamma)} \leq \frac{1}{1 - \theta} \|f_{n, h_n(\gamma)} - f\|_2^2 + \frac{k_6}{\theta(1 - \theta)} \left( \frac{\lambda^2}{n^2} + \frac{\lambda^3}{n^2 h_n(\gamma_{\text{max}})} \right) . \]

This is the announced result if we set \( 1 + \varepsilon = 1/(1 - \theta) \), which gives \( 1/\theta(1 - \theta) = (1 + \varepsilon)^2/\varepsilon \). □
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