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" = 1.75 " = 100 " = 0.5Behavioral Experiment

propose to resolve the apparent contraction
between impaired letter processing and im-
plicit read ing in terms of two reading systems.
The first system operates in the dam aged left
hemisphere and is responsible for explicit la-
borious identification of words. The second
system operates in the right hemisphere and
supports fast covert read ing.

The Present Study

To describe further the nature of the read ing
deficit  that  characterises pure  alexia, in the
present study we investigated the read ing abil-
ity of a pure alexic patient within an experi-
mental paradigm that has been shown to elicit
an idiosyncratic pattern of read ing perform -
ance in normal read ers. This paradigm consists
of measuring recognition perform ance for
briefly presented words while the eyes are fix-
ating different locations in the word (the ex-
perim ental technique is illustrated in Fig. 1).
Under such experim ental conditions, a view-
ing position effect is obtained for norm al read-
ers: Word recognition performance is best
when the word is fixated slightly left of its
centre and decreases as fixation position dev i-
ates either leftwards or rightwards from this
“optimal viewing position”. Figure 2 gives a
characteristic v iewing position curve obtained
in a word identification task for seven-letter
words. The viewing position effect is observed
for short as well as for long words and gener-
alises over different alphabetic languages and
reading tasks  (e.g . Brysbaert & d’Ydewalle,
1988; Brysbaert, Vitu, & Schroyens, 1996; Farid
& Grainger, 1996; Nazir, 1993; Nazir, Heller, &

Sussman, 1992; Nazir, Jacobs, & O’Regan, in
press; Nazir et al., 1991; O’Regan & Jacobs,
1992; O’Regan, Lévy-Schoen, Pynte, &  Bru-
gaillère, 1984). A mathem atical model, which
provides a good description and quantifica-
tion of the prototypical shape of the viewing
position curve (Nazir et al., 1991), served to
interpret the deviating read ing perform ance of
the patient. The model is described next.

A Model to Account for the Viewing Position Effect

Given the strong acuity drop-off in parafoveal
v ision, the number of letters that benefit from
high resolution differs considerably as a func-

Fig. 1. The paradigm of the variable viewing position in
words. A fixation point appears at the centre of the
computer screen. After a short duration, the fixation
point is replaced by a word. A brief exposure duration of
the word is adopted to prevent participants from making
eye movements. The word appears at different posi tions
relative to the fixation point, such that the directly
fixated part of the string can systematically be
manipulated from trial to trial . Eye movements are not
measured.

PURE ALEXIA AND THE VIEWING POSITION EFFECT

COGNITIVE NEUROPSYCHOLOGY, 1998, 15 (1/2) 95

Word recognition task with 
variable viewing position

Ø Word length varies from 5 to 9 letters, 250 

words (50 per length)

Ø Short duration presentation (33 ms), avoiding 

any eye movement

Behavioral results:

• The OVP is slightly left of the word center

• Performance drops with eccentricity 

• Asymmetry between first and last position

• Length effect: mean performance decreases with 

word length

Simulation with BRAID

Material:
• List of 5-to-9 letter words of Montant et al. (1998)

• Definition of five fixation zones for each word length
• Gaze position is successively set at the center of the five fixation zones for each 

word

Method: grid search
• The variance of visual attention (σA) varies between 0.5 and 3.0

• Word identification probability is recorded for the first  500 iterations
• Each word length is evaluated separately

• The mean square error (MSE) between simulated and observed performance was 
computed (see left column of the main Figure of simulation results)

ConclusionSimulation results:
• The best fit is obtained for σA values of 1, 1.5 and 2 for words of lengths 5, 6 and 7 

or more, respectively 

• The model is not sensitive to parameter values for σA and thus captures human 

data in a robust fashion

• With a σA value of 1.75, we simulate all the features of the empirical curves for all 

word lengths

• In contrast, uniform or narrow distributions fail to account for behavioral results 

• Varying the attention distribution affects the shape of the word recognition 

curves for all word lengths.
• BRAID can successfully account for the optimal viewing position effect reported 

in word recognition as a function of fixation position.

• The almost symmetrical curves obtained for a uniform attention distribution 

reinforce the idea that visual attention acts as an attentional filter, modeled in 

BRAID by a Gaussian distribution.  
• The low recognition rate and atypical curve shapes that result from a narrow 

attention distribution mimic the behavioral data reported in some poor and / or 

dyslexic readers (Dubois et al., 2007; Aghababian & Nazir, 2000; Ducrot, Lété, 

Sprenger-Charolles, Pynte, & Billard, 2003).

Left column: Contour plots of the MSEs between simulated and empirical data as a function 

of iterations and variance of attention distribution (the darker the color, the better the fit). 

Orange dots = best fit parameter values. Three other columns : Simulated word identification 

probability curves (in orange) as a function of fixation position and attention distribution: 

“standard” (" = 1.75, 2nd column), uniform-like (" = 100, 3rd column) and narrow (" = .5, 4th

column). In blue, the empirical curves. 

The BRAID model
BRAID is a probabilistic model of visual word recognition composed of 5 sub-models.

The Optimal Viewing Position Effect 
in typical readers

Background
Word recognition depends on the position of fixation within the word letter string. 

The fixation position that is optimal for word 
identification (the Optimal Viewing Position 
or OVP) is located slightly left of the word 

center. Performance declines asymmetrically 
when deviating from the OVP, thus resulting 

in an inverted J-shaped curve of word recognition. 

Our aim was here to assess the capacity of BRAID, a new Bayesian model of word 
Recognition with Attention, lateral Interference between adjacent letters and 
Dynamics to simulate the OVP effect and word recognition curves for words of 
different lengths.

Despite being a well-documented and very robust effect in visual word recognition 

(Brysbaert & Nazir, 2005; O’Regan & Jacobs, 1992), the OVP effect was largely 

ignored by previous word recognition models. 

Empirical data from 
Montant, Nazir & Poncet (1998)

LREN, Department of Clinical Neurosciences, Lausanne 
University Hospital (CHUV), Switzerland
Contact: thierry.phenix@chuv.ch


