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Abstract   System Reconfiguration is essential in management of complex 

systems because it allows companies better flexibility and adaptability. System 

evolutions have to be managed in order to ensure system effectivity and efficiency 

through its whole lifecycle, in particular when it comes to complex systems that 

have decades of development and up to hundreds of years of usage. System 

Reconfiguration can be considered and deployed in different lifecycle phases. 

Two significant phases are considered for configuration management and System 

Reconfiguration: design-time –allowing system performances by modifying the 

architecture in early stages– and run-time – allowing optimization of performances 

during the in-service operations. This paper gives an overview of a field research 

being initiated and currently undergoing to capture the strengths and the shortages 

in the current industrial landscape. It also discusses possible future management 

strategies with regard to identified issues and challenges. 
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1 Introduction  

In today’s competitive market, companies are concerned with developing 

systems effectively while reducing cost and time overruns. The primary objective 

of Systems Engineering is to develop systems that are operational regarding 

defined contexts and environments. Systems Engineering sustains complex 

systems activities with the aim to satisfy internal and external stakeholders 

requirements [1,2]. Configuration management, technical management and life 

cycle model management are formalized as a set of processes during design-time 

and run-time for management of systems through their lifecycles [1,2,3]. 

“System configuration” is defined in Systems Engineering as a set of elements 

that compose a system in terms of hardware devices, software, interfaces, human 

profiles and processes [2]. System configuration is one of the important aspects 

addressed by the system management. The objective of system configuration 

management is to ensure effective management of an evolving system during its 

lifecycle [2]. System configuration can be characterized with regards to economic, 

environmental, legal, operational, behavioral, structural, and social aspects that are 

necessary to demonstrate a capability. As a counterpart, “System Reconfiguration” 

is defined in this paper by subsequent changes of the system configurations with 

the objective of maintaining or improving the capabilities provided by the system. 

System Reconfiguration is in particular necessary in two major system life-cycle 

phases: development (or “design-time”) and in-service phase (or “run-time”). 

At design-time, one can identify several reasons for configuration changes. 

Systems may evolve to improve the performance by taking into account 

information coming from operational data. Changes are introduced to system 

configurations in order to correct errors, and mismatches during the development, 

testing, and deployment of the system. Stakeholders’ requirements for system 

evolution may also drive to changes.  

At run-time, the objective is to optimize system performances according to the 

context or the mission. Configuration optimization in terms of capabilities and 

available resources is needed to cope with environment or mission evolutions. In 

case of starvation of resources, the end-user needs must be dealt with by 

optimizing the remaining resources. 

This paper aims at presenting current challenges that are related to system 

configuration based on industry research. Section 2 gives the state of the art of the 

domains related to System Reconfiguration. Section 3 describes the methodology 

used in this research. Section 4 presents the industrial challenges and the issues. 

Section 5 analyzes and discusses the industrial observation, and also gives an 

insight into future works. Finally, section 6 draws conclusions. 

 

2 State of the art 

To keep the system functioning correctly, companies need to manage 

evolutions of system configurations. System Reconfiguration has been treated in 
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several research domains with different levels of maturity. The concept of system 

configuration has been initially developed in the fault detection, isolation, and 

reconfiguration related studies. Reconfiguration in fault tolerant control (FTC) is 

mainly addressing the dysfunction of interconnected dynamic systems that are 

more or less complex (see section 2.1 addressing both considerations). These two 

considerations shall be addressed in Systems Engineering and during 

configuration management at run-time (see section 2.2). Configuration 

management at design-time can be yielding from different development activities 

with consideration of system configuration and evolution in the case of change 

management and propagation (see section 2.3). 

2.1 Fault detection, isolation and reconfiguration 

In operations, it is important to supervise and control component or sub-system 

operations, for example via a feedback loop, to maintain the system’s desired 

behavior. Once a fault in one component has been identified within a supervision 

activity, the controller must react by reconfiguring the system to cope with these 

abnormal behaviors. Literature is addressing these concerns as fault detection, 

isolation, and reconfiguration or FTC. The primary purpose of FTC functionalities 

is to overcome the malfunctions while maintaining desirable stability and 

performance properties [4,5].  

Passive and active FTC functionalities exist, depending on their management of 

detected faults. Passive FTC functionalities are robust control activities that 

handle faults within a predefined quality of service. On the other hand, active FTC 

functionalities react to a detected fault and perform reconfiguration so that the 

stability and the performances can be maintained [6]. In active FTC 

functionalities, the fact that the controller is reconfigurable means that one can 

adaptively address non-predefined faults. 

A typical active FTC functionality relies on two fundamental mechanisms: 

fault detection and isolation (FDI) sometimes referred to as “fault diagnosis” [7], 

and reconfiguration control mechanisms (RC) [4]. The reconfiguration control 

aims at masking the fault either by switching to a redundant system/component or 

by revising the controller structure. In some cases, the available resources do not 

allow counteracting fault effects. In such cases, the best solution is to allow 

system degradation when the performance is accepted to be out of the optimal area 

[5]. 

There are different techniques used in fault detection and isolation. They are 

classified into model-based and data-based techniques [4]. Model-based 

techniques use system models to estimate the system states and parameters. Data-

driven techniques, on the other hand, rely on classifiers and signal processing [4]. 

In this paper, the interest lies in changes and deviations in the system state 

addressed by model-based techniques while data-driven techniques fall out of 

interest. 

Reiter [8], in his theory of diagnosis, proposes a method that requires a model 

describing the system. Given observations of a system, diagnosis compares the 
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observed system with the expected behavior (modelled system) to determine the 

malfunctioning components. Reiter’s theory has been extended to deal with the 

model-based diagnosis of different kinds of systems in different domains of 

applications [9-10]. Identifying faults in malfunctioning systems is important but 

repairing these systems so that they can continue their missions is an essential 

problem to be addressed. Reiter’s theory of model-based diagnosis has been 

extended to a theory of reconfiguration [11]. Much research has been conducted to 

use the model-based analysis concepts in the reconfiguration control design and 

analysis algorithms [12-15]. 

2.2 Configuration Management and system adaptability 

Adaptability can be understood by the fact that systems have to face 

continuously evolving situations and must be able to reconfigure their structure or 

their behavior to maximize their ability to accomplish required functions [16].  

Moreover, research efforts have been conducted to design flexible and agile 

systems supported by a reconfiguration agent. Boardman and Sauser [17] define 

agility as the ability of the system to quickly detect and destroy unintended 

behaviors. In Systems Engineering, flexibility means the ability of the system to 

respond effectively and efficiently to potential internal or external changes [18]. 

AlSafi [19] proposes an approach based on reconfiguration software agents that 

allows manufacturing systems to adapt to changes in the manufacturing 

requirements and the environment by generating an alternative of a new feasible 

configuration. An approach of designing reconfigurable systems using a multi-

agent system is described in [20]. A model-based oriented approach that supports 

the adaptation processes based on a run-time transformation of the system 

architecture is proposed in [21].  

2.3 Change prediction and propagation in the conceptual 

design and basic engineering phase 

Most design activities can be considered as modifications of previous designs. 

New product or system development is then an incremental process involving 

integrating modifications (changes) to existing designs where innovation and ideas 

are only used in some parts of the products while other parts remain relatively 

unchanged [22]. Literature underlines several strategies addressing system 

configuration and reconfiguration at design time including system modularity, 

reusability (Components of the shelf - COTS), system platform design and change 

management.  

As products or systems are often based on past designs rather than designing 

from scratch, change management and change propagation are very important to 

manage the development of complex systems. Giffin [23] defines change 

propagation as the process by which a change to one part or element of an existing 

system configuration or design results in one or more additional changes to the 

system when those changes would not have otherwise been required.  



Model-based System Reconfiguration: a descriptive study of current industrial challenges 

To manage the risk of changes early in the design process, there is a need to 

assess which systems are most likely to be affected by a change, and what the 

impact of such a change would be. Clarkson [24] proposes a change prediction 

method to calculate the risk of direct and indirect change propagation. In [25], an 

efficient engineering change management (ECM) is presented as a key enabler for 

the agile product development of physical products.  

After analysis of the academic state of the art, no research has currently been 

found on integrated approach aiming at describing reconfiguration process and 

actions for both design-time and run-time; even if such a king of approach should 

provide a global strategy to enhance flexibility, efficiency, reusability, modularity, 

and configurability. 

 

3 Methodology 

The research presented in this paper is action-based research [26]. This means 

that at least one of the authors is also an engineer in industry. This paper is 

addressing the first stages of this research. The research methodology (Fig. 1) is 

based on the exploration of current literature through the examination of papers 

supported by data collection. According to Blessing and Chakrabarti [27], 

observation and data gathering are essential to analyze and understand the 

industrial context and to propose a descriptive study that covers both empirical 

studies and their analysis to form new hypotheses.  

 

Fig. 1 Research methodology  

In the first phase of this action-based research, the aim is identifying the current 

challenges in management of system configurations and overall System 

Reconfiguration process with regard to existing literature. This research is based 

on triangulation of the data: interviews, direct observations and company 

reference documents. To understand where challenges, limitations, and 

opportunities lie, interviewing can be used to support engineering design research 

[28]. To ensure objectivity, the interview has been designed according to a 

structured list of questions. Objective of the interviews is to find out the 

definitions related to system management (including system configuration and 

System Reconfiguration), in terms of artefacts and process that governs system or 

product life cycle activities, like Systems Engineering, manufacturing and in-

service operations. Moreover, questions about the different methods and tools 
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used in the configuration management and System Reconfiguration processes 

have been included in our survey.  

 

For the interviews, 17 Thales experts have been identified with different levels 

of involvement in system management. Since Thales deals with different types of 

systems in various operational contexts, the identified persons are classified into 

two categories: 1) people working in transversal activities and 2) subject matter 

experts. Currently, interviewed persons belong to the first category. The results of 

these interviews are presented in section 4.  

 

4 Analysis of current industrial challenges 

The objective of this research is to propose integrated model-based support for 

instantiation of system configurations and System Reconfiguration addressing 

both design-time and run-time. In this context, a field study is conducted to 

identify existing data, process, issues and challenges in order to better understand 

the type of needed support. 

With a systemic approach, System Reconfiguration is considered as a mean to 

improve the performance and the quality of service to be provided by the system. 

An essential benefit of System Reconfiguration is to reduce the redundancy that 

comes along with different problems like increased cost, space limitations, weight, 

and high energy consumption. To allow system management, including 

instantiation of system configurations and reconfiguration, interviewed experts 

have been underlying the importance of concurrent element management, i.e., 

resources, functions, (Fig. 2) in different lifecycle phases of safety and security-

critical systems. Reconfiguration allows improving systems in terms of 

performance and effectiveness to ensure an increased availability and a continuity 

of service. 

 

Fig. 2: Optimization of the concurrent elements (resources, functions) 

Experts interviewed during this research have emphasized the need to support 

systems evolution during each lifecycle phase. According to them, 

“Reconfiguration is an everyday question.” For instance, during dismantling one 

should think of reconfiguration because dismantling a service or a product might 

have an impact on the overall services provided by the system. However, as for 
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the perimeter considered in the enterprise, 2 phases of systems lifecycle seem to 

be critical: design and operations (Fig. 3).  

 

Fig. 3: Reconfiguration in different lifecycle stages 

At design-time, a system has to be studied in terms of functions permitting to 

accomplish specific operational capabilities. Reconfiguration at design-time 

means optimizing the implemented resources to achieve capabilities demanded by 

the customer. At deployment, before starting the mission, instantiation of a 

configuration aims at ensuring that the total resources provide the functions 

needed to accomplish the mission.  

 

At run-time, the functions and resources essential for the mission are monitored 

as the reconfiguration process relies mainly on the awareness of the system state 

concerning the health of available resources with regards to the functional modes 

to be guaranteed. When a function becomes unavailable because of a faulty 

resource, reconfiguration aims to pick up the capability from other available 

resources (P1 to P2 in the example of Fig. 4). If the function is no more accessible, 

then reconfiguration aims at steering the system into a degraded mode (P3 to P4 in 

the example of Fig. 4). 

 

Fig. 4: Reconfiguration during operation to optimize the resources 

Configuration management and System Reconfiguration are needed at both 

design-time and run-time. These processes rely on different data and models to be 

collected, reused, generated and managed during the whole relevant system or 

product life cycle, according to formal and unformal contracts committed with 
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stakeholders. Some challenges pertaining to configuration management and 

reconfiguration have been identified: challenges related to data, modeling issues, 

contracting and certification, system and context taxonomy. The following sub-

sections discuss these issues.  

4.1 Data related challenges 

The instantiation of configurations and reconfiguration processes rely 

fundamentally on data. Data necessary for instantiation of configurations and 

reconfiguration need to be collected and verified from day zero up to the 

retirement. Indeed, these data can originate from different phases of system or 

product lifecycle and can have different structure, support, and management 

systems. This sub-section discusses the issues related to data. 

a) Data availability and accessibility 

Data availability and accessibility can be a real issue at the technical or 

operational levels. For instance, in some applications, data collection cannot be 

possible due to harsh working environments; for example, fuel rod temperature 

measurement within a nuclear reactor in operation. In other cases, measured data 

cannot be transmitted directly; therefore communication technologies are needed 

to give access to these data. However, when communicating data, one should take 

into account all the measures to secure these data. When dealing with operational 

data, privacy, integrity and confidentiality become a real issue. Consequently, 

secured data processing for strategic and tactical applications (e.g. military 

systems) may become an essential requirement.  

b) Data shared across stakeholders 

Different stakeholders are involved in complex systems, such as: system 

designers, developers, customers and end-users. In addition to that, a specific team 

can be responsible for the system at each of the system lifecycle stages. Therefore, 

it could be difficult to collect data shared between the different stakeholders 

because of complex organizational interfaces and intellectual property.  

c) Data storage 

The quantity of data needed for instantiation of configurations and 

reconfiguration can be considerably depending on data saving strategy. In that 

case, data storage for instantiation of configurations and reconfiguration is also 

being considered as a critical issue. To avoid storing data continuously, front-end 

pre-processing can be implemented as a way to lessen data storage. However, pre-

processing relies on detection of thresholds and hence the problem of threshold 

definition can arise. 

d) Uncertainty and data verification 

Data necessary in the instantiation of configurations and reconfiguration 

process can have different sources. System technical data collected from sensors 
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installed either independently from the system or in an embedded manner. 

External observation of the system; from operators or maintenance teams, is also 

considered a source of data. Indeed, the uncertainty about the collected data is 

variable. Data verification is necessary to address this uncertainty. However, data 

verification is not evident because it is linked at least to the level of knowledge 

and completeness of the data. 

e) Data combination 

Instantiation of configurations and reconfiguration rely on a priori and a 

posteriori data. These data need to be combined to allow instantiation of 

configurations and reconfiguration at both design-time and run-time. These data 

can be of different nature and are collected in one phase and later used in other 

phase of the life cycle. For example, during design-time, data from past systems 

can be used to modify the system design. At run-time, data from maintenance or 

the current operational situation can lead to system reorganization. Data 

combination is not trivial and requires in-depth data analysis to consider the 

degrees of uncertainty.  

4.2 Modeling issues 

Different types of models can be used for the instantiation of configurations 

and reconfiguration. For example, depending on the system and its context, 

models can be continuous or discrete. Systems are built of constituent sub-systems 

leading to nested modeling. In instantiation of configurations and reconfiguration, 

different levels of systems are involved: the system of interest (the system 

fulfilling the operational mission); but also enabling systems for development, 

manufacturing, maintenance, health monitoring, supervision and control. In order 

to achieve instantiation of configurations and reconfiguration, multi-level 

modeling is needed to combine and conjointly manage these levels. In addition to 

that, data to be modeled can be of different nature: internal (technical), external 

(environmental and operational). There is a difficulty in modeling these data. The 

modeling and analysis techniques need to be adapted to address different types of 

data. 

4.3 Contracting and certification 

In the industry, developers and solution providers are usually concerned with 

contracting and certification. Contracts include information about usage profiles, 

configuration alternatives, operational contexts, quality of service, reliability, 

availability, safety, security, etc. The contracted configurations are tested, 

validated and certified in advance. However, during operations, when considering 

dynamic operation, the new alternatives are instantiated during operations; 

therefore they are not initially approved. The efforts needed to cope with this 
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situation are not negligible because of lack of metrics required for the certification 

process. This activity may last for a long time leading to penalties due to a 

schedule overrun. Consequently, challenges related to certifying, assessing and 

selecting the newly emerging configurations have to be taken into account. 

4.4 System and context taxonomy 

The Thales Group develops a very large set of system and product types. Most 

of the time, these systems and products do not stand alone and are integrated into 

different operational contexts (e.g., platform or infrastructure) and larger systems 

(or systems of systems). Consequently, the concerns related to these systems are 

extremely different. For example, reconfiguring a closed system, assembly or a 

platform; is needed to propose new configurations while integrating new 

technologies. When considering distributed System Reconfiguration, there is a 

need to address the problem of connectivity between the system elements. 

Moreover, in a system of systems (SoS), constituent systems are mostly 

independent and this can lead to emerging effects. In addition to that, the 

interfaces between these constituent systems of a SoS may evolve. Consequently, 

the SoS reconfiguration must be considered as an agile capability. The methods 

and mechanisms for reconfiguration might be slightly different according to the 

system types. Indeed, this variation leads to complexity when trying to build the 

support framework progressively with the aim of overall generalization across 

systems and industry. A holistic method for reconfiguration is an essential 

challenge because it must be as abstract as possible to adapt to system and context 

taxonomies. 

  

5 Discussion and future work 

This research seeks to build on previous work and aims at proposing an 

integrated approach for model-based instantiation of system configuration and 

reconfiguration addressing both design-time and run-time. In particular, the 

approach aims at using models for representing system configuration and health 

monitoring system to harness complexity. The system management framework 

will be studied in order to propose a configuration manager (Fig. 5) including an 

engine and a knowledge base. This knowledge base will contain models 

representing the system configurations and reconfiguration rules. The 

configuration engine will be in charge of applying the relevant configuration. 

As foreseen, instantiation of configurations and reconfiguration problems are at 

the intersection of different domains. Indeed, the knowledge base needs to include 

models related to technical, contractual and operational domains. When events 

occur, the engine part of the configuration manager generates reconfiguration 

actions. This process is possible by referring to policies included in the knowledge 

base as models.  
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Fig. 5: Configuration manager implementation 

Future work should concentrate on identifying models and data to be included 

in the knowledge base. Models and data can be clustered in two main categories: 

1) models and data allowing reconfiguration (giving the system configurations 

with states and modes), 2) models and data for performance of reconfiguration 

(including rules and conditions).  

This research seeks to address action models representing the mechanisms of 

reconfiguration in both phases: design and operation. Methods from complexity 

science sound promising to address reconfiguration in the design phase. Change 

prediction method can be used to predict how changes propagate in the system 

linkage model (Design structure matrix DSM) while addressing the risks related to 

propagation to allow evaluation of possible alternatives and redesign. The Model 

Predictive Control (MPC) can be used to address the on-line (run-time) 

optimization of systems. This method relies on enriching values for process input 

(feedback from operation), and the control action is determined as a result of the 

online optimization problem. Future work should focus on demonstrating the 

utility and underlying limitations of such methods. With regard to the challenges 

identified in section 4, the application of the proposed approach within industry 

requires careful consideration. 

A better understanding of the reconfiguration process and the characteristics of 

related data and mechanisms are necessary to improve the proposed approach.  

In next steps of the research, interviews will be completed with case studies in 

order to capture the specifics related to system and context taxonomy. Attention is 

required to identify the mechanisms of reconfiguration for both design-time and 

run-time. This allows addressing life cycle processes in an overall manner with the 

goal of generalization across systems and Industry. 

 

6 Conclusion 

System configuration and reconfiguration are essential as they support system 

evolutions to ensure affectivity and efficiency of systems through their life cycles. 

This paper identifies current industrial challenges related to system configuration 

and reconfiguration at design-time (development) and run-time (in-service phase). 

This paper discusses identified challenges –with regard to the literature review and 

interviews of experts– and gives initial proposals to address the reconfiguration 

problem. Some difficulties such as modeling issues and system taxonomy have 

been identified. An initial reflection on configuration manager is presented. Future 
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work addressing change prediction (CPM) and model predictive control (MPC) 

methods have been discussed allowing for definition of further actions. 
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