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FROM NON-COMMUTATIVE DIAGRAMS TO

ANTI-ELEMENTARY CLASSES

FRIEDRICH WEHRUNG

Abstract. Anti-elementarity is a strong way of ensuring that a class of struc-
tures, in a given first-order language, is not closed under elementary equiva-
lence with respect to any infinitary language of the form L

∞λ . We prove that
many naturally defined classes are anti-elementary, including the following:

• the class of all lattices of finitely generated convex ℓ-subgroups of mem-
bers of any class of ℓ-groups containing all Archimedean ℓ-groups;

• the class of all semilattices of finitely generated ℓ-ideals of members of
any nontrivial quasivariety of ℓ-groups;

• the class of all Stone duals of spectra of MV-algebras — this yields a
negative solution to the MV-spectrum Problem;

• the class of all semilattices of finitely generated two-sided ideals of rings;
• the class of all semilattices of finitely generated submodules of modules;
• the class of all monoids encoding the nonstable K0-theory of von Neu-

mann regular rings, respectively C*-algebras of real rank zero;
• (assuming arbitrarily large Erdős cardinals) the class of all coordinatiz-

able sectionally complemented modular lattices with a large 4-frame.
The main underlying principle is that under quite general conditions, for a

functor Φ: A → B, if there exists a non-commutative diagram ~D of A, indexed
by a common sort of poset called an almost join-semilattice, such that

• Φ ~DI is a commutative diagram for every set I,

• Φ ~D 6∼= Φ ~X for any commutative diagram ~X in A,
then the range of Φ is anti-elementary.
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1. Introduction

The present paper is an extension of a negative solution of Problem 2 in Mundici’s
monograph [29], sometimes called theMV-spectrum Problem, stated as “which topo-
logical spaces are homeomorphic to the spectrum of some MV-algebra?”. Due to
the generality of the methods involved, much more came out than expected.

Formalizing the MV-spectrum problem in terms of the Stone duals of the topo-
logical spaces in question, and involving the categorical equivalence between MV-
algebras and Abelian ℓ-groups with order-unit established in Mundici [28], the MV-
spectrum Problem can be recast in terms of the classical problem, dating back to
the seventies, of characterizing the lattices of principal ℓ-ideals of Abelian ℓ-groups.
Although the author characterized the countable such lattices by a first-order state-
ment called complete normality (cf. Wehrung [39]), it was not even known, in the
uncountable case, whether those lattices could be characterized by any class of L∞λ

sentences of lattice theory, for some large enough cardinal number λ.
The present paper’s results imply that it cannot be so (cf. Corollary 12.10).
For any set Ω, denote by Pinj(Ω) the category whose objects are all subsets of Ω

and whose morphisms are all one-to-one maps f : X ֌ Y where X,Y ⊆ Ω, with
g ◦ f defined iff the domain of g is equal to the codomain of f .

Definition 1.1. Let C0 and C1 be classes of objects in a category S. The pair
(C0,C1) is anti-elementary if for any cardinal θ there are infinite cardinals λ and κ,
with λ regular and θ ≤ λ < κ, together with a functor Γ: Pinj(κ) → S preserving
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all λ-directed colimits, such that Γ(λ) ∈ C0 and Γ(κ) /∈ C1 . If C0 = C1 we then say
that C0 is anti-elementary.

If (C0,C1) is anti-elementary, then every class C such that C0 ⊆ C ⊆ C1 is anti-
elementary (obviously this is meaningful only in case C0 ⊆ C1). Throughout the
paper we will often meet situations where the Ci are subcategories (as opposed to
mere classes of objects) of S, in which case anti-elementarity will of course be stated
on their respective classes of objects.

Let us now relate that concept to elementary equivalence with respect to infini-
tary languages. For any first-order language Σ (with possibly infinite arity), denote
by StrΣ the category of all models for Σ with Σ-homomorphisms. By an extension
of Feferman’s [10, Theorem 6], stated in Proposition 4.5 (established via a cate-
gorical version of λ-elementarity that we call λ-freshness), an anti-elementary class
in StrΣ cannot be closed under L∞λ-elementary equivalence, for any large enough
infinite regular cardinal λ. In particular, it is not the class of models of any class
of L∞λ sentences. However, anti-elementarity also implies further forms of failure
of elementarity. For example, if κ = λ+2 witnesses the anti-elementarity of C (this
will be the case throughout Sections 12–14), then the least cardinal µ such that
Γ(µ) /∈ C is either λ+ or λ+2, thus (using Proposition 4.5) (Γ(ξ) | λ ≤ ξ < µ) is an
L∞λ-elementary chain in C, of length the regular cardinal µ > λ, whose union Γ(µ)
does not belong to C.

The bulk of the present paper is devoted to developing techniques enabling us
to prove anti-elementarity for many classes:

• The part “Γ(λ) ∈ C0” is taken care of by two new results, which we
call the Uniformization Lemma (Lemma 7.2) and the Boosting Lemma
(Lemma 7.3).

• The part “Γ(κ) /∈ C1” is taken care of by Lemmas 11.1 and 11.2, which
are extensions, to the case of non-commutative diagrams, of the original
Armature Lemma and Condensate Lifting Lemma (CLL) established in
Gillibert and Wehrung [13].

• Lemmas 11.1 and 11.2 entail a collection of results of which the underlying
principle can, loosely speaking, be paraphrased as follows.

Under quite general conditions, for a functor Φ: A → B, if there

exists a poset-indexed (necessarily non-commutative) diagram ~D
of A such that

– Φ ~DI is a commutative diagram for every set I,

– Φ ~D 6∼= Φ ~X for any commutative diagram ~X in A,

then the range of Φ is anti-elementary.

The class of posets P indexing the diagrams ~D above needs to be restricted to
the almost join-semilattices with zero introduced in Gillibert and Wehrung [13] (cf.
Section 9). Every join-semilattice is an almost join-semilattice. In Sections 12–14,
P is the powerset lattice of a three-element chain, while in Section 15 it is a lattice
with zero, of cardinality ℵ1 , denoted there by Q. In Gillibert and Wehrung [13,
Ch. 5], condensate-type constructions, used there to establish non-representabil-
ity results, are applied with P the powerset lattice of a two-element chain. In all
currently known applications of condensates, P is a well-founded lattice.
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Corollary 12.10 states that the class of all Stone duals of MV-spectra is anti-el-
ementary; in particular, it cannot be the class of all models of any class of L∞λ

sentences.
The main problem consists of determining the functor Γ witnessing anti-ele-

mentarity. This is quite a difficult task, whose framework is mostly categorical and
which will take up most of Sections 3–11. The functor Γ will arise from constructions

called Φ-condensates, denoted in the form A⊗λΦ
~S. In that notation,

• A is a P -scaled Boolean algebra (cf. Section 5), that is, a Boolean alge-
bra, together with a collection of ideals (subjected to certain conditions)
indexed by a poset P ;

• λ is an infinite regular cardinal;
• Φ is a functor from a category S to a category T;

• ~S is a P -indexed diagram in S. In contrast to the general situation in

Gillibert and Wehrung [13], the diagram ~S will only satisfy a weak form
of commutativity called Φ-commutativity (cf. Definition 6.9).

The objectA⊗λΦ
~S is first defined over λ-presentable P -scaled Boolean algebrasA

(under additional assumptions on P if λ > ω); in that case, A ⊗λΦ
~S = Φ(A ⊠ ~S),

where A⊠ ~S is a new construct (cf. Definition 6.4), agreeing with the A⊗ ~S from

Gillibert and Wehrung [13] if λ = ω and ~S is a commutative diagram.

An important difference between − ⊠ ~S and − ⊗ ~S is that, due to the non-com-

mutativity of the diagram ~S, the former no longer sends morphisms to morphisms:

for a morphism ϕ, ϕ ⊠ ~S is now a nonempty set of morphisms (as opposed to a

single morphism). This is where the abovementioned Φ-commutativity of ~S comes
into play: if that assumption holds, then the value taken by the functor Φ on all

morphisms in ϕ⊠ ~S is constant, and then naturally defined as ϕ⊗λΦ
~S.

In the general case, A ⊗λΦ
~S is then defined as the λ-directed colimit of the

U ⊗λΦ
~S, formed over λ-presentable substructures U of A (cf. Definition 6.14).

The combinatorial background for our results mostly rests on the concept of
lifter introduced in Gillibert and Wehrung [13], which itself rests on infinitary
Ramsey-type statements arising from the classical relation (κ, r, λ) → ρ (cf. Erdős
et al. [9]). The lifters X in question are involved in the construction of certain P -
scaled Boolean algebras, introduced in [13] and denoted as F(X) (cf. Section 9). As
in [13], those lifters will be crucial in both formulations of the extended Armature
Lemma and CLL (cf. Lemmas 11.1 and 11.2).

The last layer of our construction, of the functor Γ, will consist of making the
λ-lifter X sufficiently functorial in a cardinal κ > λ defined by a certain infinite
combinatorial property. This is where standard lifters will come into play (cf.
Definition 10.4), enabling us to write the desired lifters in the form P 〈κ〉.

The outline above can then be condensed into the single formula

Γ(U) = F(P 〈U〉)⊗λΦ ~S , for every U ⊆ κ .

Due to the generality of the underlying framework, our results will enable us to
establish the anti-elementarity of many further classes of algebraic structures. A
sample of such classes runs as follows:

(1) (Corollary 12.4) The class of all lattices of finitely generated convex subgroups

of the members of any class of ℓ-groups containing all Archimedean ℓ-groups.
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(2) (Corollary 13.10) The class of all semilattices of finitely generated ℓ-ideals of

any class of ℓ-groups which is closed under products and colimits indexed by all
large enough regular cardinals and contains all Archimedean ℓ-groups.

(3) (Corollary 13.16) The class of all semilattices of finitely generated two-sided

ideals of the members of any class of unital rings, containing all matrix algebras
over a given field, and closed under products and all directed colimits.

(4) (Corollary 13.16) The class of all semilattices of finitely generated submodules
of right modules.

(5) (Corollaries 14.7 and 14.8) The class of all monoids encoding the nonstable

K0-theory of unital von Neumann regular rings (resp., unital C*-algebras of
real rank zero). (The problem for von Neumann regular rings was initiated in
Goodearl [16].)

(6) (Corollary 15.10, assuming the existence of arbitrarily large Erdős cardinals)
The class of all coordinatizable sectionally complemented modular lattices with

a large 4-frame. (The problem was initiated in Jónsson [22]; see Wehrung [35].)

Define a projective class (or PC ) within Lκλ , on a first-order language Σ, as
the class of Σ-reducts of the class of all models of some Lκλ sentence in a language
containing Σ. It is worth observing that the classes of algebras considered in (1)–
(6) above, which we prove to be anti-elementary, are usually PCs within L∞ω ,
thus lending some optimality to our anti-elementarity results. For example, the

class C, of all lattices of the form IdcG
def
= lattice of all principal ℓ-ideals of G,

for some Abelian ℓ-group G, is a PC within Lω1ω . To see this, observe that if
an infinite lattice D belongs to C, then it is isomorphic to IdcG for some Abelian
ℓ-group G with the same cardinality as D; in other words, there are an Abelian
ℓ-group structure G on D and a surjective map f : G+ ։ D such that

f(x) ≤D f(y) ⇐⇒
(
x ≤G y+G · · ·+G︸ ︷︷ ︸

n times

y for some positive integer n
)

whenever x, y ∈ G+. This is PC within Lω1ω . Now the remaining collection of
finite lattices is easily taken care of by an Lω1ω sentence.

All our anti-elementarity results, established in Sections 12–15, are obtained
by combining our new techniques (Φ-condensates) with earlier non-representability
results on the functors in question.

2. Notation and terminology

2.1. Category theory. The categorical context of our paper is much related to
the one of Gabriel and Ulmer [11], Adámek and Rosický [1].

For any class X of objects in a category A and any functor Φ: A → B, we denote
by ΦX (or Φ(X)) the class of all objects B of B such that B ∼= Φ(X) for some
X ∈ X. If X is the class of all objects of A, ΦX will be called the range of Φ and
denoted by rngΦ.

We denote by idA the identity morphism on any object A in a given category.

• Monomorphisms (in any category) and one-to-one maps (between sets)
will be denoted in the form f : A֌ B.

• A category may come along with a special class of monomorphisms called
embeddings (e.g., order-embeddings between posets), which will then be
denoted in the form f : A →֒ B.



6 F. WEHRUNG

• Epimorphisms (in any category) and surjective maps (between sets) will
be denoted in the form f : A։ B.

To any category C, any object C of C, and any full subcategory S of C, we assign

• the slice category S/C, whose objects are all the arrows with domain in S

and codomain C, and where a morphism from an arrow x : X → C to an
arrow y : Y → C is defined as an arrow f : X → Y such that x = y ◦ f ;

• the subobject category S ↓ C, whose objects are all the monomorphisms
with domain in S and codomain C, and where a morphism from an arrow
x : X ֌ C to an arrow y : Y ֌ C is defined as the unique arrow (neces-
sarily monic) f : X ֌ Y , if it exists, such that x = y ◦ f ; in that case we
write x✂ y.

Natural transformations from a functor Φ to a functor Ψ will be denoted in the
form η : Φ

.
→ Ψ.

2.2. Set theory. We denote by cardX the cardinality of a set X , and we say
that X is λ-small (for a cardinal λ) if cardX < λ. We denote by P(X) the
powerset of X , by [X ]<λ the set of all λ-small subsets of X , and by [X ]λ the set of
all subsets of X with cardinality λ.

For sets X and Y with X ⊆ Y , we denote by idYX the inclusion map from X

into Y , and we set idX
def
= idXX .

We denote by dom(f) (resp., rng(f)) the domain (resp., range) of a function f .
For a subset X of the domain (resp., range) of f , we denote by f [X ] (resp., f−1[X ],
or f−1X) the image (resp., inverse image) of X under f .

We denote by supX the least upper bound of any set X of cardinal numbers.
For any cardinal number λ, we denote by λ+ the successor cardinal of λ. Further,

we set λ+0 def
= λ, λ+(n+1) def

= (λ+n)+ for every nonnegative integer n. We also set

2
λ
⌣ def

= sup{2α | α < λ}.

2.3. Partially ordered sets (posets). Let P be a poset. We set P∞ def
= P ∪{∞}

for a new top element ∞.
Let λ be an infinite regular cardinal. We say that P is

• λ-directed if every nonempty λ-small subset of P is bounded above in P ;
• directed if it is ω-directed;
• λ-join-complete if every nonempty λ-small subset of P has a least upper
bound in P .

For a subset X and an element a in P , we set

X ↓ a
def
= {x ∈ X | x ≤ a} and X ↑ a

def
= {x ∈ X | x ≥ a} .

We say that P is a forest if P ↓ p is a chain whenever p ∈ P .
We say that a subset X of P is

• a lower subset (resp., an upper subset) of P if for every x ∈ X , P ↓ x ⊆ X
(resp., P ↑ x ⊆ X);

• an ideal of P if it is a nonempty directed lower subset of P ; we denote
by IdP the set of all ideals of P , partially ordered under set inclusion;

• cofinal in P if every element of P is bounded above by some element of X ;
• λ-closed in P , where λ is an infinite regular cardinal and P is λ-join-com-
plete, if the least upper bound of any λ-small subset of X belongs to X .
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It is well known that whenever λ > ω and P is λ-join-complete, any intersection

of a λ-small set of λ-closed cofinal subsets of P is λ-closed cofinal. This observation
will be mostly applied to finite products of sets of the form [Ω]<λ.

Many of our “counterexample diagrams” will be indexed by the powerset of a

three-element set, denoted as P[3]
def
= {∅, 1, 2, 3, 12, 13, 23, 123} (with 12 = 21,

123 = 312, and so on), partially ordered by inclusion.
A poset P is lower λ-small if card(P ↓ x) < λ whenever x ∈ P . We will just say

lower finite instead of lower ω-small.
We denote by MinP (resp., MaxP ) the set of all minimal (resp. maximal)

elements of P , and we set

P− def
= P \MinP and P= def

= P \MaxP .

For posets P and Q, a map f : P → Q is isotone (resp., antitone) if for all x, y ∈ P ,
x ≤ y implies that f(x) ≤ f(y) (resp., f(y) ≤ f(x)). If x ≤ y is equivalent to
f(x) ≤ f(y), we say that f is an order-embedding.

We refer the reader to Grätzer [17] for all undefined lattice-theoretical concepts.

2.4. Lattice-ordered groups. An ℓ-group is a group endowed with a translation-
invariant lattice order (cf. Bigard et al. [5], Anderson and Feil [2]). Although our
ℓ-groups will not be assumed to be Abelian, we will denote them additively. The

positive cone of an ℓ-group G is G+ def
= {x ∈ G | x ≥ 0}. An ℓ-subgroup of G is

a subgroup closed under the lattice operations, and an ℓ-ideal is an order-convex
normal ℓ-subgroup. For any element x in an ℓ-group G, we denote by 〈x〉 (resp.,

〈x〉ℓ) the convex ℓ-subgroup (resp., ℓ-ideal) of G generated by x.
The Stone dual of the spectrum of any Abelian ℓ-group G is isomorphic to

the (distributive) lattice IdcG of all principal (equivalently, finitely generated) ℓ-
ideals of G (cf. Proposition 1.19, together with Theorem 1.10 and Lemma 1.20, in
Keimel [23]).

Whenever G is a totally ordered group and H is an ℓ-group, the lexicographical
product G×lexH is the ℓ-group structure on the cartesian product G×H with the
positive cone

(G×lex H)+
def
= {(x, y) ∈ G×H | x ≥ 0 and (x = 0 ⇒ y ≥ 0)} .

2.5. Rings. Our rings will not necessarily be unital. A ring R is

• von Neumann regular (cf. Goodearl [15] for the unital case) if for all x ∈ R
there exists y ∈ R such that x = xyx;

• semiprimitive if its Jacobson radical (cf. Jacobson [20, § 2], Herstein [18,
page 16]) is trivial;

• an exchange ring if for all x ∈ R there are r, s ∈ R together with an
idempotent e ∈ R such that e = rx = x + s − sx (cf. Warfield [32], and
Ara [3] for the non-unital case).

Also recall that a C*-algebra is an exchange ring iff it has real rank zero (cf. Ara
[3, Theorem 3.8]). For more information and references, see Wehrung [36].

2.6. Model theory for infinitary languages. Let Σ be a first-order language
and let λ be an infinite regular cardinal. The formulas of L∞λ are constructed
inductively from atomic formulas of Σ, by allowing quantifications over less than λ
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variables, negations, and arbitrary conjunctions and disjunctions over sets of formu-
las with less than λ free variables altogether. The satisfaction of an L∞λ formula,
in a Σ-structure M , is defined the standard way. Assignments of free variables will
be written in the form ~a ⊆M ; we should keep in mind that ~a is in fact a function
with λ-small domain and with values in M .

We refer to Dickmann [8] for more information on model theory for infinitary
languages.

3. Setting up the categorical background

3.1. Non-commutative diagrams. The whole paper will be articulated around
the concept of a (non-commutative) diagram introduced in Wehrung [40]. Let us
recall the underlying definitions.

A (commutative) diagram, in a category S, is often defined as a functor D from a
category P (the “indexing category” of the diagram) to S. Allowing any morphism
in P to be sent to more than one morphism in S, we get a more general definition
of diagram that makes D a kind of “non-deterministic functor”.

Definition 3.1. Let P and S be categories. A P-indexed diagram in S is an as-
signment D, sending every object p of P to an object D(p) (or Dp) of S and each
morphism x : p→ q in P to a nonempty set D(x) of morphisms from D(p) to D(q),
in such a way that the following statements hold:

(1) idD(p) ∈ D(idp) for every objet p of P;
(2) whenever x : p→ q and y : q → r are morphisms in P, u ∈ D(x), and v ∈ D(y),

the composite v ◦ u belongs to D(y ◦ x).

We say that D is a commutative diagram if D(x) is a singleton whenever x is a
morphism in P. A uniformization of a diagram D is a P-indexed commutative

diagram D∗ such that D∗(x) ⊆ D(x) for every morphism x in P.
We denote by SP the category of all functors from P to S with natural transfor-

mations as morphisms.

Specializing to the case where P is the category naturally assigned to a poset P
(i.e., there is an arrow from p to q iff p ≤ q, and then the arrow is unique), we get
poset-indexed diagrams. We will often write poset-indexed commutative diagrams
in the form

~D = (Dp, δ
q
p | p ≤ q in P ) ,

where all Dp are objects and all δqp : Dp → Dq are morphisms subjected to the
usual commutation relations (i.e., δpp = idDp , δ

r
p = δrq ◦ δ

q
p whenever p ≤ q ≤ r);

hence ~D(p, q) = {δqp}. If P is a directed (resp., λ-directed, with λ an infinite regular

cardinal) poset we will say that ~D is a direct system (resp., λ-direct system).
Our next definition introduces powers of a diagram.

Definition 3.2. Let I be a set, let S be a category, let P be a poset, and let D

be a P -indexed diagram in S. We suppose that the product DI(p)
def
=

∏
i∈I D(pi)

exists in S for every p = (pi | i ∈ I) ∈ P I . Whenever p = (pi | i ∈ I) and q =
(qi | i ∈ I) in P I with p ≤ q, let DI(p, q) consist of all morphisms in S of the form∏
i∈I fi : D

I(p) → DI(q) where each fi ∈ D(pi, qi).

It is straightforward to verify that the structure DI introduced in Definition 3.2
is a P I -indexed diagram (in the sense of Definition 3.1).
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Remark 3.3. It could be tempting to set Definition 3.1 as foundation of a kind of
“non-commutative category theory”. The author’s enquiries on the matter, aimed
both at a few specialists and the literature, were unsuccessful. Not all usual cat-
egorical concepts would carry over to that more general framework, most notably
the one of directed colimit. That caveat, and the needs of the present paper, gave
rise to the Uniformization Lemma (Lemma 7.2).

On the other hand, observe that every P-indexed (non-commutative) diagram D

in S can, in principle, be viewed as a commutative diagram D̂, indexed by a cat-

egory P̂ “covering” P. In more detail: let P̂ have the same objects as P, and for

objects p and q in P define P̂(p, q) (i.e., the class of all morphisms from p to q in P̂)
as the class of all pairs (x, u) where x ∈ P(p, q) and u ∈ D(x). Such pairs are
composed componentwise (i.e., (x, u) ◦ (y, v) = (x ◦ y, u ◦ v)). The forgetful functor

F : P̂ → P sends every object to itself and every pair (x, u) to x. This functor is full
(because all D(x) are nonempty) and small-to-one in the sense that the preimage
under F of any morphism in P is a set (because all D(x) are sets). Now define a

functor D̂ : P̂ → S by D̂(p)
def
= D(p) and D̂(x, u)

def
= u whenever x : p → q in P̂ and

u ∈ D(x).
Conversely, let P′ be a category with the same objects as P and let F : P′ → P

be a full, small-to-one functor sending every object of P to itself. Then every
commutative diagram D′ : P′ → S gives rise to a P-indexed diagram D in S, by

setting D(p)
def
= D′(p) and D(x)

def
= {D′(X) | X ∈ P′(p, q) , x = F (X)} whenever

x : p→ q in P. This transformation, evaluated at P′ def
= P̂ and the forgetful functor

F : P̂ → P both defined in the paragraph above, returns the original diagram D.

In that sense, the commutative diagram D̂ encodes the diagram D.

3.2. From finitely presentable to λ-presentable. Let λ be an infinite regular
cardinal. We will say that an object A in a category A is weakly λ-presentable1 if
for every λ-directed colimit co-cone

(B, βi | i ∈ I) = lim
−→

(Bi, β
j
i | i ≤ j in I) within A ,

every morphism ϕ : A → B factors through some Bi , that is, ϕ = βi ◦ ψ for some
ψ : A→ Bi . If, in addition, for all i ∈ I and all ξ, η : A→ Bi such that βi◦ξ = βi◦η
there exists j ∈ I such that i ≤ j and βji ◦ ξ = βji ◦ η, we get the usual definition of
λ-presentability of A (cf. Gabriel and Ulmer [11, Definition 6.1] or Definitions 1.1
and 1.13 in Adámek and Rosický [1]).

We shall denote by PresλA the full subcategory of A consisting of all λ-pre-
sentable objects.

Recall (cf. Gabriel and Ulmer [11], Adámek and Rosický [1]) that a category C

is λ-filtered if every subcategory of C with less than λ morphisms has a compatible
co-cone. If λ = ω we will just say filtered instead of ω-filtered.

Adámek and Rosický [1, Theorem 1.5] prove that every small filtered category C

admits a cofinal functor from a directed poset. They also observe in [1, Remark 1.21]
that this result extends, with a similar proof, to λ-filtered categories: for every small

λ-filtered category C, there are a λ-directed poset P and a cofinal functor from P
to C. Hence, a functor preserves λ-filtered colimits (indexed by small λ-filtered
categories) iff it preserves λ-directed colimits (indexed by λ-directed posets).

1Although formally different, the definition of “weakly λ-presentable” introduced in Gillibert
and Wehrung [13] will be equivalent to ours in all contexts occurring in the present paper.
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We will say that a functor is λ-continuous if it preserves all λ-directed colimits.
Next, we need to show how to extend the results of Gillibert and Wehrung [13,

§ 1.4], enabling us to extend a functor from λ-presentable objects to all objects,
from the finitely presentable case to the λ-presentable case. The technical result
[13, Lemma 1.4.1] extends modulo the following changes:

• The category S, instead of having all directed colimits, is required to have
all λ-directed colimits.

• The Ai are all λ-presentable.

We say that a full subcategory A† of C is λ-dense in A if every object of A
is a colimit of a λ-direct system from A†. The relevant analogue of Gillibert and
Wehrung [13, Proposition 1.4.2] is then the following.

Lemma 3.4. Let A be a category, let A† be a full subcategory of PresλA which
is λ-dense in A, and let S be a category with all λ-directed colimits. Then ev-

ery functor Ψ: A† → S extends to a unique (up to natural isomorphism) functor

Ψ: A → S which preserves all λ-directed colimits from A†. Furthermore, if A† has

small hom-sets, then Ψ is λ-continuous.

Necessarily, if an object A ofA is expressed as a λ-directed colimit A = lim
−→i∈I

Ai ,

with all Ai ∈ A†, then Ψ(A) = lim
−→i∈I

Ψ(Ai). One of the main difficulties of the

argument is to prove that lim
−→i∈I

Ψ(Ai) is, up to isomorphism, independent of the

chosen λ-direct system based on the Ai . The proof of Lemma 3.4 is essentially the
same as the one of Gillibert and Wehrung [13, Proposition 1.4.2], with the following
changes:

• Change “directed” to “λ-directed” and “directed colimits” to “λ-directed
colimits”.

• Restate the Claim on page 30 as “P is λ-filtered”. The proof remains
almost identical.

• At the bottom of page 31, change the use of [1, Theorem 1.5] to [1, Re-
mark 1.21].

All along the present paper, Lemma 3.4 will be applied to the case where A is
the category BoolP of all P -scaled Boolean algebras (cf. Section 5), for a poset P ,
and A† is the full subcategory of all λ-presentable objects of A, for an infinite
regular cardinal λ (under additional conditions on P if λ > ω).

4. Purity and freshness

In this section we shall introduce a concept, making sense in any category,
strengthening the one of λ-purity of a morphism introduced in Adámek and Rosický
[1, Definition 2.27]. It will turn out that this concept is equivalent to λ-purity in
categories of sets (cf. Lemma 4.2), implies L∞λ-elementary embeddability for cat-
egories of models of first-order languages (cf. Proposition 4.3), and is preserved
under λ-continuous functors (cf. Proposition 4.4). As a consequence, λ-continuous
functors on categories of models generate L∞λ-elementary embeddings (cf. Propo-
sition 4.5); this will be the main support for our definition of anti-elementarity.

Definition 4.1. Let C be a category and let λ be an infinite regular cardinal. A
morphism f : A → B in C is λ-fresh if for all λ-presentable objects A′ and B′ and
all morphisms ξ : A′ → B′, α : A′ → A, and β : B′ → B, if βξ = fα, then there
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are a morphism η : B′ → A and an automorphism σ of B such that α = ηξ and
fη = σβ (cf. Figure 4.1).

A′ B′ A′ B′ B

A B A B

ξ

α β

ξ

α σβ
η

β

σ

f f

Figure 4.1. Stating λ-freshness of the morphism f

Observe that λ-freshness strengthens λ-purity, which is just the part of Defini-
tion 4.1 not involving σ (i.e., only require the existence of η such that α = ηξ).
There are other purely categorical approaches of λ-elementarity embeddings, such
as Beke and Rosický’s λ-embeddings [4, Definition 3.1]. Our Definition 4.1 covers
an a priori different purpose: in order to maximize the strength and scope of our
results of anti-elementarity, we need λ-freshness to be as strong as possible while
consistent with both Lemma 4.2 and Proposition 4.4. In that light, the simplicity
of Definition 4.1 came to the author as a surprise.

As the following lemma, whose proof we leave to the reader as an exercise,
shows, purity and freshness coincide in every category of the form Pinj(Ω). This
observation extends easily to further categories, such as the category of all sets with
one-to-one maps.

Lemma 4.2 (λ-freshness for sets). Let λ be an infinite regular cardinal, let Ω be a
set, and let f : A֌ B be a morphism in Pinj(Ω). The following are equivalent:

(i) f is λ-fresh.
(ii) f is λ-pure.
(iii) Either f is a bijection or λ ≤ cardA.

In [1, Proposition 5.15], Adámek and Rosický characterize λ-purity of a homo-
morphisms of Σ-structures by elementarity with respect to all positive-primitive
formulas. Our next observation shows that in that context, λ-freshness is a strong
form of L∞λ-elementarity.

Proposition 4.3. Let λ be an infinite regular cardinal and let Σ be a first-order

language of arity less2 than λ. Let f : A→ B be a Σ-homomorphism. If f is λ-fresh
within StrΣ, then it is an L∞λ-elementary embedding.

Proof. We need to prove that A |= F(~a) iff B |= F(f~a), for every L∞λ formula F

of Σ and every assignment ~a of the free variables of F in A. We argue by induction
on the complexity of F.

The only two nontrivial induction steps consist of proving thatB |= F(f~a) implies
that A |= F(~a), for any L∞λ formula F which is either atomic or of the form (∃~y)G
for a formula G of smaller complexity.

Let us begin with the case where F is atomic and denote by ~x the set of all free
variables of F. Define A′ as the free Σ-structure on ~x (term algebra, with all relation
symbols interpreted by the empty set) and ξ as the Σ-congruence of A′ generated by

the single relation F(~x); then setB′ def
= A′/ξ and denote by ξ : A′ ։ B′ the canonical

2More precisely, all function and relation symbols of Σ have arity less than λ.
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projection. Using the relation B |= F(f~a), we get (unique) Σ-homomorphisms
α : A′ → A and β : B′ → B such that α~x = ~a and βξ~x = f~a. Since f is λ-
pure, there exists η : B′ → A such that α = ηξ. Since B′ |= F(ξ~x) and η is a
Σ-homomorphism, we get A |= F(ηξ~x), that is, A |= F(~a), as desired.

Now let F(~x) be (∃~y)G(~x,~y). Our assumption B |= F(f~a) means that there exists
~c ⊆ B such that B |= G(f~a,~c). Define A′ as the free Σ-structure on ~x, B′ as the
free Σ-structure on ~x∪~y, and ξ as the natural inclusion from A′ into B′. There are
(unique) Σ-homomorphisms α : A′ → A and β : B′ → B such that α~x = ~a, β~x = f~a,
and β~y = ~c. Since f is λ-fresh, there are a Σ-homomorphism η : B′ → A and a Σ-
automorphism σ of B such that α = ηξ and fη = σβ (cf. Figure 4.1). Observe that
fα = fηξ = σβξ = σfα, thus (as ~a = α~x) we get σf~a = f~a. Furthermore, setting
~b

def
= η~y, we get σ~c = σβ~y = f~b. Now since B |= G(f~a,~c) and σ is an automorphism,

we get B |= G(σf~a, σ~c), that is, by the above, B |= G(f~a, f~b). From our induction

hypothesis it follows that A |= G(~a,~b), thus A |= F(~a), as desired. �

Adámek and Rosický establish in [1, Proposition 2.30] that in any locally λ-
presentable category, the λ-pure morphisms are exactly the λ-directed colimits of
split monomorphisms. It follows that any image of a λ-pure morphism, under a
λ-continuous functor (between λ-accessible categories) is λ-pure. Our next result
focuses on the latter preservation result, also extending it to λ-fresh morphisms.

Proposition 4.4. Let S and T be categories, let λ be an infinite regular cardinal,
and let Γ: S → T be a λ-continuous functor. We assume that PresλS is λ-dense
in S. Then for every morphism f : A→ B in S, if f is λ-pure (resp., λ-fresh) in S,
then Γ(f) is λ-pure (resp., λ-fresh) in T.

Proof. We provide the proof for λ-freshness; the proof for λ-purity is contained in
that argument. Let P and Q be λ-presentable objects of T and let ξ : P → Q,
α : P → Γ(A), and β : Q → Γ(B) be morphisms in T such that βξ = Γ(f)α. From
our denseness assumption it follows that there are λ-directed colimit representations

(A, µi | i ∈ I) = lim
−→

(
Ui, µ

i′

i | i ≤ i′ in I
)
,

(B, νj | j ∈ J) = lim
−→

(
Vj , ν

j′

j | j ≤ j′ in J
)

in S, with all Ui and Vj being λ-presentable. Since α : P → Γ(A) = lim
−→i∈I

Γ(Ui)

and P is λ-presentable, there are i ∈ I and α′ : P → Γ(Ui) such that α = Γ(µi)α
′.

Since fµi : Ui → B = lim
−→j∈J

Vj and Ui is λ-presentable, there exists j0 ∈ J such

that fµi factors through Vj0 . Since β : Q → Γ(B) = lim
−→j∈J

Γ(Vj) and Q is λ-pre-

sentable, there are j ∈ J and β′ : Q → Γ(Vj) such that β = Γ(νj)β
′. Furthermore,

we may replace j by any upper bound of {j0, j} in J and thus assume that fµi
factors through Vj . Pick ξ′ : Ui → Vj such that fµi = νjξ

′. From Γ(f)α = βξ
it follows that Γ(fµi)α

′ = Γ(νj)β
′ξ, that is, Γ(νj)Γ(ξ

′)α′ = Γ(νj)β
′ξ. Since the

common domain of the morphisms Γ(ξ′)α′ and β′ξ (viz. P ) is λ-presentable, there
exists k ≥ j such that Γ(νkj )Γ(ξ

′)α′ = Γ(νkj )β
′ξ. Replacing j by k, we may thus

suppose that Γ(ξ′)α′ = β′ξ, that is, the diagram represented in the left hand side
of Figure 4.2 is commutative.

Since f is λ-fresh and Ui and Vj are both λ-presentable, there are η′ : Vj → A
and an automorphism σ′ of B such that η′ξ′ = µi and fη′ = σ′νj (see the right
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P Q

Γ(Ui) Γ(Vj) Ui Vj B

Γ(A) Γ(B) A B

ξ

α′

α

β′

β
Γ(ξ′)

Γ(µi) Γ(νj)

ξ′

µi σ′νj
η′

νj

σ′

Γ(f) f

Figure 4.2. Illustrating the proof of Proposition 4.4

hand side of Figure 4.2). Now set η
def
= Γ(η′)β′ and σ

def
= Γ(σ′). Then

ηξ = Γ(η′)β′ξ = Γ(η′)Γ(ξ′)α′ = Γ(µi)α
′ = α

whereas σ is an automorphism of Γ(B) and

Γ(f)η = Γ(fη′)β′ = Γ(σ′νj)β
′ = σβ . �

The following result is essentially a reformulation, in our context, of Feferman’s
[10, Theorem 6] or Beke and Rosický’s [4, Proposition 2.14]. However, while the
preservation of monomorphisms belongs to the assumptions of the two abovemen-
tioned results, it appears in our result as a conclusion (for monomorphisms with
large enough domain).

Proposition 4.5. Let λ be an infinite regular cardinal, let C be a category, let Ω be

a set, and let Γ: Pinj(Ω) → C be a λ-continuous functor. Then for every f : X ֌ Y
in Pinj(Ω) with cardX ≥ λ, Γ(f) is a λ-fresh morphism from Γ(X) into Γ(Y ). In

particular, if C = StrΣ for a first-order language Σ with arity less than λ, then Γ(f)
is an L∞λ-elementary embedding from Γ(X) into Γ(Y ).

Proof. By Lemma 4.2, f is a λ-fresh morphism within Pinj(Ω). The λ-presentable
members of Pinj(Ω) are exactly the λ-small subsets of Ω, and those form a λ-
dense full subcategory of Pinj(Ω). By Proposition 4.4, Γ(f) is a λ-fresh morphism
within C. The last statement of Proposition 4.5 now follows from Proposition 4.3.

�

5. P -scaled Boolean algebras; normal morphisms

The whole monograph Gillibert and Wehrung [13] is articulated around the con-
cept of a P -scaled Boolean algebra. This section will consist of a gentle recollection
of some known material on those structures, followed by a few basic results on their
λ-presentability.

For an arbitrary poset P , a P -scaled Boolean algebra is a structure

A =
(
A, (A(p) | p ∈ P )

)
,

where A is a Boolean algebra, every A(p) is an ideal of A, A =
∨
(A(p) | p ∈ P )

within the ideal lattice of A, and A(p)∩A(q) =
∨
(A(r) | r ≥ p, q) whenever p, q ∈ P .

For P -scaled Boolean algebras A and B, a morphism from A to B is a homomor-
phism f : A→ B of Boolean algebras such that f [A(p)] ⊆ B(p) for every p ∈ P . If f
is surjective and f [A(p)] = B(p) for every p, we say that f is normal3 . For a P -scaled

3In Gillibert and Wehrung [13, § 2.5] we observed, without proof, that the normal morphisms
are exactly the regular epimorphisms in BoolP . We will not need that fact here either.
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Boolean algebraA and an ideal I of A, with canonical projection πI : A։ A/I, the
quotient algebra A/I has underlying Boolean algebra B/I and (A/I)(p) = πI [A

(p)].
Furthermore, πI is a normal morphism and every normal morphism arises this way
(cf. [13, § 2.5]).

The category of all P -scaled Boolean algebras is denoted by BoolP .
The following observation is stated without proof in Gillibert and Wehrung [13,

Remark 2.4.8]. We include a proof here for completeness.

Lemma 5.1. A morphism ϕ : A → B in BoolP is monic iff it is one-to-one.

Proof. It is trivial that if ϕ is one-to-one then it is monic. Suppose, conversely,
that ϕ is monic and let a0, a1 ∈ A such that ϕ(a0) = ϕ(a1). Since 1 belongs to∨
(A(p) | p ∈ P ), there are a nonempty finite subset Q of P and elements uq ∈ A(q),

for q ∈ Q, such that 1 =
⊕

(uq | q ∈ Q). Let C
def
= P(Q × {0, 1}). For each

p ∈ P , denote by C(p) the ideal of C generated by cp
def
= (Q ↑ p) × {0, 1}. Then

C
def
= (C, (C(p) | p ∈ P )) is a P -scaled Boolean algebra. For each i ∈ {0, 1} there is

a unique morphism αi : C → A sending each {(q, 0)} to uq ∧ ai and each {(q, 1)}
to uq∧¬ai . Since ϕ◦α0 = ϕ◦α1 and ϕ is monic, we get α0 = α1 , thus a0 = a1 . �

For every A ∈ BoolP , the ultrafilter space of A is denoted in Gillibert and
Wehrung [13] by UltA, and further, for every a ∈ UltA, the subset

‖a‖A
def
= {p ∈ P | a ∩ A(p) 6= ∅} (5.1)

is an ideal of P (cf. Gillibert andWehrung [13, Lemma 2.2.4]). The pair (UltA, ‖−‖A)
is a so-called P -normed Boolean space (cf. [13, § 2.2], in particular for the duality
between P -scaled Boolean algebras and P -normed Boolean spaces).

Notation 5.2. For any infinite regular cardinal λ, we denote by Bool<λP the full
subcategory of BoolP consisting of all its λ-presentable members.

We established in Gillibert and Wehrung [13, Proposition 2.3.1] that the cat-
egory BoolP has all directed colimits. Furthermore, the description of those di-
rected colimits given there amounts to saying that A = lim

−→i∈I
Ai , with limiting

morphisms αi : Ai → A, iff A = lim
−→i∈I

Ai in the category of all Boolean algebras

and each A(p) is the (directed) union, over i ∈ I, of all αi[A
(p)
i ]. We will express this

by saying that directed colimits in BoolP are standard. Moreover, in [13, § 2.4] we
characterized the finitely presentable P -scaled Boolean algebras as those A with
finite underlying Boolean algebra A such that for every atom a of A there is a
largest p ∈ P such that a ∈ A(p) .

For a P -scaled Boolean algebra A, we introduced in [13, § 2.4] the set ΣA of all
maps f from the set AtU of all atoms of U to P , for a finite subalgebra U = Af

of A, such that u ∈ A(f(u)) for all u ∈ AtU . Denoting, for each p ∈ P , by A
(p)
f the

ideal of Af generated by all atoms u of Af such that p ≤ f(u), we obtained there
a finitely presentable P -scaled Boolean algebra Af , for which the inclusion map
Af ֌ A is a monomorphism in BoolP .

For f, g ∈ ΣA , let f ⊑ g hold if Af ⊆ Ag and for all (u, v) ∈ (AtAf )× (AtAg),
v ≤ u implies that f(u) ≤ g(v). We proved in [13, § 2.4] that ΣA is directed under ⊑
and that A = lim

−→f∈ΣA

Af with all transition morphisms and limiting morphisms

defined as inclusion mappings (they are thus all monomorphisms). This enabled us
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to prove that Bool<ωP is ω-dense in BoolP ; in particular,BoolP is an ω-accessible4

category. By Adámek and Rosický [1, Theorem 2.11], it thus follows that BoolP is

a λ-accessible category, for every infinite regular cardinal λ. In particular, Bool<λP
is λ-dense in BoolP .

Since BoolP is ω-accessible, the equivalence between the strong form of (i)
and (ii) in the following Lemma 5.3 is a consequence of Makkai and Paré [26,
Proposition 2.3.11]. However, the following argument is direct, and it yields the
additional combinatorial criterion (iii).

Lemma 5.3. The following are equivalent, for any infinite regular cardinal λ and

any P -scaled Boolean algebra A:

(i) A is λ-presentable (resp., weakly λ-presentable).
(ii) A is a directed colimit of a λ-small direct system in Bool<ωP .
(iii) The poset (ΣA,⊑) has a λ-small cofinal subset.

Proof. (i)⇒(ii). Let A be weakly λ-presentable. The set I of all nonempty λ-

small, ⊑-directed subsets of ΣA is λ-directed under set inclusion. We set A(I)
def
=

lim
−→f∈I

Af whenever I ∈ I. Since all directed colimits in BoolP are standard,

every limiting morphism αI : A(I) → A is monic (cf. Lemma 5.1). From A =
lim
−→f∈ΣA

Af it follows that A = lim
−→I∈I

A(I), thus, since A is weakly λ-presentable

and I is λ-directed, there are I ∈ I and ξ : A → A(I) such that idA = αI ◦ ξ.
Since αI is monic, it follows that αI and ξ are mutually inverse isomorphisms;
whence A ∼= A(I) = lim

−→f∈I
Af .

(ii)⇒(iii). We are given a λ-small directed colimit cocone (A, βi | i ∈ I) =

lim
−→

(Bi, β
j
i | i ≤ j in I) with all Bi finitely presentable. For each i ∈ I, we consider

the finite Boolean subalgebra Vi
def
= βi[Bi] of A. Any atom v of Vi can be written

as v = βi(x) for a unique atom x of Bi , necessarily outside β−1
i {0} . Since Bi is

finitely presentable, there is a largest p ∈ P such that x ∈ B
(p)
i ; denote it by gi(v).

Now let f ∈ ΣA and set U
def
= Af . Since directed colimits in BoolP are standard,

there is i ∈ I such that U ⊆ Vi and u ∈ βi
[
B

(f(u))
i

]
whenever u ∈ AtU . Let

(u, v) ∈ (AtU) × (At Vi) such that v ≤ u. Write v = βi(x) where x ∈ (AtBi) .

Since βi(x) = v ≤ u ∈ βi
[
B

(f(u))
i

]
and x is an atom of Bi outside β−1

i {0} , we

get x ∈ B
(f(u))
i , that is, f(u) ≤ gi(v); whence f ⊑ gi . We have thus proved that

{gi | i ∈ I} is cofinal in ΣA .
(iii)⇒(i). Since A = lim

−→f∈ΣA

Af , it follows from our assumption that A is

a λ-small directed colimit of finitely presentable P -scaled Boolean algebras. By
Adámek and Rosický [1, Proposition 1.16], it follows that A is λ-presentable. �

Corollary 5.4. For any P -scaled Boolean algebra A,

cardA+ cardP < λ⇒ (A is λ-presentable ) ⇒ cardA < λ .

Proof. The first implication follows from the relation A = lim
−→f∈ΣA

Af , together

with the inequality cardΣA ≤ cardA + cardP in case ΣA is infinite. The second
implication follows from the criterion stated in Lemma 5.3(ii). �

4As established in [13, Proposition 2.3.2], the category BoolP has also all binary products.
On the other hand, it may not have binary coproducts, in which case it is not locally presentable.
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Note. Easy examples show that none of the implications of Corollary 5.4 can be
reversed.

Lemma 5.5. Let λ be an infinite regular cardinal. Then every normal morphism
ϕ : A → B of P -scaled Boolean algebras is a λ-directed colimit (within the category

of all arrows of BoolP ) of normal morphisms in Bool<λP .

Proof. Our argument follows the lines of the one of Gillibert and Wehrung [13,
Proposition 2.5.5]. We may identify B with A/I and ϕ with the canonical pro-

jection from A onto A/I, where I
def
= ϕ−1{0}. If A is λ-presentable, then, by

Lemma 5.3, there is a λ-small directed colimit representation

(A, αj | j ∈ J) = lim
−→

(Aj , α
k
j | j ≤ k in J) (5.2)

where each Aj is finitely presentable. Each Ij
def
= α−1

j [I] is an ideal of Aj (neces-

sarily principal since Aj is finite), each Aj/Ij is finitely presentable, and A/I =
lim
−→j∈J

(Aj/Ij) is thus λ-presentable.

In the general case, there is a representation of the form (5.2), now with J λ-
directed and each Aj λ-presentable. This yields a directed colimit representation

ϕ = lim
−→j∈J

ϕj where ϕj denotes the canonical projection from Aj onto Aj/α
−1
j [I],

which is (using the result of the paragraph above) a normal morphism between
λ-presentable objects. �

6. Condensates

In this section we shall introduce the crucial constructs A⊠ ~S (box condensates)

and A⊗λΦ
~S (Φ-condensates). Throughout Section 6 we shall fix a poset P , a cate-

gory S, and a (not necessarily commutative) P -indexed diagram ~S = (Sp, ~S(p, q) |
p ≤ q in P ) in S.

6.1. Box condensates and constricted morphisms.

Notation 6.1. For any P -scaled Boolean algebra A, we set

Ult♭A
def
= {a ∈ UltA | ‖a‖A has a least upper bound in P} .

For any ultrafilter a of A, we denote by |a|A the least upper bound of ‖a‖A in P if
it exists.

Definition 6.2. A morphism ϕ : A → B in BoolP is constricted if ϕ−1[b] belongs

to Ult♭A whenever b ∈ Ult♭B. That is, if ‖b‖B has a least upper bound in P , then
so does ‖ϕ−1[b]‖A , whenever b ∈ UltB.

We denote by BoolcstrP the category of all P -scaled Boolean algebras with con-
stricted morphisms.

Observe that in the context of Definition 6.2, the containment ‖ϕ−1[b]‖A ⊆ ‖b‖B
holds (because ϕ is a morphism in BoolP ); whence |ϕ−1[b]|A ≤ |b|B if both sides
of that inequality are defined.

Definition 6.3. For any P -scaled Boolean algebra A, we set

A⊠ ~S
def
=

∏(
S|a|A | a ∈ Ult♭A

)
if the product exists.

We will say that A⊠ ~S is a box condensate of ~S.
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In particular, if A is finitely presentable, then A⊠ ~S is identical to the construct

(called there a condensate) A ⊗ ~S introduced in Gillibert and Wehrung [13]. In

that case (i.e., A is finitely presentable), Ult♭A = UltA is the set of all principal
ultrafilters associated to the atoms of A.

Definition 6.4. For any constricted morphism ϕ : A → B in BoolP , if A⊠ ~S and

B⊠ ~S both exist, then we define ϕ⊠ ~S as the set of all morphisms f : A⊠ ~S → B⊠ ~S
in S of the form

f =
∏

(fb | b ∈ Ult♭B) , where each fb ∈ ~S
(
|ϕ−1[b]|A, |b|B

)
.

This means that f is the unique morphism from A ⊠ ~S to B ⊠ ~S making the

diagram represented in Figure 6.1 commute whenever b ∈ Ult♭B. In that diagram,

δB
b

denotes the canonical projection of B ⊠ ~S onto S|b|B .

A⊠ ~S B ⊠ ~S

S|ϕ−1[b]|A S|b|B

f

δA
ϕ−1[b] δB

b

fb

Figure 6.1. A morphism f in ϕ⊠ ~S

This is to be put in contrast with Gillibert and Wehrung [13, § 3.1], where ϕ⊗ ~S

is defined as a single morphism from A⊗ ~S to B ⊗ ~S.

Lemma 6.5. The assignment − ⊠ ~S defines a diagram in S (in the sense of Def-

inition 3.1), indexed by the full subcategory BoolcstrP (~S) of BoolcstrP consisting of

all A such that A⊠ ~S exists.

Proof. It is trivial that idA ⊠ ~S contains, as an element, the identity on A ⊠ ~S.

Now let ϕ : A → B and ψ : B → C be morphisms in BoolcstrP (~S), let f ∈ ϕ ⊠ ~S,

and let g ∈ ψ ⊠ ~S. We need to verify that g ◦ f belongs to (ψ ◦ ϕ)⊠ ~S. Let

f =
∏

(fb | b ∈ Ult♭B) and g =
∏

(gc | c ∈ Ult♭C) ,

where each fb ∈ ~S
(
|ϕ−1[b]|A, |b|B

)
and each gc ∈ ~S

(
|ψ−1[c]|B , |c|C

)
. Now g ◦ f =∏

(gc ◦ fψ−1[c] | c ∈ Ult♭C) where each gc◦fψ−1[c] belongs to ~S(|ϕ
−1ψ−1[c]|A, |c|C) =

~S(|(ψ ◦ ϕ)−1[c]|A, |c|C), as required. �

The usually unwieldy requirement that a morphism be constricted will often be
ensured by the following convenient condition.

Definition 6.6. Let λ be an infinite cardinal. We say that the poset P is a
conditional λ-DCPO5 if every nonempty, bounded above, directed, λ-small subset
of P has a least upper bound in P . If this holds for every λ then we say that P is
a conditional DCPO.

Observe that every poset is, trivially, a conditional ω-DCPO.
Throughout the paper we will be constantly using the following observation.

5Recall that DCPO usually stands for “directed-complete partial order”.
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Lemma 6.7. The following statements hold, for any infinite regular cardinal λ,
any conditional λ-DCPO P , and any P -scaled Boolean algebras A and B:

(1) If A is λ-presentable, then Ult♭A = {a ∈ UltA | ‖a‖A is bounded above in P}.

(2) Every morphism ϕ : A → B in BoolP , with A ∈ Bool<λP , is constricted.

Proof. Ad (1). By Lemma 5.3, there is a λ-small directed colimit representation

(A, αi | i ∈ I) = lim
−→

(Ai, α
j
i | i ≤ j in I)

with each Ai finitely presentable. By standardness of the colimit, it follows that
for every ultrafilter a of A, the equality ‖a‖A =

⋃
(‖α−1

i [a]‖Ai | i ∈ I) holds. Since

each Ai is finitely presentable, each ‖α−1
i [a]‖Ai

has a largest element pi . Hence
‖a‖A has the λ-small cofinal subset {pi | i ∈ I}. In particular, if ‖a‖A is bounded
above, then, since it is directed and since P is a conditional λ-DCPO, it has a least
upper bound.

Ad (2). Since ϕ is a morphism in BoolP , ‖ϕ−1[b]‖A is contained in ‖b‖B for
every ultrafilter b of B. In particular, if ‖b‖B has a least upper bound, then it is
bounded above, thus so is ‖ϕ−1[b]‖A . Apply (1). �

Remark 6.8. Box condensates can be defined in more general settings than P -
scaled Boolean algebras. For any set I, any map a : I → P , and any P -indexed

diagram ~S, one can define the box condensate a⊠~S
def
=

∏
(Sa(i) | i ∈ I) if the product

exists. The construction A ⊠ ~S of Definition 6.3 is then a particular case of that

construction (let I = Ult♭A and a(i) = |i|A whenever i ∈ I). The construction

ϕ ⊠ ~S of Definition 6.4 can then be extended likewise. A morphism ϕ : a → b,
where a : I → P and b : J → P , is now a map ϕ : J → I such that a ◦ ϕ ≤ b (i.e.,
aϕ(j) ≤ b(j) whenever j ∈ J); so it lives in what could be called an “ordered slice

category” over P . One can then define the diagram − ⊠ ~S as in Lemma 6.5, with

ϕ ⊠ ~S defined as the set of all morphisms of the form
∏
(fj | j ∈ J) where each

fj ∈ ~S(aϕ(j), b(j)). Following the method outlined in Remark 3.3, this diagram
can then be encoded by a commutative diagram indexed by a category “covering”
the ordered slice category outlined above.

Despite the greater level of generality brought by that approach, all our applica-
tions developed in Sections 12–15, and in fact all the applications we are currently
aware of, require the passage through the original box condensates from Defini-
tion 6.3. We thus chose to keep the apparently less general approach through the
paper.

6.2. Φ-condensates. Let T be a category and let Φ: S → T be a functor. We want

to argue that under certain conditions, the composition of the diagram −⊠ ~S with Φ

yields a commutative diagram. This condition arises from the construction ~SI

introduced in Definition 3.2.

Definition 6.9. We say that a P -indexed diagram ~S in S is Φ-commutative if the

composition Φ~SI is a commutative diagram for any set I such that ~SI is defined.
This means that for any p = (pi | i ∈ I) and q = (qi | i ∈ I) in P I such that

p ≤ q, and any f, g ∈
∏(

~S(pi, qi) | i ∈ I
)
, the equality Φ(f) = Φ(g) holds.

Taking I a singleton, it follows that if the diagram ~S is Φ-commutative, then the

composite Φ~S is a commutative diagram.
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The diagram of Abelian ℓ-groups denoted by ~A in Wehrung [40] (cf. Section 12) is
proven in that paper to be Idc-commutative, where Idc is the functor sending every

Abelian ℓ-group to its lattice of principal ℓ-ideals. However, ~A is not commutative.

Lemma 6.10. Let ~S be a Φ-commutative P -indexed diagram in S. Then the com-

posite Φ
(
− ⊠ ~S

)
is a functor from BoolcstrP (~S) to T.

Proof. We need to prove that for any P -scaled Boolean algebrasA and B, any con-

stricted morphism ϕ : A → B, and any f, g ∈
∏(

~S
(
|ϕ−1[b]|A, |b|B

)
| b ∈ Ult♭B

)
,

the equality Φ(f) = Φ(g) holds. This follows trivially from the commutativity of

the diagram Φ~SUlt♭B. �

Let us introduce a context that facilitates dealing with the category BoolcstrP (~S).

Definition 6.11. Let λ be an infinite cardinal. We say that the category S has all

2<λ-products if it has all binary products and all products of at most 2α objects
whenever ω ≤ α < λ. (In particular, if λ > ω, then S has a terminal object.)

Lemma 6.12. Let λ be an infinite regular cardinal. Suppose that P is a conditional

λ-DCPO and that S has all 2<λ-products. Then A ⊠ ~S exists for every λ-pre-
sentable A, and every morphism in Bool<λP is constricted.

Proof. Let A ∈ Bool<λP and set α
def
= cardA. By Corollary 5.4, α < λ. Since the

set Ult♭A has at most 2α elements and since it is nonempty if λ = ω (for in that

case A is finitely presented, so Ult♭A = UltA), A⊠ ~S exists in S. The last part of
the statement of Lemma 6.12 follows immediately from Lemma 6.7. �

Lemma 6.13. Let λ be an infinite regular cardinal. Suppose that P is a conditional

λ-DCPO, S has all 2<λ-products, T has all λ-directed colimits, and ~S is Φ-commu-

tative. Then the restriction of the functor Φ
(
− ⊠ ~S

)
to Bool<λP extends uniquely,

up to natural isomorphism, to a λ-continuous functor Ψ: Bool<λP → T.

Proof. We apply Lemma 3.4 to A := BoolP and A† := Bool<λP , with Ψ defined as

the restriction of the functor Φ
(
− ⊠ ~S

)
to Bool<λP (here and at many other places

we apply Lemma 6.12). Since Bool<λP is λ-dense in BoolP , the assumptions of
Lemma 3.4 are indeed satisfied. �

Definition 6.14. We shall denote by − ⊗λΦ
~S the functor Ψ whose existence is

ensured by Lemma 6.13. Objects of S of the form A⊗λΦ
~S, for A ∈ BoolP , will be

called Φ-condensates of ~S.

We end this section by recalling a useful example of a P -scaled Boolean algebra,
introduced in Gillibert and Wehrung [13, Definition 2.6.1]; namely,

2[p]
def
=

(
2, (2[p](q) | q ∈ P )

)

where we set 2
def
= {0, 1} and define 2[p](q) as {0, 1} if q ≤ p, {0} otherwise. When-

ever p ≤ q in P , the identity map on 2 induces a monomorphism εqp : 2[p] ֌ 2[q]

in Bool<ωP . The following straightforward analogue of [13, Lemma 3.1.3] remains
valid.

Lemma 6.15. Let ~S be a (not necessarily commutative) P -indexed diagram in S.

Then the following statements hold:
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(1) 2[p]⊠ ~S = Sp , for all p ∈ P .

(2) εqp ⊠
~S = ~S(p, q), for all p ≤ q in P .

In particular, in the context of Lemma 6.15, we get

• For all p ∈ P , 2[p]⊗λΦ
~S = Φ(Sp).

• For all p ≤ q in P , εqp⊗
λ
Φ
~S is the common value of all Φ(x) for x ∈ ~S(p, q).

7. The Uniformization Lemma and the Boosting Lemma

While the construction − ⊠ ~S, originally defined on constricted morphisms, can-
not be functorially extended to morphisms in full generality, we find, in this sec-
tion, conditions under which such an extension is possible on diagrams of P -scaled
Boolean algebras indexed by forests. We begin with an easy lemma.

Lemma 7.1. Let I be a chain, let P be a poset, and let f : I → P be an isotone

map. Then f [I] ↓ f(i) = f [I ↓ i] for every i ∈ I.

Proof. The containment f [I ↓ i] ⊆ f [I] ↓ f(i) follows from the isotonicity of f .
Conversely, every p ∈ f [I] ↓ f(i) can be written as f(x) for some x ∈ I. Since I is
a chain, x ≤ i or i ≤ x. In the former case, x ∈ I ↓ i thus p = f(x) ∈ f [I ↓ i]. In
the latter case, p ≤ f(i) ≤ f(x) = p, so p = f(i) ∈ f [I ↓ i]. �

The main result of Section 7 states that forest-indexed diagrams of box con-
densates of any diagram of constricted morphisms can always be uniformized (cf.
Definition 3.1 for the latter).

Lemma 7.2 (Uniformization Lemma). Let P be a poset in which every bounded

chain is finite, let Λ be a forest, let (Ai, α
j
i | i ≤ j in Λ) be a Λ-indexed commutative

diagram in BoolP , let S be a category, and let ~S be a P -indexed diagram in S such

that each Ai ⊠ ~S exists. Then every morphism in BoolP is constricted and the

diagram
(
Ai ⊠ ~S, αji ⊠

~S | i ≤ j in I
)
has a uniformization.

Proof. Since P has no bounded strictly ascending sequence, it is a conditional
DCPO, thus every morphism in BoolP is constricted (cf. Lemma 6.7). For each

pair (p, q) ∈ P×P such that p < q, we pick a morphism σqp ∈ ~S(p, q). We emphasize
that the σqp are not expected to form a commutative diagram in S (which indeed
they usually do not).

Set U
def
=

⋃(
{k} × (Ult♭Ak) | k ∈ Λ

)
. For each (k, c) ∈ U, denote by

πk,c : Λ ↓ k → P the map defined by πk,c(j)
def
= |(αkj )

−1[c]|Aj
whenever j ∈ Λ ↓ k

(since αkj is constricted, the map πk,c is indeed well defined). Observe that πk,c(k) =
|c|Ak

. For all i ≤ j ≤ k in Λ,

πk,c(i) = |(αki )
−1[c]|Ai

= |(αji )
−1(αkj )

−1[c]|Ai
≤ |(αkj )

−1[c]|Aj
= πk,c(j) ,

so πk,c is isotone. It follows that the range Pk,c of πk,c is a chain contained in P .

Claim. Let j ≤ k. Then Pk,c ↓ πk,c(j) = Pj,(αk
j )

−1[c] .
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Proof of Claim. A direct calculation:

Pj,(αk
j )

−1[c] = {|(αji )
−1(αkj )

−1[c]|Ai
| i ∈ Λ ↓ j}

= {|(αki )
−1[c]|Ai

| i ∈ Λ ↓ j}

= πk,c[Λ ↓ j]

= πk,c[(Λ ↓ k) ↓ j]

= πk,c[Λ ↓ k] ↓ πk,c(j) (because Λ ↓ k is a chain and by Lemma 7.1)

= Pk,c ↓ πk,c(j) . � Claim.

Whenever (k, c) ∈ U and j ≤ k, it follows from the assumptions on P that the
subchain Pk,c ↑ πk,c(j) = Pk,c ∩ [πk,c(j), πk,c(k)] is finite; write it as {p0, . . . , pn}
with p0 < · · · < pn , and then define

τj,k,c
def
= σpnpn−1

◦ · · · ◦ σp1p0 .

In particular, τj,k,c belongs to ~S(p0, pn) = ~S(|(αkj )
−1[c]|Aj

, |c|Ak
) . It follows that

the morphisms τj,k,c , for c ranging over Ult♭Ak , are the components of a morphism

ϕkj
def
=

∏
(τj,k,c | c ∈ Ult♭Ak) ∈ αkj ⊠

~S .

If j = k, then each τj,k,c is the identity, thus ϕkj is the identity on Aj ⊠ ~S.

We shall now prove that ϕki = ϕkj ◦ ϕ
j
i whenever i ≤ j ≤ k in Λ. This amounts

to proving that the relation τi,k,c = τj,k,c ◦ τi,j,(αk
j )

−1[c] holds for every c ∈ Ult♭Ak .

Writing Pk,c ↑ πk,c(i) = {p0, . . . , pn} with p0 < · · · < pn , we obtain, by definition,

τi,k,c = σpnpn−1
◦ · · · ◦ σp1p0 . (7.1)

Let m ∈ {0, . . . , n} such that πk,c(j) = pm . Then Pk,c ↑ πk,c(j) = {pm, . . . , pn} ,
thus

τj,k,c = σpnpn−1
◦ · · · ◦ σpm+1

pm . (7.2)

Finally, it follows from the Claim above that Pj,(αk
j )

−1[c] = {p0, . . . , pm} , thus

τi,j,(αk
j )

−1[c] = σpmpm−1
◦ · · · ◦ σp1p0 . (7.3)

The relations (7.1), (7.2), and (7.3) together imply the required relation

τi,k,c = τj,k,c ◦ τi,j,(αk
j )

−1[c]. This concludes the proof that
(
Ai ⊠ ~S, ϕji | i ≤ j in I

)

is a uniformization of
(
Ai ⊠ ~S, αji ⊠

~S | i ≤ j in I
)
. �

Under conditions on λ and P and for a λ-presentable P -scaled Boolean alge-

bra B, the Φ-condensate B ⊗λΦ
~S is defined as Φ(B ⊠ ~S), thus it belongs to the

range of Φ. The following result enables us to extend the latter observation to
the case where B is the colimit of a direct system, indexed by λ, of λ-presentable
P -scaled Boolean algebras.

Lemma 7.3 (The Boosting Lemma). Let λ be an infinite regular cardinal and
let P be a poset in which every bounded chain is finite. Let S be a category with all

2<λ-products (cf. Definition 6.11) and all colimits indexed by λ, let T be a category

with all λ-directed colimits, and let Φ: S → T be a functor preserving all colimits
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indexed by λ. Let ~S be a Φ-commutative P -indexed diagram in S, and consider a

directed colimit cocone

(B, βξ | ξ < λ) = lim
−→

(Bξ, β
η
ξ | ξ ≤ η < λ) in BoolP ,

with all Bξ λ-presentable. Then B ⊗λΦ
~S belongs to the range of Φ.

Proof. Our assumptions ensure that all box condensates Bξ ⊠ ~S exist and all the
morphisms βηξ are constricted (cf. Lemmas 6.7 and 6.12). By Lemma 7.2, the dia-

gram
(
Bξ ⊠ ~S, βηξ ⊠ ~S | ξ ≤ η < λ

)
has a uniformization

(
Bξ ⊠ ~S, ϕηξ | ξ ≤ η < λ

)
.

Since S has all colimits indexed by λ, there exists a directed colimit cocone

(S, ϕξ | ξ < λ) = lim
−→

(Bξ ⊠ ~S, ϕηξ | ξ ≤ η < λ) in S .

(Of course, S will play the role of the undefined B ⊠ ~S.) Since Φ preserves all
colimits indexed by λ, it follows that

(Φ(S),Φ(ϕξ) | ξ < λ) = lim
−→

(Bξ ⊗
λ
Φ
~S,Φ(ϕηξ ) | ξ ≤ η < λ) in T . (7.4)

Since T has all λ-directed colimits, B⊗λΦ
~S is well defined. Since the functor −⊗λΦ

~S
is λ-continuous, it also preserves all colimits indexed by λ, whence

(B ⊗λΦ
~S, βξ ⊗

λ
Φ
~S | ξ < λ) = lim

−→
(Bξ ⊗

λ
Φ
~S, βηξ ⊗λΦ

~S | ξ ≤ η < λ) in T . (7.5)

Now whenever ξ ≤ η < λ, it follows from the relation ϕηξ ∈ βηξ ⊠ ~S that Φ(ϕηξ ) =

βηξ ⊗λΦ
~S. By (7.4) and (7.5) together with the uniqueness of the directed colimit,

we obtain that Φ(S) ∼= B ⊗λΦ
~S, as desired. �

8. Tensoring with normal morphisms

Standing Hypothesis. λ is an infinite regular cardinal, P is a conditional λ-
DCPO, S is a category with all 2<λ-products (cf. Definition 6.11), T is a category

with all λ-directed colimits, Φ: S → T is a functor, and ~S is a Φ-commutative

P -indexed diagram in S.

In this section we shall analyze the structure of the morphisms of the form ϕ⊗λΦ
~S

in case ϕ is a normal morphism of P -scaled Boolean algebras.

Definition 8.1.

(1) A projection in a category is the canonical morphism from a product to one of
its factors.

(2) A Φ-projection in T is an isomorphic copy of Φ(p) for a projection p in S.
(3) A λ-extended Φ-projection in T is a λ-directed colimit, within the category of

all arrows of T, of Φ-projections in T.

The following result extends Gillibert and Wehrung [13, Proposition 3.1.2] to
our current context.

Proposition 8.2. For every normal morphism ϕ : A → B in BoolP , ϕ ⊗λΦ
~S

is a λ-extended Φ-projection. Moreover, if A is λ-presentable, then ϕ ⊗λΦ
~S is a

Φ-projection.
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Proof. By Gillibert and Wehrung [13, § 2.5], we may assume that B = A/I and
ϕ = πI (cf. Section 5), for an ideal I of A.

By Lemma 5.5, it suffices to consider the case where A is λ-presentable.

U
def
= Ult♭A ,

U1
def
= {a ∈ Ult♭A | a ∩ I = ∅} ,

U0
def
= U \ U1 .

Then we can write

A⊠ ~S =
∏(

S|a|A | a ∈ U
)
,

B ⊠ ~S =
∏(

S|a/I|A/I
| a ∈ U1

)

=
∏(

S|a|A | a ∈ U1

)
.

The canonical projection p : X Π Y → X , where X
def
=

∏(
S|a|A | a ∈ U1

)
and

Y
def
=

∏(
S|a|A | a ∈ U0

)
, is

∏
(fa | a ∈ U1) where each fa is the identity on S|a|A ;

thus it belongs to ϕ⊠ ~S. Since ~S is Φ-commutative, it follows that ϕ⊗λΦ
~S = Φ(p),

a Φ-projection in T. �

9. Submorphisms of norm-coverings

Let us first recall a few concepts from Gillibert and Wehrung [13]. Following [13,
Definition 2.1.2], we say that a poset P is

— a pseudo join-semilattice if the set U of all upper bounds of any finite
subset X of P is a finitely generated upper subset of P ; then we denote
by ▽X the (finite) set of all minimal elements of U ;

— supported if it is a pseudo join-semilattice and every finite subset of P is
contained in a finite subset Y of P which is ▽-closed, that is, ▽Z ⊆ Y
whenever Z is a finite subset of Y (this definition is equivalent to the
eponymous one introduced in Gillibert [12]);

— an almost join-semilattice if it is a pseudo join-semilattice in which every
principal ideal P ↓ a is a join-semilattice.

In Gillibert and Wehrung [13, § 2.1], the non-reversible implications

join-semilattice ⇒ almost join-semilattice ⇒ supported ⇒ pseudo join-semilattice

are observed. As in [13], we set a1 ▽ · · · ▽ an
def
= ▽{a1, . . . , an}. Following [13,

§ 2.6], a norm-covering of a poset P is a pair (X, ∂) where X is a pseudo join-sem-
ilattice and ∂ : X → P is an isotone map (sometimes denoted by ∂X if X needs
to be specified). An ideal x of X is sharp if the image ∂[x] has a largest element,
then denoted by ∂x. We denote by IdsX the set of all sharp ideals of X , partially
ordered under set inclusion.
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We denote by F(X) the Boolean algebra defined by generators ũ (or ũX in caseX
needs to be specified), where u ∈ X , and relations

ṽ ≤ ũ , whenever u ≤ v in X ; (9.1)

ũ ∧ ṽ =
∨

(w̃ | w ∈ u ▽ v) , whenever u, v ∈ X ; (9.2)

1 =
∨

(w̃ | w ∈ MinX) . (9.3)

(Since X is a pseudo join-semilattice, the sets u ▽ v = ▽{u, v} and MinX = ▽∅

are both finite subsets of X, thus the relations (9.2) and (9.3) both make sense.)
Furthermore, for every p ∈ P , we denote by F(X)(p) the ideal of F(X) generated

by {ũ | u ∈ X , p ≤ ∂u}. The structure F(X)
def
=

(
F(X), (F(X)(p) | p ∈ P )

)
is a

P -scaled Boolean algebra (cf. [13, Lemma 2.6.5]).
For every sharp ideal x of X , there is a unique morphism πXx : F(X) → 2[∂x]

that sends every ũ, where u ∈ X , to 1 if u ∈ x and 0 otherwise. This morphism is
normal (cf. Gillibert and Wehrung [13, Lemma 2.6.7]).

As already observed in Gillibert and Wehrung [13], every ▽-closed subset Y
of X defines, by restriction of the map ∂, a norm-covering of P and the inclusion
map from Y into X induces a morphism fXY : F(Y ) → F(X) in BoolP (cf. [13,
Lemma 2.6.6]). We shall now extend that observation.

Definition 9.1. For norm-coverings X and Y of a poset P , a map f : X → Y is a
submorphism if f is isotone, ∂Xx ≤ ∂Y f(x) whenever x ∈ X , and for all n < ω and
all x1, . . . , xn ∈ X the containment f(x1) ▽Y · · · ▽Y f(xn) ⊆ f [x1 ▽X · · · ▽X xn]
holds.

The latter condition can be reformulated as stating that for all n < ω, all
x1, . . . , xn ∈ X , and all y ∈ Y , if each f(xi) ≤ y, then there exists x ∈ X such that
each xi ≤ x and f(x) ≤ y. It obviously suffices to check this for n = 0 and n = 2.

Lemma 9.2. Every submorphism f : X → Y of norm-coverings of P induces a
unique morphism F(f) : F(X) → F(Y ) of P -scaled Boolean algebras sending x̃X to

f̃(x)
Y

whenever x ∈ X.

Proof. In order to verify the existence of F(f) at Boolean algebra level, it suffices

to prove that the elements f̃(x)
Y

of F(Y ), for x ∈ X , satisfy the defining relations

of F(X). Since f is isotone, x 7→ f̃(x)
Y

is antitone. For all x0, x1 ∈ X ,

f̃(x0)
Y

∩ f̃(x1)
Y

=
∨(

ỹY | y ∈ f(x0) ▽Y f(x1)
)

≤
∨(

f̃(x)
Y
| x ∈ x0 ▽X x1

)
(by assumption on f),

the converse inequality being obvious. Similarly, 1 =
∨(

f̃(x)
Y
| x ∈ MinX

)
. This

completes the proof of the existence of ϕ
def
= F(f) at Boolean algebra level. Now let

p ∈ P . For each x ∈ X , p ≤ ∂Xx implies p ≤ ∂Y f(x), thus f̃(x)
Y

∈ F(Y )(p). By
definition, it follows that ϕ

[
F(X)(p)

]
⊆ F(Y )(p), thus completing the proof that ϕ

is a morphism in BoolP . �
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10. Standard lifters

We are now reaching the infinite combinatorial aspects of our theory. Let us first
recall the concept of lifter introduced in Gillibert andWehrung [13, Definition 3.2.1].

Definition 10.1. Let λ be an infinite cardinal and let P be a poset. A λ-lifter
of P is a triple (X,X, ∂), with (X, ∂) a norm-covering of P and X ⊆ IdsX , which
satisfies the following conditions:

(1) The set X= def
= {x ∈ X | ∂x is not maximal in P} is lower cf(λ)-small.

(2) For every map S : X= → [X ]<λ there exists an isotone section σ : P →֒ X of ∂
such that S(σ(p)) ∩ σ(q) ⊆ σ(p) whenever p < q in P .

(3) If λ = ω, then X is supported.

If (X,X, ∂) is a λ-lifter of P with X the set of all principal ideals of X , we will say
that (X, ∂) is a principal λ-lifter of P .

Our next construction will provide us with all the lifters we will need. The
construction P 〈K〉 was introduced in the proof of Gillibert and Wehrung [13,
Lemma 3.5.5].

Definition 10.2. For any poset P and any set K, let

P 〈K〉
def
= {(a, x) | a ∈ P and (∃ finite X ⊆ P ↓ a)(a ∈ ▽X and x : X → K)} ,

(10.1)
ordered componentwise (i.e., (a, x) ≤ (b, y) iff a ≤ b and y extends x) and endowed

with the P -valued “norm function” ∂ defined via the rule ∂(a, x)
def
= a.

The following easy result is contained in the proof of Gillibert and Wehrung [13,
Lemma 3.5.5].

Lemma 10.3. Let P be an almost join-semilattice with zero and let K be a set.

Then P 〈K〉 is a lower finite almost join-semilattice with zero and (P 〈K〉, ∂) is a

norm-covering of P .

Definition 10.4. If P 〈K〉 (together with its canonical norm function ∂) is a prin-
cipal λ-lifter of P , we will call it a standard λ-lifter of P .

The following observation shows that the construction P 〈K〉 yields a convenient
class of submorphisms of norm-coverings (cf. Definition 9.1), and thus morphisms
of P -scaled Boolean algebras (cf. Lemma 9.2).

Lemma 10.5. Let P be an almost join-semilattice with zero and let f : X ֌ Y be a

one-to-one map from a set X into a set Y . Then the rule (a, x) 7→ (a, f ◦x) defines a
one-to-one submorphism P 〈f〉 : P 〈X〉 ֌ P 〈Y 〉 of norm-coverings. In particular, it
induces a morphism F(P 〈f〉) : F(P 〈X〉) → F(P 〈Y 〉) of P -scaled Boolean algebras.

Proof. Let n < ω, (a1, x1), . . . , (an, xn) ∈ P 〈X〉, and set x =
⋃n
i=1 xi . It is straight-

forward to verify that

▽{(ai, f ◦ xi) | 1 ≤ i ≤ n} =

{
▽{ai | 1 ≤ i ≤ n} × {f ◦ x} , if x is a function ,

∅ , otherwise,

where the left hand side is evaluated within P 〈Y 〉.
The last part of the statement of Lemma 10.5 then follows from Lemma 9.2. �
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Following Gillibert and Wehrung [13, Definition 3.5.1], for cardinals κ and λ
and a poset P , (κ,<λ) ❀ P means that for every F : P(κ) → [κ]<λ there exists a
one-to-one map f : P ֌ κ such that

F (f [P ↓ a]) ∩ f [P ↓ b] ⊆ f [P ↓ a] whenever a < b in P .

Also recall from Erdős et al. [9] that for cardinals κ, λ, ρ, (κ,<ω, λ) → ρ means that
for every map F : [κ]<ω → [κ]<λ there exists H ∈ [κ]ρ such that F (X) ∩ H ⊆ X
whenever X ∈ [H ]<ω.

As observed in Gillibert and Wehrung [14, Proposition 3.4], the statements
(κ,<λ) ❀ ([ρ]<ω,⊆) and (κ,<ω, λ) → ρ are equivalent. Since every lower fi-
nite poset P of cardinality ρ embeds into [P ]<ω (via x 7→ P ↓ x), thus into [ρ]<ω,
we obtain the following.

Lemma 10.6. Let κ and λ be infinite cardinals and let P be a lower finite poset.

Set ρ
def
= cardP . If (κ,<ω, λ) → ρ, then (κ,<λ) ❀ P .

We record the following consequence of Gillibert and Wehrung [13, Lemma 3.5.5].

Lemma 10.7. Let P be a lower finite almost join-semilattice with zero, let λ and κ
be infinite cardinals such that every element of P has less than cf(λ) upper covers

and (κ,<λ) ❀ P . Then P 〈κ〉 is a standard λ-lifter of P .

Using Gillibert and Wehrung [14, Proposition 4.7], Lemma 10.7 enables us to
find lifters for finite posets:

Corollary 10.8. Let P be a nontrivial finite almost join-semilattice with zero and

denote by n the order-dimension of P . Then for every infinite cardinal λ and for

every κ ≥ λ+(n−1), P 〈κ〉 is a standard λ-lifter of P .

11. Extending the Armature Lemma and CLL

The main aim of this section is to establish Lemmas 11.1 and 11.2, which are
extensions to Φ-commutative diagrams and ⊗µΦ of the original Armature Lemma
and Condensate Lifting Lemma CLL (cf. Lemmas 3.2.2 and 3.4.2, respectively, in
Gillibert andWehrung [13]). The updated statements, although still quite technical,
are somehow trimmed down in comparison to the original statements from [13],
owing to an apparently smaller level of generality: for example, λ is now assumed
to be regular and X= is, in Lemma 11.2, assumed to be well-founded. Other
differences between the original statements and the new ones are the following:

• The original statement of the Armature Lemma involved a morphism

χ : S → Φ(F(X) ⊗ ~A). There is no loss of generality in assuming that χ
is the identity (just replace each ϕx by χ ◦ ϕx), which we thus do in
Lemma 11.1.

• Our assumptions contain the additional statement that P is a conditional
µ-DCPO.

• Due to the different definition of ⊗µΦ (with respect to the original ⊗ of
Gillibert and Wehrung [13]), the functor Φ no longer needs to preserve
any kind of directed colimit.

• The cardinal λ plays the same role as in Lemmas 3.2.2 and 3.4.2 of Gillibert
and Wehrung [13]. This is not the case for µ, which is the parameter
indexing the operator ⊗µΦ .
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The proofs of Lemma 11.1 and 11.2 are similar to the ones of Lemma 3.2.2
and 3.4.2 in Gillibert and Wehrung [13], with a few subtle differences. Due to the
complexity of the underlying statements, we anchor the new formulations in our
discussion by showing quite detailed outlines of those proofs.

Lemma 11.1 (Extended Armature Lemma). Let λ and µ be infinite regular car-

dinals with µ ≤ λ, and let P be a conditional µ-DCPO with a λ-lifter (X,X, ∂).
Let A and S be categories and let Φ: A → S be a functor. We assume that A has

all 2<µ-products (cf. Definition 6.11) and that S has all µ-directed colimits.

Let ~A be a P -indexed, Φ-commutative diagram in A, set S
def
= F(X)⊗µΦ

~A, and
let ((Sx, ϕx), ϕ

y
x | x ⊆ y in X) be an X-indexed commutative diagram in S/S such

that Sx is weakly λ-presentable whenever x ∈ X=. Then there exists an isotone

section σ : P →֒ X of ∂ such that the family
(
(πXσ(p) ⊗

µ
Φ
~A) ◦ ϕσ(p) | p ∈ P

)
is a

natural transformation from the commutative diagram ~Sσ to Φ ~A.

Proof. Our assumptions ensure the existence of the functor − ⊗µΦ
~A from BoolP

to S (cf. Lemma 6.13). Moreover, since the diagram ~A is Φ-commutative, the

diagram Φ ~A is commutative. For all p ≤ q in P , the constant value αqp of Φ(x),

for x ranging over ~A(p, q), is a morphism from Φ(Ap) to Φ(Aq).
As at the beginning of the proof of Gillibert and Wehrung [13, Lemma 3.2.2], X

is the λ-directed, thus also µ-directed (because µ ≤ λ) union of the set [X ]<λ
▽

of all
its λ-small ▽-closed subsets. For every x ∈ X=, since

ϕx : Sx → F(X)⊗µΦ
~A = lim

−→
(F(Z)⊗µΦ

~A | Z ∈ [X ]<λ
▽

) (11.1)

where the transition morphisms and limiting morphisms in the right hand side

of (11.1) all have the form fZ1

Z0
⊗µΦ

~A, and Sx is weakly λ-presentable, there exists

a λ-small ▽-closed subset V (x) of X such that ϕx factors through F(V (x))⊗µΦ
~A.

The mapping V thus goes from X= to [X ]<λ. As in the proof of [13, Lemma 3.2.2],
we may assume that the map V is isotone. By the definition of V (x), there is a

morphism ψx : Sx → F(V (x))⊗µΦ
~A such that

ϕx = (fXV (x) ⊗
µ
Φ
~A) ◦ ψx . (11.2)

Since (X,X, ∂) is a λ-lifter of P , there is an isotone section σ : P →֒ X of ∂ such
that

V (σ(p)) ∩ σ(q) ⊆ σ(p) for all p < q in P . (11.3)

The proof of the following claim is identical to the one of the Claim in the proof of
[13, Lemma 3.2.2] (it is a direct translation of (11.3)) and we omit it.

Claim. The equation πXσ(q) ◦ f
X
V σ(p) = εqp ◦ π

X
σ(p) ◦ f

X
V σ(p) holds for all p < q in P .

By applying the functor − ⊗µΦ
~A to the two sides of the Claim above and then

applying Lemma 6.13, together with Lemma 6.15, we obtain the equation

(πXσ(q) ⊗
µ
Φ
~A) ◦ (fXV σ(p) ⊗

µ
Φ
~A) = αqp ◦ (π

X
σ(p) ⊗

µ
Φ
~A) ◦ (fXV σ(p) ⊗

µ
Φ
~A) . (11.4)
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The end of the proof goes the same way as in the one of Gillibert and Wehrung [13,
Lemma 3.2.2]: for all p < q in P ,

αqp ◦
(
πXσ(p) ⊗

µ
Φ
~A
)
◦ ϕσ(p) = αqp ◦

(
πXσ(p) ⊗

µ
Φ
~A
)
◦
(
fXV σ(p) ⊗

µ
Φ
~A
)
◦ ψσ(p) (use (11.2))

=
(
πXσ(q) ⊗

µ
Φ
~A
)
◦
(
fXV σ(p) ⊗

µ
Φ
~A
)
◦ ψσ(p) (use (11.4))

=
(
πXσ(q) ⊗

µ
Φ
~A
)
◦ ϕσ(p) (use (11.2))

=
(
πXσ(q) ⊗

µ
Φ
~A
)
◦ ϕσ(q) ◦ ϕ

σ(q)
σ(p) ,

which completes the proof of the desired naturalness statement. �

The following Lemma 11.2, extending the original CLL (viz. Gillibert and
Wehrung [13, Lemma 3.4.2]) can be viewed as a more “global” version of Lem-
ma 11.1. Its statement involves a subcategory S⇒ of S, whose morphisms will be
called the double arrows and denoted in the form x : S1 ⇒ S2. Similarly, natural

transformations with all arrows in S⇒ will be denoted in the form ~x : ~S1
.
⇒ ~S2.

For the statement of Lemma 11.2, recall that λ-extended Φ-projections were in-
troduced in Definition 8.1. Lemma 11.2 also involves the projectability witnesses
introduced in Wehrung [33, Definition 3.2], see also Gillibert and Wehrung [13, Def-
inition 1.5.1]. Heuristically, for a functor Ψ, a projectability witness for an arrow
ψ : Ψ(C) → S plays the role of a “quotient” C of C such that ψ induces an isomor-
phism ψ : Ψ(C) → S. As a full definition of that concept is relatively technical, and
as everything we need here about it has already been proved elsewhere, we refer
the reader to the abovecited references for more detail.

Lemma 11.2 (Extended CLL). Let λ and µ be infinite regular cardinals with µ ≤ λ,
and let P be a poset with a λ-lifter (X,X, ∂). Let A, B, and S be categories, with
functors Φ: A → S and Ψ: B → S. Let B† be a full subcategory of B and let S⇒

(the double arrows in S) be a subcategory of S. We are given the following data:

• a P -indexed, Φ-commutative diagram ~A = (Ap , ~A(p, q) | p ≤ q in P ) in A;

• an object B ∈ B together with a double arrow χ : Ψ(B) ⇒ F(X)⊗µΦ
~A.

We make the following assumptions:

(WF) X= is well-founded.
(COND(µ)) P is a conditional µ-DCPO (cf. Definition 6.6).
(PROD(µ)) A has all 2<µ-products (cf. Definition 6.11).
(COLIM(µ)) S has all µ-directed colimits.
(PROJ(µ)) Every µ-extended Φ-projection belongs to S⇒.

(PRES(λ)) For every C ∈ B†, Ψ(C) is weakly λ-presentable in S.

(LS(λ)) For every p ∈ P , every ψ : Ψ(B) ⇒ Φ(Ap), every α < λ, and every

family (γξ : Cξ ֌ B | ξ < α) in the subobject category B† ↓B, there exists

a subobject γ in B† ↓B such that ψ ◦Ψ(γ) ∈ S⇒ and each γξ ✂ γ.

Then there are a commutative diagram ~B ∈ BP and a natural transformation

~χ : Ψ ~B
.
⇒ Φ ~A in S⇒. Furthermore, if every double arrow ψ : Ψ(C) ⇒ S, where

C ∈ B and S ∈ S, has a projectability witness with respect to the functor Ψ, then ~χ
can be taken a natural equivalence.

Proof. As at the beginning of the proof of Lemma 11.1, our assumptions ensure

the commutativity of the diagram Φ ~A and the existence of the functor − ⊗µΦ
~A

from BoolP to S (cf. Lemma 6.13).
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For every x ∈ X, the morphism πXx : F(X) → 2[∂x] is normal (cf. Gillibert and

Wehrung [13, Lemma 2.6.7]). By Proposition 8.2, πXx ⊗µΦ
~A is a µ-extended Φ-pro-

jection from F(X)⊗µΦ
~A to 2[∂x]⊗µΦ

~A = Φ(A∂x) (cf. Lemma 6.15). By (PROJ(µ)),

it follows that πXx ⊗µΦ
~A is a double arrow. Therefore, πXx ⊗µΦ

~A is a double arrow

from F(X)⊗µΦ
~A to Φ(A∂x). It follows that the composite ρx

def
= (πXx ⊗µΦ

~A) ◦ χ is
a double arrow from Ψ(B) to Φ(A∂x).

Due to the simplification brought by assuming (WF) from the start, all assump-
tions underlying the monic form of the Buttress Lemma (cf. Lemma 3.3.2 and
Remark 3.3.3 in Gillibert and Wehrung [13]) are, taking U := X=, satisfied. This
yields an X=-indexed commutative diagram (γx, γ

y
x | x ⊆ y in X=) in B† ↓B, say

γx : Cx ֌ B and γyx : Cx ֌ Cy (all Cx ∈ B†), such that each ρx ◦ Φ(γx) ∈ S⇒.
This diagram can be extended to an X-indexed commutative diagram in B ↓ B,
by setting Cx = B and γx = γyx = idB whenever x ⊆ y in X=, whereas γyx = γx
whenever x ⊆ y, x ∈ X=, and y ∈ X \X=. The relation ρx ◦ Φ(γx) ∈ S⇒ now
holds for all x ∈ X : if x ∈ X \X=, then ρx ◦ Φ(γx) = ρx ∈ S⇒. Hence,

ρx ◦ Φ(γx) : Ψ(B) ⇒ Φ(A∂x) , for any x ∈ X . (11.5)

It follows from the assumption (PRES(λ)) that Ψ(Cx) is weakly λ-presentable

whenever x ∈ X=. Setting ϕx
def
= χ◦Ψ(γx) and ϕ

y
x

def
= Ψ(γyx), all the assumptions of

Lemma 11.1 are satisfied. This yields an isotone section σ of ∂ such that the family

~χ = (χp | p ∈ P ), where each χp
def
= ρσ(p) ◦ Ψ(γσ(p)), is a natural transformation

from the commutative diagram Ψ ~B, where ~B
def
= (Cσ(p), γ

σ(q)
σ(p) | p ≤ q in P ), to Φ ~A.

By (11.5), each χp is a double arrow.
The last statement of Lemma 11.2, that existence of enough projectability wit-

nesses implies that ~χ can be taken a natural equivalence, is proved the same way
as at the end of Gillibert and Wehrung [13, Lemma 3.4.2]. �

In Sections 12–15 we shall explore various occurrences of anti-elementarity fol-
lowing from Lemmas 11.1 and 11.2. The former (intervening in Section 12) offers
the advantage of providing less restrictive cardinality assumptions, at the expense
of requiring a deeper understanding of the class of structures under consideration.
By contrast, Lemma 11.2 (intervening in Sections 13–15) yields more streamlined
proofs, enabling us to apply known non-representability results as black boxes, at
the expense of more restrictive cardinality assumptions.

12. Conrad frames and Cevian lattices

Recall from Wehrung [40] that a binary operation r on a distributive lattice D
with zero is Cevian if all inequalities x ≤ y ∨ (x r y), (x r y) ∧ (y r x) = 0, and
xr z ≤ (xr y)∨ (yr z) hold whenever x, y, z ∈ D. We also say that the lattice D
is Cevian if it carries a Cevian operation.

Recall from Iberkleid et al. [19] that a Conrad frame is a lattice isomorphic to
the lattice CsG of all convex ℓ-subgroups of an ℓ-group (not necessarily Abelian) G.
Since CsG is an algebraic frame, it is determined by the (∨, 0)-semilattice CscG of
all finitely generated convex ℓ-subgroups of G, which turns out to be a distributive
lattice with zero.

Let us record a few properties of Cevian lattices and (lattices of compact mem-
bers of) Conrad frames, established in Wehrung [40]:
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Proposition 12.1.

(1) Every Cevian lattice is completely normal, that is, for all a, b ∈ D there

are x, y ∈ D such that a ∨ b = a ∨ y = x ∨ b whereas x ∧ y = 0.
(2) There exists a non-Cevian completely normal bounded distributive lattice, of

cardinality ℵ2 .

(3) For every ℓ-group G, the lattice CscG is Cevian.
(4) For every representable6 ℓ-group G, the (∨, 0)-semilattice IdcG of all finitely

generated ℓ-ideals of G is a lattice, and also a homomorphic image of CscG;
thus it is a Cevian lattice.

Let us recall the construction of the Idc-commutative diagram ~A, represented in
Figure 12.1, introduced in Wehrung [40]. The indexing poset of our counterexample

diagrams will be P
def
= P[3] (cf. Section 2). Denote by A123 the Abelian ℓ-group

defined by the generators a, a′, b, c subjected to the relations 0 ≤ a ≤ a′ ≤ 2a, 0 ≤ b,
and 0 ≤ c. For each p ∈ P , Ap denotes the ℓ-subgroup of A123 generated by ν(p)

where ν(12)
def
= {a, b}, ν(13)

def
= {a′, c}, ν(23)

def
= {b, c}, ν(1)

def
= {a}, ν(2)

def
= {b},

ν(3)
def
= {c}, ν(∅)

def
= ∅. For p ⊆ q in P , ~A(p, q) consists of the inclusion map,

unless p = 1 and q = 13, in which case ~A(p, q) consists of the map sending a to a′,

or p = 1 and q = 123, in which case ~A(p, q) consists of the two maps sending a
to either a or a′. On the diagram, we highlight the canonical set of generators of
each Ap , for example A12(a, b), A123(a, a

′, b, c), and so on.

A123(a, a
′, b, c)

A12(a, b) A13(a
′, c) A23(b, c)

A1(a) A2(b) A3(c)

A∅ = {0}

Figure 12.1. The non-commutative diagram ~A

Notation 12.2. For any infinite regular cardinal θ and any diagram ~G in the

category ℓGrp of all ℓ-groups with ℓ-homomorphisms, we denote by A(θ, ~G) the

smallest subcategory of ℓGrp, containing all objects and arrows of ~G, and closed
under products and under colimits indexed by λ, within ℓGrp, whenever λ ≥ θ is
regular. Also, we denote by Cev the class of all Cevian distributive lattices with
zero.

Of course, every member of A(θ, ~A) is an Abelian ℓ-group. Moreover, if θ > ω ,

then every member of A(θ, ~A) is Archimedean (because every object in ~A is Archi-
medean and the class of all Archimedean ℓ-groups is closed both under products
and under all colimits indexed by uncountable regular cardinals).

We are now reaching this section’s main result.

6Recall that an ℓ-group is representable if it is a subdirect product of totally ordered groups.
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Theorem 12.3. For all infinite regular cardinals θ and λ with θ ≤ λ, there exists a

functor ∆, from Pinj(λ
+2) to the category of all distributive lattices with zero with

L∞λ-elementary embeddings, satisfying the following statements:

(1) ∆ is λ-continuous;

(2) For every λ+-small subset X of λ+2, ∆(X) belongs to Idc
(
A(θ, ~A)

)
;

(3) ∆(λ+2) is not Cevian;

(4) card∆(X) ≤ 2
λ
⌣ + cardX whenever X ⊆ λ+2.

In particular, the pair
(
Idc

(
A(θ, ~A)

)
,Cev

)
is anti-elementary.

Proof. Consider again the poset P
def
= P[3] and the P -indexed diagram ~A intro-

duced above. We shall apply the Extended Armature Lemma (i.e., Lemma 11.1),

with λ = µ, to the category A
def
= A(θ, ~A), the category S := DLat0 of all dis-

tributive lattices with zero and 0-lattice homomorphisms, the restriction Φ of the

functor Idc to A(θ, ~A). Since A(θ, ~A) is closed under products and since the dia-

gram ~A is Idc-commutative, ~A is also Φ-commutative.

Set κ
def
= λ+2. It follows from Corollary 10.8 thatK

def
= P 〈κ〉 is a standard λ-lifter

of P . By Lemma 10.5, the assignment U 7→ F(P 〈U〉) extends naturally to a functor
from Pinj(κ) to BoolP . This functor sends every morphism f : U ֌ V in Pinj(κ)

to F(P 〈f〉) (cf. Lemma 10.5). By composing that functor with − ⊗λΦ
~A, we obtain

a functor Γ: Pinj(κ) → S, U 7→ F(P 〈U〉)⊗λΦ
~A. Any directed colimit U = lim

−→i∈I
Ui

in Pinj(κ) (essentially a directed union) gives rise to a directed colimit

F(P 〈U〉) = lim
−→

(F(P 〈Ui〉 | i ∈ I) within BoolP .

Hence, the functor U 7→ F(P 〈U〉) is ω-continuous. Since the functor − ⊗λΦ
~A is

λ-continuous, it follows that the composite Γ
def
= F(P 〈−〉)⊗

λ
Φ
~A is λ-continuous.

Claim 1. For every λ+-small subset X of κ, the lattice Γ(X) belongs to the range

of Φ (thus, by Proposition 12.1, it is Cevian).

Proof of Claim. If cardX < λ then Γ(X) = Φ
(
F(P 〈X〉)⊠ ~A

)
belongs to the range

of Φ. Since Γ is a functor, the case where cardX = λ can be reduced to the

case where X = λ. Since A(θ, ~A) is closed under directed colimits indexed by λ,
those directed colimits are preserved by Φ, so we can apply the Boosting Lemma

(viz. Lemma 7.3) to the λ-presentable P -scaled Boolean algebras Bξ
def
= F(P 〈ξ〉)

(for ξ < λ), B
def
= F(P 〈λ〉), each βηξ is the canonical morphism f

P 〈η〉
P 〈ξ〉 : F(P 〈ξ〉) →

F(P 〈η〉), each βξ is the canonical morphism f
P 〈λ〉
P 〈ξ〉 : F(P 〈ξ〉) → F(P 〈λ〉). SinceB =

lim
−→ξ<λ

Bξ , it follows that Γ(λ) = B ⊗λΦ
~A belongs to the range of Φ. � Claim 1.

Claim 2. The lattice Γ(κ) is not Cevian.

Proof of Claim. The proof of this claim is established by an argument similar to
the one, in the proof of [40, Theorem 7.2], showing that the lattice denoted there
by B is not Cevian. We give an outline for convenience.

Suppose that Γ(κ) has a Cevian operation r and denote by K(j) the set of all
elements of K of height j, for j ∈ {0, 1, 2, 3}. For each x ∈ K, it follows from
the normality of the morphism πKx : F(P 〈κ〉) → 2[∂x] (cf. Section 9), together

with Proposition 8.2, that the morphism ρx
def
= πKx ⊗λΦ

~A : Γ(κ) → Φ(A∂x) is a
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λ-extended Φ-projection. Since every Φ-projection is (obviously) surjective, so is
every λ-extended Φ-projection, and so ρx is surjective. In particular, if x ∈ K(1) ,

then Φ(A∂x) = 2, so we may pick bx ∈ Γ(κ) such that ρx(bx) = 1; set Sx
def
= {0, bx}.

Further, if x ∈ K(2) ∪K(3), denote by Sx the sublattice of Γ(κ) generated by

{bu | u ∈ K(1) ↓ x} ∪ {bu r bv | u, v ∈ K(1) ↓ x} .

Since K is lower finite and Γ(κ) is distributive, it follows that Sx is finite. Denote
by ϕx : Sx →֒ Γ(κ) the inclusion map, and, for x ⊆ y in K, denote by ϕyx : Sx →֒ Sy
the inclusion map. By applying Lemma 11.1 with µ := λ, we get an isotone section

σ : P →֒ K of ∂ such that the family ~χ
def
= (χp | p ∈ P ), with each χp = ρσ(p)↾Sσ(p)

,

is a natural transformation from ~Sσ to Φ ~A, with χp(bσ(p)) = 1 whenever p is an
atom of P . However, the last stages of the proof of [40, Theorem 7.2] show that the
existence of such a natural transformation contradicts [40, Lemma 4.3]. � Claim 2.

Now denote by
.
+ the usual ordinal addition and set ∆(X)

def
= Γ(λ ∪ (λ

.
+ X))

(where λ
.
+ X

def
= {λ

.
+ ξ | ξ ∈ X}) whenever X ⊆ κ. Extend ∆ to a functor

from Pinj(κ) to the category of all distributive lattices with zero, in the natural

way. Since the cardinality of λ ∪ (λ
.
+X) is always greater than or equal to λ, it

follows from Proposition 4.5 that ∆ sends morphisms in Pinj(κ) to L∞λ-elementary
embeddings. Moreover, (2) follows from Claim 1 whereas (3) follows from Claim 2.
Since Γ is λ-continuous, so is ∆; that is, (1) holds.

Finally, each Γ(Z), where Z ∈ [κ]<λ, has cardinality bounded above by 2
λ
⌣ . By

elementary cardinal arithmetic, it follows that for every X ⊆ κ,

card∆(X) ≤
∑(

cardΓ(Z) | Z ∈ [λ ∪ (λ
.
+X)]<λ

)
≤ 2

λ
⌣ + cardX ;

that is, (4) holds. �

Corollary 12.4. Let θ be an infinite regular cardinal and let G be a class of ℓ-groups

containing A(θ, ~A). Then Csc(G) is anti-elementary.

Since every member of A(ℵ1, ~A) is Archimedean, we obtain:

Corollary 12.5. Let G be a class of ℓ-groups containing all Archimedean ℓ-groups.
Then Csc(G) is anti-elementary.

Corollary 12.6. Let θ be an infinite regular cardinal and let G be a class of repre-

sentable ℓ-groups containing A(θ, ~A). Then Idc(G) is anti-elementary.

For a further extension of that result, see Theorem 13.9.

Again since every member of A(ℵ1, ~A) is Archimedean, we obtain:

Corollary 12.7. Let G be a class of representable ℓ-groups containing all Archi-

medean ℓ-groups. Then Idc(G) is anti-elementary.

In order to extend Corollary 12.6 to ℓ-groups with unit, we shall use the following
easy observation, involving the notations P∞ and G×lexH introduced in Section 2.

Lemma 12.8. For any ℓ-group G, Idc(Z×lex G) ∼= (IdcG)
∞.

Corollary 12.9. Let θ be an infinite regular cardinal and let G be a class of rep-

resentable ℓ-groups containing {Z×lex G | G ∈ A(θ, ~A)}. Then Idc(G) is anti-ele-

mentary.
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Proof. Let λ be an infinite regular cardinal with λ ≥ θ and let ∆ be the functor,
defined on Pinj(λ

+2), given by Theorem 12.3. Denote by E the functor, from
the category of all distributive lattices with zero to the category of all bounded
distributive lattices, that sends any object D to D∞ and any morphism f to its

extension preserving ∞. The functor ∆∞ def
= E ◦∆ is λ-continuous. Since ∆(λ) ∼=

IdcA for some A ∈ A(θ, ~A), it follows from Lemma 12.8 that ∆∞(λ) ∼= Idc(Z×lexA),
with Z×lex A ∈ C by assumption.

Since ∆(λ+2) is not Cevian, neither is ∆∞(λ+2) = ∆(λ+2)∞. On the other
hand, since every member of C is representable, every member of Idc(C) is Cevian
(cf. Proposition 12.1). �

We do not know whether Corollary 12.7 extends to Archimedean ℓ-groups with

order-unit. The problem is that the arrows in the diagram ~A are not unit-preserving.
Since Mundici’s well known category equivalence [28], between Abelian ℓ-groups

with unit and MV-algebras, preserves the concept of ideal, we thus obtain the
following solution to the MV-spectrum problem stated in Mundici [29, Problem 2]:

Corollary 12.10. The class of all Stone duals of spectra of MV-algebras (or, equiv-
alently, of all Stone duals of spectra of Abelian ℓ-groups with order-unit) is anti-el-
ementary.

In particular, the class of all Stone duals of spectra of MV-algebras is not closed
under L∞λ-elementary equivalence for any cardinal λ (in particular, it is not de-
finable by any class of L∞λ sentences). Mellor and Tressl [27] proved an analogue
result for Stone duals of real spectra of commutative unital rings. We do not know
whether the stronger statement, that the class of all those lattices is anti-elemen-
tary, holds.

13. Structures with permutable congruences

This section will be devoted to establishing anti-elementarity of classes of finitely
generated congruences of various congruence-permutable structures, such as mod-
ules, rings, ℓ-groups. Our argument will slightly deviate from the one of Section 12,
in the sense that we will use the Extended CLL (viz. Lemma 11.2) rather than the
Extended Armature Lemma (viz. Lemma 11.1), thus assuming more global, easier

stated versions of the unliftability of the diagram ~S of Figure 13.1, forcing us to
include in the statement of Theorem 13.8 the assumption that λ ≥ ℵ1 .

13.1. Categorical settings for Section 13. Throughout Section 13 we shall
consider the category S := SLat0 of all (∨, 0)-semilattices with (∨, 0)-homomor-
phisms. Following Wehrung [38, Definition 7-3.4], we say that a (∨, 0)-homomor-
phism f : S → T of (∨, 0)-semilattices is weakly distributive if for all s ∈ S and all
t0, t1 ∈ T , if f(s) ≤ t0 ∨ t1 , then there are s0, s1 ∈ S such that s ≤ s0 ∨ s1 and each
f(si) ≤ ti . We shall denote by S⇒ (this section’s double arrows) the subcategory
of S consisting of the weakly distributive (∨, 0)-homomorphisms.

The indexing poset for our crucial counterexample diagrams will again be P
def
=

P[3] (cf. Section 2). We shall denote by ~S the P -indexed commutative diagram

in S represented in Figure 13.1, with the maps e, s, p defined by e(x)
def
= (x, x),

s(x, y)
def
= (y, x), p(x, y)

def
= x ∨ y whenever x, y ∈ 2. Its origin can be traced back

to Tůma and Wehrung [31], with a more complicated precursor of that diagram.



34 F. WEHRUNG

2

22 22 22

22 22 22

2

p
p

p

s

e
e

e

Figure 13.1. The commutative diagram ~S

Let us recall the definition of the category Metr introduced in Gillibert and
Wehrung [13, § 5.1]. The objects of Metr are the semilattice-metric spaces, that

is, the triples A = (A, δA, Ã) such that A is a set, Ã is a (∨, 0)-semilattice, and

δA : A×A→ Ã is a semilattice-valued distance, that is,

δA(x, x) = 0 ; δA(x, y) = δA(y, x) ; δA(x, z) ≤ δA(x, y) ∨ δA(y, z)

whenever x, y, z ∈ A; we say that A is of type 1 if for all x, y ∈ A and all

a, b ∈ Ã, if δA(x, y) ≤ a ∨ b, then there exists z ∈ A such that δA(x, z) ≤ a

and δA(z, y) ≤ b. For objects A and B of Metr, a morphism from A to B is a

pair (f, f̃), where f : A → B is a map and f̃ : Ã → B̃ is a (∨, 0)-homomorphism,

such that δB(f(x), f(y)) = f̃ δA(x, y) whenever x, y ∈ A.
Throughout Section 13 we shall consider the full subcategory B of Metr whose

objects are all semilattice-metric spaces A of type 1 such that the range of δA
generates Ã as a (∨, 0)-semilattice — we will say that it join-generates Ã. Moreover,

we shall denote by Ψ: B → S, A 7→ Ã the forgetful functor.
Recall the following observation from Růžička et al. [30]:

Proposition 13.1. The (∨, 0)-semilattice of all finitely generated congruences of
any congruence-permutable (universal) algebra belongs to the range of Ψ. In par-

ticular, the following (∨, 0)-semilattices all belong to the range of Ψ:

(1) the (∨, 0)-semilattice IdcG of all principal ℓ-ideals of any ℓ-group G;
(2) the (∨, 0)-semilattice IdcR of all finitely generated two-sided ideals of any ring R;
(3) the (∨, 0)-semilattice SubcM of all finitely generated submodules of any right

module M .

We omit the straightforward proof of the following lemma.

Lemma 13.2. For any (∨, 0)-semilattice S, any object A of B, and any f : Ã⇒ S,

the composite fA
def
= (A, f ◦ δA, S) is an object of B.

Lemma 13.3. There are no commutative diagram ~B ∈ BP and no natural trans-

formation ~χ : Ψ~B
.
⇒ ~S.

Proof. Letting ~χ = (χp | p ∈ P ), we may, thanks to Lemma 13.2, replace each Bp

by χpBp and thus assume that each B̃p = Sp . But then, Wehrung [38, Theorem
9-5.1] leads to a contradiction. �
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Figure 13.2. The non-commutative diagrams ~Ca,g and ~Rk

The following lemma takes care of all instances of Condition (LS(λ)), from
the statement of Lemma 11.2, occurring in Section 13. Its proof is a standard
Löwenheim-Skolem type argument and we omit it.

Lemma 13.4. Let λ be an uncountable regular cardinal, let B be an object of B, and

let f : B̃ ⇒ S be a weakly distributive (∨, 0)-homomorphism with join-generating

range. If S is λ-small, then the set of all (X,Y ) ∈ [B]<λ × [B̃]<λ, such that
(X, δB↾X×X , Y ) is an object of B and f↾Y is weakly distributive with join-generating

range, is λ-closed cofinal in [B]<λ × [B̃]<λ.

13.2. Classes of non-representable ℓ-groups. It is well known that the assign-
ment, that sends any ℓ-group G to the (∨, 0)-semilattice of its finitely generated
ℓ-ideals, naturally extends to a functor Idc : ℓGrp → S. For any ℓ-homomorphism
f : G→ H , Idc f sends every ℓ-ideal X of G to the ℓ-ideal of H generated by f [X ].

Let C be a non-representable ℓ-group. By one of the equivalent forms of repre-
sentability (cf. Bigard et al. [5, Proposition 4.2.9]), there are a ∈ C+ \ {0} and
g ∈ C such that a ∧ (g + a− g) = 0 — we will say that (a, g) is an NR-pair of C.

Set b
def
= g + a− g, then e(x)

def
= (x, x), s(x, y)

def
= (y, x), and h(x, y)

def
= xa+ yb, for

all x, y ∈ Z. From a ∧ b = 0 it follows that h is an ℓ-homomorphism. We denote

by ~Ca,g the non-commutative diagram, in ℓGrp, represented in the left hand side
of Figure 13.2.

Lemma 13.5. The diagram ~Ca,g is Idc-commutative.

Proof. For any set I, we need to prove that the image under the functor Idc , of the

diagram ~CIa,g , is commutative. Let p = (pi | i ∈ I) and q = (qi | i ∈ I) in P I such

that p ≤ q, let (fi | i ∈ I) and (gi | i ∈ I) be elements of
∏(

~Ca,g(pi, qi) | i ∈ I
)
.

Set f
def
=

∏
(fi | i ∈ I) and g

def
=

∏
(gi | i ∈ I). We need to prove that f(z) and g(z)

generate the same ℓ-ideal of ~CIa,g(q), whenever z = (zi | i ∈ I) belongs to ~CIa,g(p)
+.

Every i ∈ I outside I0
def
= {i ∈ I | fi = gi} satisfies (pi, qi) = (1, 123), so, setting

I1
def
= {i ∈ I | (pi, qi) = (1, 123) and fi = h and gi = h ◦ s} ,

I2
def
= {i ∈ I | (pi, qi) = (1, 123) and fi = h ◦ s and gi = h} ,

it follows that I is the disjoint union of I0 , I1 , and I2 . For every J ⊆ I, denote

by z|J the element of ~CIa,g(p) agreeing with z on J and taking the constant value 0
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on I \ J . Since f(z) generates the same ℓ-ideal as {f(z|I0), f(z|I1), f(z|I2)}, and
similarly for g, it suffices to settle the case where I = Ik for some k ∈ {0, 1, 2}. If
k = 0 then f = g and we are done. The two other cases being symmetric, it remains
to settle the case where k = 1. For each i ∈ I , we can write zi = (xi, yi) ∈ Z+×Z+,
thus fi(zi) = xia + yib and gi(zi) = xib + yia. Since nb = g + na − g for every
integer n, we get

〈(xia+ yib | i ∈ I)〉ℓ = 〈(xia | i ∈ I)〉ℓ ∨ 〈(yib | i ∈ I)〉ℓ

= 〈(xib | i ∈ I)〉
ℓ
∨ 〈(yia | i ∈ I)〉

ℓ

= 〈(xib+ yia | i ∈ I)〉
ℓ
,

that is, 〈f(z)〉
ℓ
= 〈g(z)〉

ℓ
, as required. �

We set ~π
def
= (πp | p ∈ P ), where π123 is the unique map from Idc C to 2 sending 0

to 0 and any nonzero element to 1, whereas, for p 6= 123, πp is the canonical
isomorphism from Idc Ca,g(p) (either Idc Z

2 or Idc Z) onto S(p) (either 22 or 2).
We omit the straightforward proof of the following lemma.

Lemma 13.6. The family ~π is a natural transformation from Idc ~Ca,g to ~S in S⇒.

Lemma 13.7. There are no commutative diagram ~B ∈ BP and no natural trans-

formation ~χ : Ψ~B
.
⇒ Idc ~Ca,g .

Proof. If ~χ were such a natural transformation, then, by Lemma 13.6, we would

get ~π ◦ ~χ : Ψ~B
.
⇒ ~S, in contradiction with Lemma 13.3. �

We are now reaching this section’s main result.

Theorem 13.8. For all infinite regular cardinals θ and λ with θ + ℵ1 ≤ λ,
there exists a functor ∆, from Pinj(λ

+2) to the category S of all (∨, 0)-semilattices

with L∞λ-elementary embeddings, satisfying the following statements:

(1) ∆ is λ-continuous;

(2) For every λ+-small subset X of λ+2, ∆(X) belongs to Idc
(
A(θ, ~Ca,g)

)
;

(3) There are no set A and no distance δ : A × A → ∆(λ+2) of type 1 with join-

generating range.

In particular, the pair
(
Idc

(
A(θ, ~Ca,g)

)
, rngΨ

)
is anti-elementary.

Proof. Set κ
def
= λ+2. It follows from Corollary 10.8 that P 〈κ〉 is a standard λ-

lifter of P . Denote by Φ the restriction of the functor Idc to A(θ, ~Ca,g). As at
the beginning of the proof of Theorem 12.3, we obtain a functor Γ: Pinj(κ) → S,

U 7→ F(P 〈U〉) ⊗λΦ
~Ca,g , and this functor is λ-continuous.

The proof of the following claim is, mutatis mutandis, identical to the one of
Claim 1 of the proof of Theorem 12.3 (involving the Boosting Lemma) and we omit
it.

Claim 1. For every λ+-small subset X of κ, the lattice Γ(X) belongs to the range
of Φ.

Claim 2. There are no set A and no distance δ : A × A → Γ(κ) of type 1 with

join-generating range.
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Proof of Claim. Let χ : Ã = Ψ(A) → Γ(κ) be an isomorphism (or, more generally,
a weakly distributive (∨, 0)-homomorphism with join-generating range) and denote

by B† the full subcategory of B whose objects are the B such that B and B̃ are both
λ-small. We shall verify that Lemma 11.2 applies. All assumptions are trivially sat-
isfied except for (PROJ(λ)) and (LS(λ)). The latter follows from Lemma 13.4. For
the former, for any ℓ-groups G, H and any surjective ℓ-homomorphism f : G։ H ,

the (∨, 0)-homomorphism ϕ
def
= Idc f : IdcG → IdcH is surjective. Moreover, spe-

cializing Gillibert and Wehrung [13, Lemma 4.5.1] to the variety of all ℓ-groups and
by the natural isomorphism between IdcG and the (∨, 0)-semilattice ConcG of all
finitely generated congruences of any ℓ-group G, we see that for all a, b ∈ IdcG,
ϕ(a) ≤ ϕ(b) iff there exists x ∈ ϕ−1{0} such that a ≤ b∨x and ϕ(x) = 0; with the
terminology of Gillibert and Wehrung [13], ϕ is ideal-induced. Since every directed
colimit of ideal-induced (∨, 0)-homomorphisms is ideal-induced, and since ideal-
induced implies weakly distributive, every extended Φ-projection belongs to S⇒.
Condition (PROJ(λ)) follows.

Therefore, Lemma 11.2 applies and there are a commutative diagram ~B ∈ BP

and a natural transformation ~χ : Ψ~B
.
⇒ Φ~Ca,g; in contradiction with Lemma 13.7.

� Claim 2.

The remainder of the proof runs as in the one of Theorem 12.3, again with

∆(X)
def
= Γ(λ ∪ (λ

.
+X)). �

Theorem 13.9. Let G be a subcategory of ℓGrp, closed under products and under

colimits indexed by all large enough regular cardinals, and containing all objects and

arrows of the diagram ~A of Section 12. Then Idc(G) is anti-elementary.

Proof. Let θ be any infinite regular cardinal such that G is closed under all λ-indexed
colimits whenever λ is an infinite regular cardinal ≥ θ. We separate cases. Our

assumptions imply that G contains the diagram A(θ, ~A) (cf. Notation 12.2). Hence,
if G is representable, then we can apply Corollary 12.6. If G is not representable,
that is, it has a non-representable member C, which in turn has an NR-pair (a, g) ∈

(C+ \ {0})× C. Then A(θ, ~Ca,g) ⊆ G and we can apply Theorem 13.8. �

In particular, every nontrivial quasivariety V of ℓ-groups contains Z as a member,

thus (since all objects in ~A are subdirect powers of Z) it contains A(ω, ~A). Since V

is closed under products and under directed colimits, Theorem 13.9 applies to V,
so Idc(V) is anti-elementary.

Straying away from quasivarieties, we also obtain the following:

Corollary 13.10. Let G be a full subcategory of ℓGrp, closed under products and
under colimits indexed by all large enough regular cardinals, and containing all Ar-

chimedean ℓ-groups. Then Idc(G) is anti-elementary.

Since the arrows in the diagram ~A are not unit-preserving, we do not know
whether Corollary 13.10 extends to the case of ℓ-groups with order-unit.

13.3. Ideal lattices of rings. Denote by Ring the category of all unital rings
with unital ring homomorphisms. The assignment, that sends any ring R to the
(∨, 0)-semilattice of its finitely generated two-sided ideals, naturally extends to a
functor Idc : Ring → S. For a ring homomorphism f : R → S, Idc f sends every
two-sided ideal X of R to the two-sided ideal of S generated by f [X ].



38 F. WEHRUNG

Now let k be a field and denote by M2(k) the ring of all 2 × 2 square matrices

over k. For all x, y ∈ k, we set e(x)
def
= (x, x), s(x, y)

def
= (y, x), and h(x, y)

def
=(

x 0
0 y

)
. We denote by ~Rk the non-commutative diagram, in Ring, represented in

the right hand side of Figure 13.2.

Lemma 13.11. The diagram ~Rk is Idc-commutative.

Proof. For any set I, we need to prove that the image under the functor Idc , of the

diagram ~RI
k
, is commutative. Let p = (pi | i ∈ I) and q = (qi | i ∈ I) in P I such

that p ≤ q, let (fi | i ∈ I) and (gi | i ∈ I) be elements of
∏(

~Rk(pi, qi) | i ∈ I
)
. Set

f
def
=

∏
(fi | i ∈ I) and g

def
=

∏
(gi | i ∈ I). In order to prove that the maps Idc f

and Idc g are equal, it suffices to prove that they agree on the two-sided ideal

of ~RI
k
(p) generated by any z = (zi | i ∈ I) ∈ ~RI

k
(p); that is, it suffices to verify

that the elements f(z) and g(z) generate the same two-sided ideal of ~RI
k
(q). The

complement in I of I0
def
= {i ∈ I | fi = gi} is contained in {i ∈ I | (pi, qi) = (1, 123)},

so, setting

I1
def
= {i ∈ I | (pi, qi) = (1, 123) and fi = h and gi = h ◦ s} ,

I2
def
= {i ∈ I | (pi, qi) = (1, 123) and fi = h ◦ s and gi = h} ,

it follows that I is the disjoint union of I0 , I1 , and I2 . Denote by χJ the character-
istic function of any subset J of I. Since f(z) generates the same two-sided ideal as
{f(zχI0), f(zχI1), f(zχI2)}, and similarly for g, it suffices to settle the case where
I = Ik for some k ∈ {0, 1, 2}. If k = 0 then f = g and we are done. The two other
cases being symmetric, it remains to settle the case where k = 1. For each i ∈ I1 ,

we can write zi = (xi, yi) ∈ k× k, thus fi(zi) =

(
xi 0
0 yi

)
and gi(zi) =

(
yi 0
0 xi

)
.

Defining u as the constant I-indexed family with value

(
0 1
1 0

)
, we get u = u−1

and g(z) = u · f(z) · u−1. The desired conclusion follows. �

We set ~π
def
= (πp | p ∈ P ) where each πp : IdcRk(p) → S(p) is the canonical

isomorphism. The following lemma is trivial.

Lemma 13.12. The family ~π is a natural isomorphism from Idc ~Rk onto ~S.

The following lemma is then an immediate consequence of Lemma 13.3.

Lemma 13.13. There are no commutative diagram ~B ∈ BP and no natural trans-

formation ~χ : Ψ~B
.
⇒ Idc ~Rk .

Notation 13.14. For any infinite regular cardinal θ, we denote by R(θ, k) the

smallest subcategory of Ring, containing all objects and arrows of ~Rk , and closed
under products and under colimits, within Ring, indexed by any regular λ ≥ θ.

We are now reaching this section’s main result.

Theorem 13.15. For all infinite regular cardinals θ and λ with θ + ℵ1 ≤ λ and

every field k, there exists a functor ∆, from Pinj(λ
+2) to the category S of all (∨, 0)-

semilattices with L∞λ-elementary embeddings, satisfying the following statements:
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(1) ∆ is λ-continuous;
(2) For every λ+-small subset X of λ+2, ∆(X) belongs to Idc

(
R(θ, k)

)
;

(3) There are no set A and no distance δ : A × A → ∆(λ+2) of type 1 with join-
generating range.

In particular, the pair
(
Idc

(
R(θ, k)

)
, rngΨ

)
is anti-elementary.

Proof. The proof follows the lines of the one of Theorem 13.8, with Φ now de-
fined as the restriction of the functor Idc to R(θ, k), Lemma 13.13 used instead of

Lemma 13.7 and with Γ: Pinj(κ) → S, U 7→ F(P 〈U〉)⊗λΦ
~Rk . �

Recall that an algebra over a field k is locally matricial if it is a directed colimit
of finite products of finite-dimensional matrix rings over k.

Corollary 13.16. The following classes of (∨, 0)-semilattices are all anti-elemen-

tary:

(1) Idc(R), whenever R is a class of unital rings containing all objects and arrows

of ~Rk , and closed under products and under colimits, within Ring, indexed by

any large enough regular cardinal λ;
(2) The class of all semilattices of finitely generated submodules of right modules.

Proof. Ad (1). Since all the vertices of ~Rk are locally matricial k-algebras, we
get R(ω, k) ⊆ R ⊆ Ring. By Proposition 13.1(2), Idc(Ring) ⊆ rngΨ. Apply
Theorem 13.15.

Ad (2). By a well known module-theoretical trick (see, for example, the proof
of Růžička et al. [30, Theorem 4.2]), the semilattice of all finitely two-sided ideals
of any unital von Neumann regular ring is isomorphic to SubcM for some right
module M . Moreover, by Proposition 13.1(3), SubcM belongs to the range of Ψ
for every right module M . Apply Theorem 13.15. �

We do not know whether Idc(Rk), with Rk defined as the category of all locally
matricial k-algebras, is anti-elementary. Corollary 13.16 cannot be used to that end
a priori, because Rk does not have all infinite products (for example, one can prove
that the sequence of all matrix algebras of even order over k has no product in Rk).

14. Nonstable K0-theory of exchange rings

Section 14 will be devoted to proving anti-elementarity of classes of monoids
arising from the nonstable K0-theory of rings and operator algebras. The state-
ment of this section’s main result (viz. Theorem 14.6) will deviate from those of
Sections 12 and 13, in the sense that the category R in question (playing the role
of the category A in Lemma 11.2) will no longer be assumed to be closed under
directed colimits (indexed by regular cardinals ≥ θ) within the category of all unital
rings. This way, we will be able to cover both the case of von Neumann regular rings
(where directed colimits from the category Ring of all unital rings are preserved;
see Corollary 14.7) and C*-algebras of real rank zero (where those colimits are not
preserved — we need to take the completion; see Corollary 14.8).

Throughout Section 14 we will consider the category S := CMon of all commu-
tative monoids with monoid homomorphisms. Moreover, following the terminology
in Wehrung [36], a monoid homomorphism f : M → N is a pre-V-homomorphism

if whenever a, b ∈ N and c ∈ M , f(c) = a + b implies the existence of x, y ∈ M
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such that c = x+ y, f(x) = a, and f(y) = b. We shall denote by S⇒ (this section’s
double arrows) the subcategory of S consisting of all pre-V-homomorphisms.

Still following standard terminology, we denote by M∞(R) the directed union,
over all positive integers n, of all matrix rings Mn(R), where every a ∈ Mn(R) is

identified with

(
a 0
0 0

)
∈ Mn+1(R). Whenever n is either a positive integer or ∞,

we denote by In(R) the set of all idempotent elements in the ring Mn(R). Matrices
a, b ∈ I∞(R) are Murray-von Neumann equivalent, in notation a ∼ b, if there are
x, y ∈ M∞(R) such that a = xy and b = yx. We denote by [a] the Murray-
von Neumann equivalence class of an idempotent matrix a. Those equivalence

classes can be added, via the rule [a] + [b]
def
= [a + b] whenever ab = ba = 0 (then

we write a ⊕ b instead of a+ b), and V(R)
def
= {[a] | a ∈ I∞(R)} is a commutative

monoid. This monoid is conical, that is, x + y = 0 implies x = y = 0, whenever
x,y ∈ V(R). It encodes the so-called nonstable K0-theory of R.

A ring R is V-semiprimitive (cf. Wehrung [36, Definition 9.1]) if for any a, b ∈
I∞(R), ab 6= 0 implies that there are decompositions a = u ⊕ u′ and b = v ⊕ v′ in
I∞(R) such that u 6= 0 and u ∼ v. A classical argument shows that it is equivalent
to require that every matrix ring Mn(R), with n a positive integer, satisfies the
statement above. In particular, V-semiprimitivity can be expressed by a collection

of first-order sentences in ring theory. Moreover, any product of V-semiprimitive
rings is V-semiprimitive.

The assignment R 7→ V(R) naturally extends to a functor, from the category of
all rings and ring homomorphisms to S. Throughout Section 14 we shall denote
by B the category of all V-semiprimitive rings with ring homomorphisms, and
by Ψ: B → S the restriction of V to B.

We record here the following observation from Wehrung [36, Proposition 9.2].

Proposition 14.1. Every semiprimitive exchange ring is V-semiprimitive. In par-
ticular, every ring which is either von Neumann regular or a C*-algebra of real rank

zero is V-semiprimitive.

The following lemma takes care of all instances of Condition (LS(λ)), from the
statement of Lemma 11.2, occurring in Section 14. Since, as observed above, V-
semiprimitivity is first-order, the proof of Lemma 14.2 follows from a standard
Löwenheim-Skolem type argument, so we omit it.

Lemma 14.2. For any uncountable regular cardinal λ, any λ-small commutative
monoid M , any V-semiprimitive ring R, and any pre-V-homomorphism

ψ : V(R) ⇒ M , the collection C of all λ-small elementary subrings R′ of R, such

that ψ ◦V(idRR′) is a pre-V-homomorphism, is a λ-closed cofinal subset of the pow-

erset of R. Moreover, every member of C is V-semiprimitive.

Set again P
def
= P[3] (cf. Section 2). Consider the maps e : Z+ → Z+ × Z+,

s : Z+×Z+ → Z+×Z+, and p : Z+×Z+ → Z+ defined via the rules e(x)
def
= (x, x),

s(x, y)
def
= (y, x), and p(x, y)

def
= x+y whenever x, y ∈ Z+. Further, we denote by ~D

the P -indexed commutative diagram in S represented in Figure 14.1.
The proof of the following lemma is, mutatis mutandis, identical to the one of

Lemma 13.11, the main change being that instead of saying that f(z) generates the
same two-sided ideal as {f(zχI0), f(zχI1), f(zχI2)}, we now observe that [f(z)] =
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Z+

Z+ × Z+ Z+ × Z+ Z+ × Z+

Z+ × Z+ Z+ × Z+ Z+ × Z+

Z+

p
p

p

s

e
e

e

Figure 14.1. The commutative diagram ~D

[f(zχI0)] + [f(zχI1)] + [f(zχI2)], within V
(
~RI
k
(q)

)
, for every idempotent matrix z

over ~RI
k
(p).

Lemma 14.3. For any field k, the diagram ~Rk (introduced in Subsection 13.1), of
unital rings and unital ring homomorphisms, is V-commutative.

We omit the trivial proof of our next observation.

Lemma 14.4. For any field k, the diagrams V(~Rk) and ~D are naturally isomorphic.

The following result is established in Wehrung [36, Theorem 10.1].

Lemma 14.5. There are no commutative diagram ~B ∈ BP and no natural trans-

formation ~χ : Ψ~B
.
⇒ ~D.

We are now reaching this section’s main result. Due to its expanded scope (e.g.,
regular rings and C*-algebras), its formulation appears somewhat technical.

Theorem 14.6. Let k be a field, let θ be an infinite regular cardinal, and let R

be a subcategory of the category of all unital rings and unital ring homomorphisms
satisfying the following assumptions:

(i) all objects and arrows of the diagram ~Rk (introduced in Subsection 13.3) belong
to R;

(ii) every object of R is V-semiprimitive;

(iii) R is closed under products (within the category of all unital rings and unital

ring homomorphisms);
(iv) R has all colimits indexed by regular cardinals ≥ θ, and the functor V preserves

those colimits.

Denote by C the class of all commutative monoids that are the image of V(R) under
a pre-V-homomorphism, for some V-semiprimitive ring R. Then for every regular

cardinal λ ≥ θ+ℵ1 , there exists a functor ∆, from Pinj(λ
+2) to the category of all

commutative monoids with L∞λ-elementary embeddings, satisfying the following

statements:

(1) ∆ is λ-continuous;
(2) for every λ+-small subset X of λ+2, ∆(X) belongs to V(R);
(3) ∆(λ+2) does not belong to C.

In particular, the pair (V(R),C) is anti-elementary.



42 F. WEHRUNG

Proof. Denote by Φ the restriction of the functor V from Ring to R. It follows

from Assumption (iii) and Lemma 14.3 that the diagram ~Rk is Φ-commutative.
Moreover, it follows from Assumption (ii) that V(R) is contained in the range of Ψ,
thus in C.

Using Assumption (i) and setting κ
def
= λ+2, we obtain, as at the beginning of

the proof of Theorem 12.3, a functor Γ: Pinj(κ) → S, U 7→ F(P 〈U〉) ⊗λΦ
~Rk , and

this functor is λ-continuous.
Then we need to prove the analogue of Claim 1 of Theorem 13.8, which states

that for every λ+-small subset X of κ, the lattice Γ(X) belongs to the range of Φ.
The proof goes the same way, using the Boosting Lemma (viz. Lemma 7.3). A
crucial observation is that Assumption (iv) ensures that all assumptions required
for applying the Boosting Lemma are satisfied.

The remainder our proof follows the lines of the one of Theorem 13.8, with Lem-
mas 14.2–14.5 used instead of Lemmas 13.4–13.7 and with the functor Γ: Pinj(κ) → S,

U 7→ F(P 〈U〉) ⊗λΦ
~Rk . The property (PROJ(λ)) follows from the argument of the

part of the proof of Wehrung [36, Lemma 13.1] establishing the property denoted
there by (PROJ(Φ,CMon⇒)). �

Let us now present two applications of Theorem 14.6, obtained by specializing
the category R, both for θ := ω.

Defining R as the category vNRing of all unital von Neumann regular rings
with unital ring homomorphisms, we obtain the following.

Corollary 14.7. The class V(vNRing) is anti-elementary.

Now define R as the categoryRR0 of all unital C*-algebras of real rank zero with
unital C*-homomorphisms. We need to verify Assumptions (i)–(iv) of the statement

of Theorem 14.6, for k := C. Assumption (i) follows from the fact that ~RC is a
diagram inRR0. Assumption (ii) follows from Proposition 14.1. Assumption (iii) is
obvious. Finally, the colimit of any direct system in RR0 is the norm-completion of
its colimit in the category of unital rings and unital ring homomorphisms; invoking
Blackadar [6, § 5.1], Assumption (iv) follows.

Corollary 14.8. The class V(RR0) is anti-elementary.

15. Coordinatizability by von Neumann regular rings without unit

15.1. Some background on coordinatization and frames. We refer the reader
to Wehrung [35] for more references and detail.

A lattice L is

• modular if x ∧ (y ∨ (x ∧ z)) = (x ∧ y) ∨ (x ∧ z) whenever x, y, z ∈ L;
• sectionally complemented if it has a zero (i.e., smallest) element 0 and for
all x ≤ y in L there exists z ∈ L such that x ∧ z = 0 and x ∨ z = y (in
abbreviation, y = x⊕ z).

Two elements a and b of L are perspective if there exists x ∈ L such that
a ⊕ x = b ⊕ x. An ideal I of a sectionally complemented modular L is neutral

if every element of L perspective to some element of I belongs to I. For a positive
integer n, an (n + 1)-frame of L is a pair

(
(ai | 0 ≤ i ≤ n), (ci | 1 ≤ i ≤ n)

)
such

that a0 ⊕ ci = ai ⊕ ci = a0 ⊕ ai whenever 1 ≤ i ≤ n. The frame is large if L is
generated by a0 (equivalently, by any ai) as a neutral ideal.
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For any von Neumann regular ring R, the set L(R)
def
= {xR | x ∈ R}, partially

ordered by set inclusion, is a sectionally complemented modular lattice. A lattice
is coordinatizable if it is isomorphic to L(R) for some von Neumann regular ring R.

The argument of Wehrung [34, Theorem 9.4] shows that the class of all coordi-
natizable complemented modular lattices (with unit!) is not closed under L∞λ-el-
ementary equivalence, for any infinite regular cardinal λ. We deal here with the
more difficult case of lattices without unit, but with a large 4-frame.

Jónsson proved in [21] that every sectionally complemented modular lattice with
a countable cofinal sequence and a large 4-frame is coordinatizable. The author
proved, via a counterexample of cardinality ℵ1 , that the countable cofinal sequence
assumption cannot be dispensed with (cf. Wehrung [35]).

In this section we shall go further, by proving that the class of coordinatizable
lattices with a large 4-frame is anti-elementary. In contrast to our settings in
Sections 12–14, the indexing poset of our main diagram counterexample will be
the transfinite chain ω1 , with the drawback that the proof of our main result (viz.
Theorem 15.9) will require a large cardinal assumption.

We define binary relations ✂r , ≍r , and ✂ on the set IdpR of all idempotent
elements of any ring R by

a✂r b if a = ba ,

a ≍r b if a = ba and b = ab ,

a✂ b if a = ab = ba ,

for all a, b ∈ IdpR. In particular, a✂r b iff aR ⊆ bR and a ≍r b iff aR = bR.
The proof of Jónsson [21, Lemma 10.2] remains valid for non-unital rings so we

omit it.

Lemma 15.1. For any idempotent element e in a von Neumann regular ring R,
there are mutually inverse isomorphisms ϕe : L(R) ↓ eR→ L(eRe), x 7→ x∩ eRe =
xe and ψe : L(eRe) → L(R) ↓ eR, y 7→ yR.

Lemma 15.2. Let n be a positive integer and let a1 , . . . , an be idempotent elements

in a ring R with a1 ✂r · · · ✂r an . Then u
def
= a1 · · ·an and v

def
= a1an are both

idempotent and u ≍r v.

Proof. Since ai = anai and a1 = aia1 for every i, we get u = anu and a1 = ua1 ,
thus u2 = ua1 · · · an = u and v2 = v. Further, uv = ua1an = a1an = v and
vu = a1anu = a1u = u. �

Lemma 15.3. Let R and S be von Neumann regular rings, let f : R → S be a ring
homomorphism, let a ∈ IdpR and b ∈ IdpS such that f(a) ✂r b. Denote by ϕ the

domain-range restriction of L(f) from L(R)↓aR to L(S)↓bS. Then the assignment

x 7→ f(x)b defines a ring homomorphism f ′ : aRa→ bSb and the following diagram
commutes:

L(aRa) L(bSb)

L(R) ↓ aR L(S) ↓ bS

L(f ′)

ψa∼= ψb
∼=

ϕ

Proof. For any x, y ∈ aRa, bf(y) = bf(a)f(y) = f(a)f(y) = f(y) thus f ′(x)f ′(y) =
f(x)bf(y)b = f(xy)b = f ′(xy), so f ′ is a ring homomorphism. Now let x ∈
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L(aRa). We can write x = xRa for some idempotent x ✂ a, so (ψb ◦ L(f
′))(x) =

ψb(f(x)bSb) = f(x)bSbS = f(x)bS. Since f(x) = f(x)f(x) = f(x)bf(x) ∈ f(x)bS,
we get (ψb ◦ L(f

′))(x) = f(x)S = ϕ(xR) = (ϕ ◦ ψa)(x), as required. �

Definition 15.4. Let P be a poset and let ~L = (Lp , f
q
p | p ≤ q in P ) be a P -

indexed commutative diagram of lattices and lattice homomorphisms. An ~L-thread
is a family ~a = (ap | p ∈ P ) ∈

∏
(Lp | p ∈ P ) such that f qp (ap) ≤ aq whenever

p ≤ q in P . Then we define the truncation of ~L at ~a as the commutative diagram
~L ↾~a

def
= (Lp ↓ ap , g

q
p | p ≤ q in P ), where for all p ≤ q in P , gqp denotes the domain-

range restriction of f qp from Lp ↓ ap to Lq ↓ aq .

The following lemma states that for a commutative diagram ~R of von Neumann

regular rings, any truncation of L~R can be represented as L~R′ for some L-commu-

tative diagram ~R′ of von Neumann regular rings.

Lemma 15.5. Let P be a poset, let ~R = (Rp , f
q
p | p ≤ q in P ) be a P -indexed

commutative diagram of von Neumann regular rings and ring homomorphisms, and

let (ap | p ∈ P ) ∈
∏
(IdpRp | p ∈ P ) such that f qp (ap) ✂r aq whenever p ≤ q in P .

Set ~a
def
= (apRp | p ∈ P ). For all p ≤ q in P , set R′

p
def
= apRpap and let ~R′(p, q)

be the set of all maps of the form f : R′
p → R′

q , x 7→ f qp (x)
∏n−1
i=0 f

q
ri(ari) where

p = r0 ≤ · · · ≤ rn = q in P . Then ~R′ is an L-commutative diagram of von

Neumann regular rings and ring homomorphisms, and ~ψ
def
= (ψp | p ∈ P ) is a

natural isomorphism from L~R′ to L~R ↓ ~a.

Proof. It is obvious that ~R′ is a diagram of von Neumann regular rings and ring

homomorphisms. For any p ≤ q in P , any f ∈ ~R′(p, q) is defined by a rule of

the form f(x) = f qp (x)
∏n−1
i=0 f

q
ri(ari) where p = r0 ≤ · · · ≤ rn = q. Hence,

defining g : R′
p → R′

q via the rule g(x)
def
= xf qp (ap)aq (whenever x ∈ Rp) and

setting u
def
=

∏n−1
i=0 f

q
ri(ari), v

def
= f qp (ap)aq , we obtain that f(x) = f qp (x)u and

g(x) = f qp (x)v whenever x ∈ Rp . Moreover, it follows from Lemma 15.2 that u
and v are idempotent with u ≍r v.

Now let I be a set and let (pi | i ∈ I) and (qi | i ∈ I) be families of elements of P

such that pi ≤ qi whenever i ∈ I. Further, let fi, gi ∈ ~R′(pi, qi) for i ∈ I, let f
def
=

∏
(fi | i ∈ I) and g

def
=

∏
(gi | i ∈ I). For each i ∈ I, it follows from the paragraph

above that there are idempotent elements ui ≍r vi of Rqi such that fi(x) = f qipi (x)ui

and gi(x) = f qipi (x)vi for every x ∈ Rpi . Hence, the elements u
def
= (ui | i ∈ I) and

v
def
= (vi | i ∈ I) of

∏
(Rqi | i ∈ I) are idempotent with u ≍r v, and further, setting

h(x)
def
= (f qipi (xi) | i ∈ I), we obtain that f(x) = h(x)u and g(x) = h(x)v for every

x ∈
∏
(Rpi | i ∈ I). In particular, L(f) = L(g). This completes the proof of the L-

commutativity of ~R′. The final statement of Lemma 15.5, about ~ψ being a natural
isomorphism, follows immediately from Lemma 15.3. �

15.2. Categorical settings for Section 15. Let us define a categoryA as follows.
The objects of A are the structures (R, µR) where R is a von Neumann regular ring
(not necessarily unital) and µR = (eRij | 0 ≤ i, j ≤ 3) where the eRij form a system

of matrix units of R (i.e., eRije
R
kl = δjke

R
il whenever i, j, k, l ∈ {0, 1, 2, 3}, where δ
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denotes Kronecker’s symbol), such that, setting eR
def
=

∑3
i=0 e

R
ii ,

∀x ∈ R , eRx = xeR = 0 ⇒ (∃y, z ∈ R)(x = yeRz). (15.1)

We shall often omit the superscript R in eRij and e
R when the ring R is understood.

The canonical 4-frame of L(R) associated with the system µR of matrix units is

τR
def
=

(
(eRiiR | 0 ≤ i ≤ 3), ((eRii − eR0i)R | 0 ≤ i ≤ 3)

)
.

For objects (R, µR) and (S, µS) of A, define the morphisms f : (R, µR) → (S, µS)
in A as the ring homomorphisms f : R → S such that f(eRij) = eSij whenever
0 ≤ i, j ≤ 3.

Lemma 15.6. Let R be an object of A. Then τR is a large 4-frame in L(R).

Proof. Since the eij form a system of matrix units in R, τR is a 4-frame in L(R).
In order to prove that it is a large 4-frame, it is, by Wehrung [37, Theorem 8-3.24],
sufficient to verify that the two-sided ideal J of R generated by e is equal to R.
Now any x ∈ R can be written as y + ex + xe − exe, where ey = ye = 0. Since R
satisfies the axiom (15.1), it follows that y ∈ J . Moreover, e ∈ J implies that
ex+ xe − exe ∈ J . Therefore, x ∈ J . �

We shall consider the following categories and functors (represented in Fig-
ure 15.1):

• the above-defined category A, of all (not necessarily unital) regular rings
with “large” systems of 4× 4 matrix units;

• S is the category of all sectionally complemented modular lattices with
0-lattice homomorphisms;

• S⇒ (this section’s double arrows) is the subcategory of S consisting of all
surjective homomorphisms;

• Φ(R, µR) = L(R) for every object (R, µR) of A, and Φ(f) = L(f) for every
morphism f in A;

• B is the category of all (not necessarily unital) von Neumann regular rings
and ring homomorphisms;

• Ψ
def
= L : B → S.

A B

S S⇒

forgetful

Φ extends L
Ψ=L

inclusion

Figure 15.1. Categories and functors for Section 15

The following lemma collects mere routine facts, with straightforward proofs
that we shall thus omit. Actually, most of it got already checked in Gillibert and
Wehrung [13, Ch. 6] and Wehrung [35]; Lemma 15.7(3) is contained in Gillibert
and Wehrung [13, Lemma 6.2.1].
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Lemma 15.7.

(1) The categories A, B, and S have all directed colimits and all products.

(2) Both functors Φ and Ψ are ω-continuous.
(3) Every double arrow ψ : Ψ(C) ⇒ S, where C ∈ B and S ∈ S, has a projectability

witness with respect to the functor Ψ.

15.3. The L-commutative diagram ~R. We shall now consider the diagram ~L
def
=

(Lξ , e
η
ξ | ξ ≤ η < ω1) of S introduced in Wehrung [35, § 7] and denoted there by ~A,

of sectionally complemented modular lattices and 0-lattice embeddings. Although
the full construction of that diagram is quite complex, we will need here only a
small part of its underlying information. The main part of the construction, which
we will not need here, is the one of an increasing ω1-sequence (Aξ | ξ < ω1) of
countable unital von Neumann regular rings, all sharing the same unit, and an

✂r-increasing sequence (ξ̃ | ξ < ω1) of idempotents ξ̃ ∈ Aξ . We set Bξ
def
= A5×5

ξ

(the ring of all square matrices of order 5 over Aξ), with canonical system of matrix

units (eij | 0 ≤ i, j ≤ 4) and e
def
=

∑3
i=0 eii . Further, we set bξ

def
= e + ξ̃ · e44 and

Lξ
def
= L(Bξ) ↓ bξBξ, for any ξ < ω1 . We need to know that (bξ | ξ < ω1) is an ✂r-

increasing ω1-sequence of idempotents and that all matrix units eij , for 0 ≤ i, j ≤ 3,
belong to all bξBξbξ . For ξ < η < ω1 , bξ = bηbξ 6= bξbη .

Let ~R be constructed from ~B as ~R′ is constructed from ~R in the proof of

Lemma 15.5. Hence ~R is an ω1-indexed, L-commutative diagram in B such that
~L = L~R. In particular, whenever ξ ≤ η < ω1 , Rξ = bξBξbξ and all morphisms in
~R(ξ, η) are finite compositions of right multiplications by elements of the form bζ
where ξ ≤ ζ ≤ η. Since all the matrix units eij belong to all bζBζbζ , it follows

that they are fixed points of every morphism in ~R(ξ, η). It follows that, expanding

each Rξ by µ
def
= (eij | 0 ≤ i, j ≤ 3), we obtain a Φ-commutative diagram (~R, µ)

in A such that Φ(~R, µ) = L~R = ~L.
Now a complication arises. We would like to apply the Extended CLL (i.e.,

Lemma 11.2) to the Φ-commutative diagram (~R, µ), together with the Boosting
Lemma (viz. Lemma 7.3). The former step causes no difficulty, via Gillibert [12,
Proposition 4.6] (stating that every tree has “many lifters”). However, the latter
step is definitely a problem, as the poset ω1 is not lower finite.

In order to get around that difficulty, we need to resort to the pseudo-
retracts introduced in Gillibert and Wehrung [13, § 3.6]. By definition, a pseudo-

retraction for a pair (P,Q) of posets is a pair of isotone maps ε : P → IdQ and
π : Q→ P such that π[ε(p)] is cofinal in P ↓p whenever p ∈ P . Then we say that P
is a pseudo-retract of Q. By Gillibert and Wehrung [13, Lemma 3.6.6], every almost
join-semilattice P is a pseudo-retract of some lower finite almost join-semilattice Q
with the same cardinality. We may assume, in addition, that if P has a zero, then

so does Q (replace Q by Q′ def
= Q ↑ q0 for any q0 ∈ ε(0), set ε′(p)

def
= ε(p) ↑ q0 and

f ′ def
= f↾Q′). We apply the latter observation to P := ω1 ; denote by ε : ω1 → IdQ,

π : Q→ ω1 the implied pseudo-retraction. Since the diagram ~R is L-commutative,

so is the composite ~Rπ; in particular, L~Rπ is a Q-indexed commutative diagram
in S.

Lemma 15.8. For any Q-indexed commutative diagram ~R′ ∈ BQ, there is no

natural transformation ~χ : L~R′ .
⇒ L~Rπ in S⇒.
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Proof. Forming directed colimits over the fibers of π and arranging those directed
colimits into a P -indexed diagram (cf. Gillibert and Wehrung [13, Lemma 3.7.1]),

we obtain that any natural transformation ~χ : L~R′ .
⇒ L~Rπ would yield a natural

transformation L~R′ .
⇒ L~R. However, we established in Wehrung [35, Lemma 7.4]

that the latter cannot occur. �

Theorem 15.9. Assume that for every cardinal λ there exists a cardinal κ such

that (κ,<ω, λ) → ℵ1 . Then the class of all coordinatizable sectionally complemented
modular lattices with a large 4-frame is anti-elementary.

Proof. Let κ and λ satisfy (κ,<ω, λ) → ℵ1 . It follows from Lemma 10.6, applied
to the poset Q, that (κ,<λ) ❀ Q. By Lemma 10.7, it follows that for every infinite
cardinal θ ≥ ℵ1 , Q has a standard θ+-lifter Q〈κ〉 for some infinite cardinal κ.
The assumptions (WF)–(LS(λ)) of the Extended CLL (i.e., Lemma 11.2), with
λ = µ = θ+ and defining B† as the full subcategory of B consisting of all λ-small
von Neumann regular rings, are easily seen to be satisfied.

Claim 1. The lattice F(Q〈κ〉)⊗λΦ
~Rπ is not coordinatizable.

Proof of Claim. Suppose otherwise, so there are a von Neumann regular ring B

and a double arrow χ : L(B) ⇒ F(Q〈κ〉) ⊗λΦ
~Rπ. By Lemma 11.2, this implies the

existence of a natural transformation ~χ : L~R′ .
⇒ L~Rπ in S⇒; in contradiction with

Lemma 15.8. � Claim 1.

Claim 2. The lattice F(Q〈λ〉) ⊗λΦ
~Rπ belongs to the range of Φ; thus it is coordi-

natizable and it has a large 4-frame.

Proof of Claim. Since Q〈λ〉 is the directed union of all Q〈ξ〉 for ξ < λ, we get
F(Q〈λ〉) = lim

−→ξ<λ
F(Q〈ξ〉), so the first part of the statement follows from the Boost-

ing Lemma (viz. Lemma 7.3). For every object (R, µR) of A, τR is a large 4-frame
of L(R) (cf. Lemma 15.6) and Φ(R, µR) = L(R) is coordinatizable. � Claim 2.

Now the assignment X 7→ F(Q〈X〉)⊗λΦ
~Rπ naturally extends to a λ-continuous

functor from Pinj(κ) to S. The desired conclusion then follows from Claims 1
and 2. �

Corollary 15.10. If there are arbitrarily large Erdős cardinals, then the class of
all coordinatizable sectionally complemented modular lattices with a large 4-frame

is anti-elementary.

By Devlin and Paris [7] (see also Koepke [24, 25] for further relative consistency
strength results), the existence of κ such that (κ,<ω,ℵ1) → ℵ1 entails the existence
of 0♯ (thus it is a large cardinal axiom). In the author’s opinion, the apparent
reliance of Theorem 15.9 on the large cardinal assumption ∀λ∃κ (κ,<ω, λ) → ℵ1

is accidental: at the time the main counterexample of Wehrung [35] (of a non-
coordinatizable sectionally complemented modular lattice with a large 4-frame)
was constructed, the Uniformization Lemma (Lemma 7.2) was not known, so the
most natural (although not easy) way to obtain the counterexample seemed to be
the application of the condensate construction to an ω1-indexed diagram; and it
seems very unlikely that no finitely indexed diagram could play a similar role.
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16. Loose ends

Anti-elementarity of a class C produces pairs (A,B), where A ∈ C, B /∈ C,
and A is an elementary submodel of B with respect to an arbitrarily large infinitary
language. By contrast, the (definitely condensate-like) argument of the proof of
Wehrung [34, Theorem 9.4] produces A /∈ C and B ∈ C for the given projective
class C. This raises the question whether there are different sets of hypotheses under
which a given class is not elementary with respect to arbitrarily large infinitary
languages — possibly by using variants of the condensate construction.

Another question, on which we did not elaborate in this paper, is which further
lower bounds for logical complexity could be reached via anti-elementarity of a
class C. For example, for which logics, other than standard L∞λ , would anti-ele-
mentarity entail non-representability? Investigate freshness and anti-elementarity
in relation to general categorical model theory.
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[9] Paul Erdős, András Hajnal, Attila Máté, and Richard Rado, Combinatorial Set Theory:

Partition Relations for Cardinals, Studies in Logic and the Foundations of Mathematics, vol.
106, North-Holland Publishing Co., Amsterdam, 1984. MR 795592

[10] Solomon Feferman, Infinitary properties, local functors, and systems of ordinal functions,
(1972), 63–97. Lecture Notes in Math., Vol. 255. MR 0360196

[11] Peter Gabriel and Friedrich Ulmer, Lokal Präsentierbare Kategorien, Lecture Notes in Math-
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