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AB ST R ACT  

Recent statistics of the World Health Organization (WHO), published in October 2017, estimate that more than 253 million 
people worldwide suffer from visual impairment (VI) with 36 million of blinds and 217 million people with low vision. In the 
last decade, there was a tremendous amount of work in developing wearable assistive devices dedicated to the visually impaired 
people, aiming at increasing the user cognition when navigating in known/unknown, indoor/outdoor environments, and designed
to improve the VI quality of life. This paper presents a survey of wearable/assistive devices and provides a critical presentation
of each system, while emphasizing related strengths and limitations. The paper is designed to inform the research community 
and the VI people about the capabilities of existing systems, the progress in assistive technologies and provide a glimpse in the 
possible short/medium term axes of research that can improve existing devices. The survey is based on various features and 
performance parameters, established with the help of the blind community that allows systems classification using both 
qualitative and quantitative measures of evaluation. This makes it possible to rank the analyzed systems based on their potential 
impact on the VI people life. 
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1. Introduction  

Recent statistics of the World Health Organization (WHO), 
published in October 2017, estimate that more than 253 million 
people worldwide suffer from visual impairment (VI) with 36 
million of blinds and 217 million people with low vision [1]. 

The visual sense plays a significant role in guiding humans to 
reach a desired destination, to find the correct path in 
known / unknown indoor environments or to navigate in outdoor 
scenes. Unfortunately, blinds or visually impaired (VI) people 
face a lot of challenges when performing such tasks and feel, 
most of the time, disoriented or even intimidated [2], [3]. The 
lack of vision may affect personal, professional and 
environmental relations and can represent a brake in performing 
daily life routine [4]. 

Various studies [5] related to the mobility of VI people 
indicate that the support for acquiring spatial mapping and 
orientation skills should be provided at two levels, which are 
perceptual and conceptual. At the perceptual level, the deficiency 
from the visual channel should be replaced by other senses such 
as acoustic or haptic [6]. These sensorial substitution methods 
transform the real images and distances into acoustic signals or 
electrical stimulation [7]. 

At the conceptual level, any novel, VI-dedicated assistive 
device, should focus on the development of various orientation 
strategies, including spatial models / surface mapping, in order to 
adapt the user to unpredictable conditions that can arise during 
navigation [8]. However, in novel, unknown environments, the 
VI user is facing a set of difficulties and suffers from insecurity 
or anxiety [9]. 

In the last years, various research works have addressed such 
challenges in their attempt to gain a higher level of understanding 
of the surroundings, to increase cognition and to facilitate the 
navigation of the VI people in both indoor and outdoor 

environments. Most of the existing assistive technologies 
incorporate functions for obstacle avoidance and route selection. 
Because most partially sighted or blind people live in developing 
countries, the assistive device should be both relatively 
affordable, from a financial point of view, and easily available 
[3]. 

The state of the art offers a wide range of electronic traveling 
systems (ETA), dedicated to VI people, designed to provide a 
sensorial substitution to the human vision [10]. In this paper, we 
propose a comprehensive review of the most recent assistive 
devices systems, based on computer vision / machine learning 
methods and we try to explain why, despite impressive 
technological advances [11], [12] in the field, such devices are 
currently rarely used by VI people, which still prefer white canes 
or guiding dogs. 

The rest of the paper is organized as follows. In Section 2 we 
review the state-of-the-art systems dedicated to the VI people. 
Section 3 presents and discusses the most relevant functional 
elements that represent key components in the computer vision-
based assistive devices. In Section 4, we propose a set of both 
quantitative and qualitative criteria that we exploit for evaluating 
the most relevant video-based approaches. Finally, Section 5 
concludes the paper and opens novel directions for further work 
and developments. 

2. State of the art review 

In the last couple of years, various ETAs technologies have 
been introduced. They aim at increasing the mobility of VI users 
and at providing additional knowledge about nearby 
surroundings [13]. Existing ETAs can be divided in two major 
families, including: (1) sensorial network systems (i.e., active 
systems) and (2) video-based systems (i.e., passive systems), as 
illustrated in Figure 1. 

 

Fig. 1.Overview of wearable assistive devices dedicated to visually impaired users 
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2.1. Sensorial networks ETAs 

The sensorial network ETAs have been designed to collect 
environmental information that is translated into acoustic / haptic 
signals transmitted to the VI user. In particular, sensorial-based 
assistive devices provide subject localization and object 
identification using: ultrasound [14], [15], [16], [17], [18], [19], 
[20], [21], infrared [22], global positioning system (GPS) [23], 
[24] and radio frequency identification (RFID) [23], [25], [26]. 

One of the pioneering systems proposed in the literature 
exploited Mowat sensors [16] that estimate the distance between 
the VI user and various obstacles existent in the scene. The 
system needs to be hand-held and requires an extensive training 
phase so that the VI user becomes familiar with the beeping 
patterns. Among such pioneering approaches, let us also mention 
the method introduced in [14], where two sonar-based 
environmental imaging sensors, called Sonicguide and Trisensor 
are proposed, and provide spatial information about the detected 
obstacles. However, both prototypes use low resolution sensors 
and the estimated distances are not very accurate in the 3D space.  

More recently, the Talking Braille system introduced in [22] 
exploits a wireless ubiquitous computing network, designed to 
assist VI users to navigate safely in indoor public spaces. The 
system is limited to known buildings, on which various 
access / interest points are defined in advance. In addition, the 
infrared technology may not perform efficiently during daytime 
due to its high sensitivity to sunlight/illumination conditions. The 
binaural sonar system introduced in [17] (Figure 2a) robustly 
detects objects situated at arbitrary locations on the left / right 
side of the VI user. The feedback is provided to the user as a set 
of vibrotactile simulations. The GuideCane (Figure 2b) [18], 
SmartCane (Figure 2c) [27], UltraCane [28], Batcane [29] 
(Figure 2d) and Necklace cane (Figure 2e) [30] systems exploit 
solely ultrasonic sensors networks that are aiming at 
improving / enriching the capabilities of a regular white cane.  

Such frameworks attempt to estimate the optimal, obstacle 
free, walking path and inform the VI user through tactile 
simulation. However, when tested in real-life scenarios, they 
show quickly their limitations, notably when detecting objects 

situated above the user knee, overhanging obstacles or sidewalk 
borders. 

The EPFL multi-sonar architecture (Figure 2f) proposed in 
[19] is designed to function in indoor environments, in order to 
facilitate the user displacement through corridors by avoiding the 
possible collision with obstacles situated at arbitrary levels of 
height. However, when tested in real-life conditions, the number 
of false positives returned by the system is extremely high, which 
makes the blind community reluctant to the acceptance of the 
system.  

A haptic sensing device denoted by CyARM is proposed in 
[20] (Figure 2g). CyARM allows the spatial localization of the 
VI user through ultrasonic transducers. When evaluated in real, 
outdoor scenarios the system obtains high detection rates for 
static objects, while correctly estimating the real distances 
between the users and obstacles that are present in the scene. 
However, for dynamic (moving) objects, the detection scores in 
terms of accuracy and recall rates significantly decrease (with 
more than 30%). In addition, the performance of ultrasonic 
sensors can be affected by the weather conditions. 

A low-cost guidance system based on a microcontroller 
equipped with an ultrasonic sensor is introduced in [15]. The 
objective here is to detect objects situated in front of the walking 
stick. In [21], a similar electronic travel aid system is proposed 
(Figure 2h), that performs obstacle detection and transmits the 
feedback through tactile stimulation. Such systems can be 
globally regarded as smart-canes that allow the localization of 
obstacles situated at arbitrary levels of height. However, they 
have never been tested and validated by real VI users or in 
crowded, outdoor scenes. 

The Smart-Robot (Figure 2i) device introduced in [23] is a VI 
navigation assistant that integrates RFID and GPS localization. 
The method is able to perform in both indoor and outdoor 
environments in order to assist the VI user in reaching a 
predefined destination. The user feedback is based on acoustic 
messages, together with vibrations patterns transmitted with the 
help of a hand-mounted glove. A similar approach, so-called 
MOST-NNG mobile phone navigation assistance is proposed in 
[24].  

 

Fig. 2. Wearable assistive devices based on sensorial networks 
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However, such GPS-based systems prove to be highly 
dependent on the signal loss and present a poor accuracy rate in 
estimating the user’s position. This limitation notably appears in 
the case of urban environments, where the density of buildings is 
high [31]. 

Indoor and outdoor localization techniques that do not relay 
on GPS often involve structural modifications of the 
environment, that require the inclusion of additional 
technologies, such as those related to market access. Within this 
framework, the key solutions rely on the RFID technology and 
aim at facilitating the user navigation in indoor spaces [32], [33]. 
In [32], a RFID system is developed (Figure 2j), designed to help 
the VI users reach a path to a specified destination. In [33], the 
RFID is combined with Quick Response (QR) codes to locate 
products inside grocery stores (Figure 2k). In [34] and [35] 
(Figure 2l and Figure 2m), the RFID technology is used in order 
to develop a tourist guide within museums. The major limitation 
of any RFID system is the necessity of disposing of some 
previous knowledge on the building architecture. Such systems 
cannot offer a wide range of capabilities, due to the necessity of 
installing tags everywhere within the considered environment. In 
addition, the related frameworks are considered as invasive, 
because the RFID readers need to be mounted on the subject’s 
body.  

Various authors [36], [37] (Figure 2n), propose using the BLE 
beacon, instead of RFID, because it can be temporally applied to 
the environment with velcro stickers and quickly removed 
without permanent alterations of the surroundings. However, as 
in the case of RFID frameworks, the BLE systems performance 
significantly depends on the location of the BLE beacon devices.  

Independent and safe mobility is vital for independent 
shopping. The VI users have ranked the shopping centers as the 
most challenging environments to navigate within, while the 
overall shopping experience is considered as a major problem 
[38]. In [39], the ShopTalk buying assistant is introduced 
(Figure 2o). The system is composed of regular helmets, barcode 
readers, numeric keypad and a processing unit. The experimental 
studies have shown that ShopTalk returns a high success in 
product retrieval. However, the system is difficult to carry on and 
requires accessing the store inventory control, which is 
intractable.  

The SUGAR system proposed in [26] offers guiding services 
to the VI users when navigating in indoor spaces (Figure 2p). 
SUGAR uses the UWB (Ultra-WideBand) technology for user 
positioning. The interaction between the VI user and the system 
is managed through acoustic signals and voice commands, played 
through headphones. As pointed out by authors, the system is 
limited to indoor scenarios and to environments containing UWB 
tags. Nothing is mentioned about the power consumption or the 
system’s lifetime.  

The timeline evolution of the sensorial assistive devices 
presented above is illustrated in Figure 3. The sensorial networks 
ETAs are highly useful in assisting the visual impaired persons in 
navigation due to their high accuracy in establishing the actual 
distance between an obstacle and the VI user. However, none of 
the above-analyzed systems are able to locate, identify and 
recognize specific objects in an unknown environment, or to 
determine their relative degree of danger. In addition, ultrasonic 
sensors are highly sensitive and may suffer from interference 
problems with other sensors or signals from the environment. 
Although laser scanners are highly used in mobile robots 
navigation [40], due to their precision and resolution, they are 

expensive and heavy to wear, which makes them poorly-suited 
for inclusion in a VI-dedicated wearable assistive device.  

 

Fig. 3. The timeline evolution of the sensorial assistive devices.  

On the contrary, video-based systems incorporating computer 
vision algorithms, offer a superior level of reproduction and 
interpretation of real scenes, at the price of a higher 
computational complexity [41]. Let us now analyze computer 
vision-based ETAs.  

2.2. Computer vision-based ETAs 

Due to the proliferation of hardware processing devices, 
computer vision algorithms and machine learning technologies, 
various systems designed to increase the mobility of VI users are 
based on artificial intelligence. Depending on the type of camera 
sensor considered, the video-based methods can be divided into 
the following three categories: monocular, stereoscopic and 
RGB-D. Let us now review the state-of-the-art approaches, and 
emphasize related strengths and limitations. 

2.2.1. Monocular camera based systems 

In [42], a low-cost augmented reality (AR) system for blind 
and partially sighted people is introduced (Figure 4a). The 
framework, called Arianna, is designed to identify a safe walking 
path in indoor spaces. At the hardware level, the system is based 
on a video camera integrated on a smartphone device. The user 
feedback is transmitted with the help of a set of vibration 
patterns. The walking path is determined using a set of interests 
points, indicated by QR codes or by following a path painted on 
the floor. 

Another marker-based approach, called Mobile Vision, is 
introduced in [43]. The system is integrated on a smartphone 
device and uses specific color markers in an indoor environment 
(Figure 4b). By using red, green and blue color markers the user 
is directed to find some locations of interest such as restrooms, 
elevators or exits. Text-to-speech transcripts are used to provide 
feedback messages to the VI user. Both methods presented above 
require an initial knowledge of the environment and thus cannot 
be applied to arbitrary, unknown paths or scenes. 

In [44], the SmartVision navigation framework is designed for 
outdoor scenarios and integrates GPS, Wi-Fi localization with 
GIS (Geographic Information System) [45], passive RFID tags, 
and computer vision techniques (Figure 4c). The system does not 
have the ambition to replace the white cane, but to complement 
it, in order to alert the VI user of looming hazards. A database 
with potential objects of interest is here developed (e.g., elevator, 
welcome desk, plants, cash machine, telephone booth). In the test 
phase, the reference images, stored a priori, are searched within 
the video frames acquired by the camera. However, the method is 
highly sensitive to camera motion and heavily depends on the 
size of the training dataset.  
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Fig. 4. Wearable assistive devices using monocular cameras 

In addition, it suffers from scalability issues, since for a larger 
database with multiple objects of interest, the computational time 
increases significantly. 

An obstacle detection and classification method completely 
integrated on a regular smartphone is introduced in [46] 
(Figure 4d) and extended in [47] (Figure 4e). The system is 
designed to facilitate the VI user navigation in both indoor and 
outdoor environments. In [46], authors propose to identify the 
location of an obstruction by extracting interest points that are 
tracked between successive frames using the traditional Lucas-
Kanade algorithm [48]. The object’s motion is distinguished 
from the camera movement with the help of a set of homographic 
transforms that are classified by applying the RANSAC 
algorithm [49]. The detected obstacles are further categorized by 
incorporating the HOG descriptor into a Bag of Visual Words 
(BOW) representation. Even though the system returns overall 
good results, it cannot detect large, flat structures or correctly 
estimate the distance between the VI user and an obstruction. 
In [47], the authors proposed to solve the above-mentioned 
limitations by integrating within the system ultrasonic sensors 
(Figure 3e). The approach shows promising results, but proves to 
be sensitive when multiple moving obstacles are present in the 
scene. 

A computer vision-based way-finding system that allows 
independent access to indoor, but unfamiliar environments is 
proposed in [50] (Figure 4f). At the hardware level, the system is 
composed of a video camera, a microphone, a computer and 
Bluetooth earpieces. The framework detects doors, elevators and 
cabinets using the objects geometric shape combined with 
corners and edges identification algorithm. Then, by exploiting 
an optical character recognition approach, the system is able to 
distinguish between foreground and background objects.  

An additional module has been added to the framework that 
allows cloth identification [51]. Using a novel Radon Signature 
descriptor, four types of clothes textures can be identified: plaid, 
striped, pattern less and irregular. Even though both modules 
have been developed for VI people, no studies / experiments have 
been performed up to now with real VI users. In addition, the 
framework cannot function in real-time or handle object 
occlusion. 

The Crosswatch approach [52] exploits computer vision 
algorithms and GIS. Crosswatch is a navigation assistant based 

on a regular smartphone and is designed to provide guidance to 
the VI users when crossing intersections. However, because the 
Crosswatch transmits acoustic signals using the phone speakers, 
the warning messages are difficult to hear in noisy urban 
environments. A similar mobile traffic light mobile device has 
been introduced in [53] and extended in [54]. The system, called 
TL-recognizer, uses various color filters and contour detection 
methods to identify potential traffic lights. However, the 
approach is sensitive to camera movement and variability of 
illumination conditions.  

In [55], the so-called ShopMobile shopping assistant, 
integrated on a regular smartphone, attempts to reduce the 
limitations of ShopTalk [39]. The smartphone’s embedded video 
camera is here used in order to locate the products barcodes. 
Similarly, in [56] a smartphone grocery shopping assistant is 
proposed with the goal of portability and cost effectiveness 
(Figure 4g). All above systems use the video camera as a barcode 
scanner.  

In [57], Molina et al. introduced the concept of visual nouns 
for VI user navigation in indoor and outdoor environments. The 
system creates mosaic images that are further used to facilitate 
the VI people navigation through streets and hallways. A visual 
noun is described by three types of features: text, visual icons and 
signs (Figure 4h). However, there are still a set of open 
requirements that need to be fulfilled in order to make the system 
useful from the VI people point of view: (1) the development of 
an appropriate human-machine interface; (2) the integration 
within a wearable assistive device and (3) the development of the 
acoustic or haptic interface. 

The method is extended in [58], where a person localization 
and navigation system in indoor scenes is proposed. Compact and 
omni-directional video features are extracted using the video 
camera embedded on a smartphone that are further transmitted to 
a GPU server for processing. Even though the method shows 
promising results in the evaluation stage, the systems has been 
tested only on a limited number of indoor spaces. A large scale 
scene dataset is required that includes multiple buildings with 
various floors. Moreover, in order to increase the computational 
speed, hierarchical and context-based methods can be used in 
order to avoid searching within the entire database. Finally, the 
development of the user interface is mandatory to facilitate the 
communication. 
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Different systems [59] (Figure 4i), [60], [61] (Figure 4j), [62] 
(Figure 4k) and [63] based on regular monocular video cameras, 
embedded on various hardware platforms address the problem of 
real-time banknote recognition in the context of blind people. 
Even though the necessity of such an application appears as 
obvious, such systems still suffer from a set of limitations related 
to the high sensitivity to the illumination conditions or to 
occlusions. Thus, the banknote needs to face the direction of the 
video camera. In addition, low recognition and accuracy scores 
are obtained in the case of important camera/background motion. 

Starting from the observation that in the Boston marathon 
more than 100 participants were blind, in [64] the Mechatronic 
system is introduced (Figure 4l). The prototype is designed to 
facilitate jogging or running activities. At the hardware level, the 
system is composed of a regular monocular camera, a processing 
unit and a haptic device. At the software level, the authors 
propose detecting ground lanes and running corridors. However, 
the framework accuracy is highly dependent on the illumination 
conditions. Because of the vibrating gloves mounted on the user 
hands the system is considered as invasive. In addition, the 
battery life of the entire system is inferior to one hour. 

The timeline evolution of the electronic travel aids based on 
monocular cameras is illustrated in Figure 5.  

 

Fig. 5. The timeline evolution of the ETAs based on monocular 
cameras 

The assistive devices based on CCD camera systems are more 
compact and easy to maintain than sensorial frameworks. 
However, they have such a low accuracy when estimating the 
real distance between the VI user and a detected obstacle. A 
major disadvantage of any monocular system is that it cannot 
estimate the global object scale based on a single image [65].The 
problem gets aggravated when dealing with larger scenes because 
it is more likely to have scale drifts between map portions and 
their estimated motion vectors [66]. Moreover, the systems 
cannot differentiate between foreground and background objects. 
In addition, despite the efforts made to detect static objects using 
the camera apparent motion, such frameworks are valid only in 
limited scenarios with known obstacle appearance models. 

The stereo-based systems, presented in the following section, 
aim at overcoming such limitations.  

2.2.2. Stereo camera based systems 

The Smart Walker system introduced in [67] aims to detect 
dangerous obstacles and hazardous ground changes, both 
outdoors and indoors (Figure 6a). Smart Walker is based on real-
time stereo obstacle detection algorithm that uses the sparse 3D 

information. By working directly with acquired 3D points, the 
method is computationally more advantageous than constructing 
a 3D map of the environment. However, the system can operate 
at only 4 fps and returns a detection rate inferior to 65%, which is 
not sufficiently reliable in the context of VI-dedicated 
applications.  

In [68], the authors introduce Robot Vision, a head-mounted 
stereo-vision navigational assistance device for VI users 
(Figure 6b). In order to extract and maintain the orientation 
information and create the sense of egocentricity, the system 
incorporates the visual odometry and a feature-based metric 
topological SLAM (Simultaneous Localization And 
Mapping) [68]. The method is able to reconstruct the 3D scene 
through stereo triangulation and develop a vicinity map of the 
user’s environment. This map serves to perform a 3D 
traversability analysis in order to guide the subject through a path 
with potential obstacles. From the user’s perspective, the system 
is considered as invasive since it requires to be mounted on the 
head. In addition, the development of the 3D map requires a 
powerful processing unit that needs to be worn by the user during 
navigation. 

The wearable, light-weighted navigation device proposed 
in [69] is based on dynamic vision sensors, which transmit, 
instead of the entire image at a fixed frame rate, only the local 
changes caused by movement in a scene (Figure 6c). In this way, 
the visual information is represented as a stream of moving pixels 
that are asynchronously generated. The reported experimental 
results show that the system’s main limitation concerns the 
detection of objects situated at the head level. In addition, the use 
of regular headphones is not optimal because they block the 
user’s hearing. 

A visual navigational assistant that estimates the egomotion in 
highly dynamic scenes is proposed in [70] (Figure 6d). Using the 
3D coordinates of the feature points obtained by standard 
triangulation, the system is able to determine the ground plain. 
Then, the ground plain normal is estimated using two different 
sources of information: stereo and inertial data. The experimental 
evaluation performed on synthetic and real scenes validates the 
approach. At the hardware level, the system is composed of a 
stereo camera mounted on sunglasses and a desktop computer. 
From the VI user point of view the system is not portable. In 
addition, nothing is said about on how to transmit the video 
steam to the processing unit or the warning signals to the VI 
users.  

The stereo vision-based electronic travel aid proposed in [71] 
and denoted by SVETA consists of a helmet equipped with a 
stereo camera and earphones (Figure 6e). The disparity map of 
the surrounding scene is obtained using a stereo matching 
algorithm. Then, the depth map is converted into musical sounds 
transmitted to the VI user.  

The SmartVision Stereo navigation assistant dedicated to VI 
people introduced in [72] detects obstacles and provides 
navigational information in indoor and outdoor scenarios 
(Figure 6f). As any stereoscopic-based method, both SVETA and 
SmartVision suffer from matching errors when estimating the 
disparity maps, especially in bright outdoor environments. In 
addition, such frameworks require an extensive training phase so 
that the VI user becomes familiar with the specifically-tuned 
sound patterns. 

In [73], a wearable stereo vision system for visually impaired 
users is introduced (Figure 6g).  



7 
 

 

Fig. 6. Wearable assistive devices using stereoscopic cameras  

The device is composed of eyeglasses and embedded 
processing device. In order to offer information about the VI user 
position, the video stream is transmitted through the 3G network 
on a mobile device. The major strength of the system is its 
capacity to locally compute the disparity map and to detect 
various types of obstacles. However, some alerting 
functionalities are required while the processing speed needs to 
be increased. 

A wearable device that allows the VI people to perceive the 
environment using a head-worn stereo camera is introduced in 
[74] (Figure 6h). The method constructs a scene model and 
updates it as the user is moving through the environment. The 
foreground objects are differentiated from the background 
structure by using a dense disparity estimator that is combined 
with a visual odometry and an inertial measurement unit. The 
system is dedicated to navigation in outdoor scenes and transmits 
acoustic messages through bone conducting headphones. As 
pointed out by the authors, the system is not able to differentiate 
between various obstacles detected or to determine their degree 
of danger. In addition, if multiple objects are situated in the 
user’s vicinity, a set of warning messages are launched and the 
VI user may become overwhelmed by the transmitted 
information.  

The timeline evolution of the electronic travel aids based on 
stereoscopic video cameras is presented in Figure 7.  

 

Fig. 7. The timeline evolution of the electronic travel aids 
based on stereoscopic video cameras 

Although numerous stereo-vision-based systems have been 
introduced, some inherent problems still need to be solved. First, 
because of the incorrect estimation of large depth cues the stereo-

matching algorithms fail, especially in the case of poorly textured 
regions. Second, the quality and accuracy of the estimated depth 
map is sensitive to artifacts in the scene and abrupt changes in the 
illumination. 

More recently, the emergence of RGB-D cameras enabled the 
apparition of a new family of VI guidance systems exploiting 
such technologies. They are described in the following section.  

2.2.3. RGB-D camera based systems 

Several works [75] (Figure 8a), [76] (Figure 8b), [77] 
(Figure 8c), [78] (Figure 8d) have demonstrated the feasibility of 
using the RGB-D sensors, as the main hardware component of an 
wearable assistive device, due to its capability of sensing depth 
information along with RGB data. However, none of the above-
mentioned systems has been evaluated in terms of recall and 
accuracy when performing object detection tasks. 

In [79], [80], [81] (Figure 8e), [82] and [83] various complex 
frameworks have been introduced, but they are not suitable for 
real-time systems integrated in low processing devices.  

In contrast, recently, a real-time face recognition system, 
dedicated to blind and low-vision people, is proposed in [84] 
(Figure 8f). The framework integrates wearable Kinect sensors, 
performs face detection, and uses a temporal coherence along 
with a simple biometric procedure to generate a specific sound 
that is associated with the identified person. The underlying 
computer vision algorithms are tuned in order to minimize the 
required computational resources (memory, processing power 
and battery life). From this point of view, they are overcoming 
most state-of the-art techniques. However, the range of the 
Kinect sensors limits the applicability of the approach to solely 
indoor environments.  

Another indoor navigation system, so-called INSANA 
(Figure 8g), enriched with obstacle detection capabilities and 
integrated on a Tango device is proposed in [85]. The approach is 
specifically designed for indoor spaces and develops a semantic 
map of the environment by parsing information from a building 
architecture model. The detection module identifies the objects 
situated in front of the depth sensor. The safe, obstacle free 
walking path is determined based on ego-motion tracking and 
localization alignment. The guiding messages are transmitted to 
the VI user in real time, through a speech-audio interface. The 
experimental results performed with blind users validate the 
method.  
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Fig. 8. Wearable assistive devices using RGB-D camera 

However, the system can work only in simulated scenarios, 
for which a previous knowledge about the building structure is 
available.  

A similar method is proposed in [86], where the authors 
introduce an indoor staircase detection algorithm based on the 
RGB-D camera integrated on a Tango Tablet (Figure 8h). 

The staircase candidates are firstly detected from RGB frames 
by extracting a set of concurrent parallel lines with the help of a 
Hough transform. Then, the depth frames are further analyzed in 
order to distinguish between candidate classes: upstairs, 
downstairs, and negatives (i.e., corridors) using a SVM (Support 
Vector Machine) classifier trained with multiple categories. The 
detection rates demonstrate the effectiveness and efficiency of 
the algorithm. The Tango framework is also used in other 
systems dedicated to VI users [87] or [88]. However, none of 
such systems achieved a sufficient maturity to be tested by actual 
VI users in real-life conditions.  

In [89], a head-worn depth camera system designed to help the 
VI move safely in an indoor environment is proposed (Figure 8i). 
The system is designed to detect floors, walls or obstacles and to 
convert the information yielded by the detection module into a 
3D sound map. The method runs in real-time and is useful in 
spotting both small and large objects situated on the floor. 

In [90] (Figure 8j), [91], [92] various RBG-D camera-based 
indoor navigation systems for VI users are proposed. The 
frameworks perform real-time 6DOF ego-motion estimation 
using sparse visual features, dense point clouds and ground plain 
detection in order to obtain a safe, obstacle free walking path. 
The system in [90] is portable and at the hardware level is 
composed of a RGB-D head mounted camera, a laptop acting as 
a backpack processing unit and a haptic feedback vest 
(Figure 8j). From the VI user point of view, the system is 

invasive because it requires being head-mounted and the 
subject’s physical contact with the vibration mechanism from the 
vest. In addition, the 3D maps that are successively updated in 
time are likely to be affected by the accumulated errors and 
sensors noise.  

Similarly, the 3D environment interpretation system for VI 
users proposed in [93] includes the following functionalities: 
object detection and recognition, face identification and optical 
character recognition (that helps identifying street names and 
food products). In addition, as in [52] (Figure 8k), [53], [54] a 
crossing detector is developed together with a pedestrian line 
detection [13]. Even though the entire framework looks quite 
promising and incorporates a highly complete software package, 
nothing is said about the hardware specifications. In addition, the 
information about the acoustic feedback is missing. Moreover, 
the most difficult part will be to prioritize all the warning 
messages coming from different software modules. 

The NAVIG assistive device based on artificial vision, geo-
located visual landmarks and GIS introduced in [94] (Figure 8l) 
is composed of a RGB-D video camera, microphone, regular 
headphones and a backpack computer. In contrast with other 
devices, the object localization function is used not to avoid 
dangerous situations, but to guide the VI people reach the 
object / point of interest using also GPS, GIS positioning and 3D 
sound patterns. From the experimental evaluation, it can be 
observed that the system processing speed is significantly 
influenced by the object size and the maximum number of 
landmarks included in the database. In addition, it requires an 
extensive training phase. 

In [95] and [96] the Sound of Vision (SoV) assistive device is 
introduced. The system creates a joint audio and tactile 
representation of the information acquired from the surrounding 
environment. Starting from the reconstructed 3D representation 
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of the indoor/outdoor scene, an image segmentation is performed 
in order to extract objects of interest (Figure 8m). The framework 
is quite complex and requires a training phase in order to 
understand the warning messages. Furthermore, experiments with 
actual VI user in real life, crowded urban scenes, are necessary in 
order to validate the approach. 

The problem of VI people independent jogging is address in 
[97] and [98] using 3D video cameras (Figure 8n). However, 
none of the systems have been tested with actual VI users. In 
addition, the proposed methods are highly sensitive to the camera 
motion despite the stabilization operations proposed. 

The timeline evolution of the assistive devices using RGB-D 
cameras systems is presented in Figure 9.  

 

Fig. 9. The timeline evolution of the electronic travel aids 
based on RGB-D cameras 

Although various stereo and depth cameras systems have been 
introduced, some inherent drawbacks need to be overcome. First, 
the frameworks are highly dependent on the quality of the 
estimated disparity map, which, for poorly textured regions, is 
not sufficiently accurate. Second, when tested in real-life, 
outdoor scenarios that contain changes in the illumination, visual 
artifacts or various types of motion, the frameworks show 
quickly their limitations. Moreover, due to the limited 
computational resources, the development of accurate and dense 
depth maps is still expensive. 

The global timeline evolution of the methods presented in 
Section 2 is illustrated in Figure 10. As it can be observed before 
2000 all the frameworks proposed were based exclusively on the 
sensorial substitution of the human vision using various types of 
sensors: ultrasonic, infrared or RFID. However, with the 
development of computer vision and machine learning 
algorithms, nowadays most of the ETAs are based on monocular, 
stereoscopic or 3D video cameras. When embedded on wearable 

devices, such approaches make it possible to obtain a higher level 
of understanding of the scene where the VI user is evolving in. 

For this reason, in the following, we will focus our attention 
on computer vision-based systems, which seem to show the most 
promising results in terms of accuracy and repeatability. Let us 
analyze the functionalities proposed by such systems. 

3. Computer vision based systems: functionality analysis 

Most sensorial networks ETAs are designed to identity the 
safe walking path (cf. Section 2.1), but none of the frameworks 
can include additional, high level, functionalities. In the last 
couple of years, the assistive devices integrating computer vision 
algorithms have captured the attention of the scientific 
community. Compared with sensorial networks ETAs, the 
camera based systems offer a superior level of reproduction and 
interpretation of real scenes, at the price of a higher 
computational complexity. Based on this observation, in this 
section we focus our attention on computer vision-based systems 
designed to perform a semantic analysis of the surrounding scene 
in order to improve VI user cognition over the environment.  

The main functionalities that an assistive device dedicated to 
VI people should satisfy, in order to make it acceptable by the 
blind community, are the following:  
- static/moving obstacle detection,  
- capability to provide information about the distance between 

the user and the detected obstruction,  
- ability to provide directional and navigational messages so 

that the VI user reach a desired destination or to identify the 
safe walking path. 

Table 1 presents a comparison of the most relevant features 
introduced in ETAs based on computer vision algorithms. As it 
can be observed, most of the systems have been developed in 
order to facilitate the safe navigation of the VI user in an 
unknown indoor/outdoor environment. The majority of devices 
[42], [64], [68], [70], [74], [75], [88], [89], [90], [98] include a 
walking path identification and a dedicated module that performs 
object detection able to identify various types of hazards or 
dangerous obstacles.  

In addition, most systems include high level capabilities. For 
example in [42], [57] and [90] the VI user position is estimated 
based on computer vision algorithms and GPS/GIS signals. In 
[46], [47], [50], [55], [67], [72], [76], [78], [93], object 
classification modules are proposed in order to help establishing 
a semantic interpretation of the detected objects. Furthermore, in 
[46] and [47] the obstacles are prioritized based on their degree 
of danger and relative position with respect to the VI user. 

 

Fig. 10. Timeline evolution of the analyzed systems 
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The authors in [44], [43] designed the ETAs with a landmark 
detection module (that requires a training stage), while in [77], 
[86], [91] a stairs identification algorithm is introduced. In order 
to facilitate the VI people displacement in crowded urban scenes 
various authors proposed a traffic light detection module [53], 
[54] or a zebra-crossing identification [52], [53], [54], [72], [91]. 
The independent shopping problem of the VI user is addressed in 
[55], [56] where a mobile grocery assistant is proposed. The 
assistant can be further extended with a banknote recognizer as in 
[59], [60] and [93]. Finally, the semantic information about the 
presence of a familiar face in the VI people near surrounding is 
addressed in [84], [93] where face recognition algorithms 
designed for wearable devices are proposed. 

As a general conclusion of the above state of the art methods 
we can say that the difficulty is not developing a system that has 
all the “bells and whistles” but to conceive the technology that 
can last in time and be useful.  

Regarding the user interface, most state of the art systems 
attempt to replace vision by other senses such as acoustic or 
haptic. The best asset of haptic feedback is its discretion (only the 
user feels the effect of touch). For example, in [44], [55], [64], 
[68], [72], [90], [78], [98] various vibration actuators are 
proposed, located either on a waist belt, a vest or gloves. 
However, from the VI user’s perspective, all tactile display 
frameworks are considered invasive because they require an 
actual physical contact with the subject. In addition, the main 
limitation of haptic devices is related to its low resolution 
capability. For this reason, the tactile interfaces are only suitable 

for limited information feedback. As indicated in [99], the 
majority of blind and visually impaired people prefer the speech 
interface when using a navigation assistant.  

Based on this observation, various systems adopt the acoustic 
feedback in order to transmit the warning messages to the VI 
user. In the state of the art various strategies are proposed, 
including beeping sequences [43], pre-recorded verbal messages 
[50], [51], [56], [60], text to speech transcripts [57], [83], [95], 
[93], musical sounds [71], remote voice commands [73] or 
binaural acoustic feedback [74]. However, the VI people showed 
a set of concerns when using regular headphones because they 
block other auditory cues and warnings from the environment. In 
[46], [47] and [88] bone conducting headphones are adopted, 
since they make it possible to avoid any obstruction with the 
sense of hearing. 

The analysis of the state of the art also shows that relatively 
few frameworks have considered the issue of prioritizing the 
warning messages that need to be transmitted to the user. 
However, such an issue is essential if we want to avoid 
overwhelming the user with useless information, and needs to be 
carefully treated. For experimental testing/validation purposes, 
some systems employ normal or blindfolded persons to complete 
a navigational task. However, we consider that the experimental 
results are not relevant and some additional test with real VI user 
in real life scenarios needs to be performed. Moreover, the 
frameworks performing the test on prerecorded videos should 
extend the evaluation stage and present the feedback of real VI 
users after using the proposed prototype. 

Table 1. Structural features existent in computer vision based assistive device. 

 System name / Year of 

publication 
Main Functionality High Level Features Feedback Participants Test - Task & Environment 
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Trinetra[56] / 2007 NO ETAs functions 
Mobile shopping assistant / 

Barecode scanner 
Pre-recorded audible 

messages 
Blinds Identify grocery in campus store 

ShopMobile[55] / 2010 NO ETAs functions 
Mobile shopping assistant / 

Barecode scanner 
Haptic and audio 

Blindfolded 
subjects 

Laboratory study 

Grijalvaet al.[60] / 2010 NO ETAs functions Banknote recognizer Acoustic messages 
Blindfolded 

subjects 
218 banknotes of different 

denominations 

Smart Vision[44] / 2011 Navigational assistant 
Known landmark detection / 

Object identification in 
pantry or refrigerator 

Vibration actuator 
and speech synthesis 

Blinds 
Walking on predefined paths 

marked RFID tags 

Mobile Vision[43] / 2012 
Sign-based 

wayfinding system 
Detect specific color markers 

Acoustic signals - 
beep sequences 

Blinds 
Wayfinding in known buildings 

based on landmarks 

Molina et al.[57] / 2012 
Local orientation and 

navigation 

User localization / Context 
augmentation / OCR and 

signs identification 
Text-to-Speech 

Not 
specified 

5 second videos of known indoor 
scenes 

Hasanuzzaman et al.[59] / 
2012 

NO ETAs functions Banknote recognizer Acoustic messages Blinds 579 positive images with US dollars 

Tapu et al. [46] / 2013 Navigational assistant 
Obstacles detection and 

classification (pedestrians, 
cars, bikes, obstructions) 

Acoustic warnings - 
boneconduction 

headphones 
Blinds 

Walking in real life crowded urban 
scenes 

Tian et al.[50] / 2013 Navigational assistant 
Doors, elevators, and 

cabinets detection / Optical 
character recognition 

Verbal messages Blinds 
Dataset of 221 images acquired 

with the help of blinds 

Crosswatch[52] / 2013 
Guidance in traffic 

intersections 
Crosswalk detection / Walk 

light status identification 
Audio tones Blinds Crossing two intersections 

Yang et al.[51] / 2014 NO ETAs functions Clothes pattern recognition Verbal messages Blinds Texture classification 

Arianna[42] / 2016 Navigational assistant 
Walking path identification / 

User position estimation 
Smartphone 
vibrations 

Blindfolded 
subjects 

Indoor navigation scenarios / 
Simulated environments 

Mocanu et al.[47] / 2016 Navigational assistant 
Obstacles detection and 

classification (pedestrians, 
cars, bikes, obstructions) 

Acoustic warnings - 
boneconduction 

headphones 
Blinds 

Walking in real life crowded urban 
scenes 

TL_recognizer[54] / 2016 NO ETAs functions 
Traffic lights detection / 

Crosswalk detection 

Speech synthesis / 
Mobile vibration 

patterns 

Blinds and 
low vision 
subjects 

Traffic light detection in  real urban 
intersection 
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Mechatronic[64] / 2018 
Navigational assistant 

during walking and 
running 

Line or lane detection on the 
runway 

Haptic device - two 
gloves with 

vibration motors 

Normal 
users 

Running on a known marked path 
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SVETA[71] / 2007 Navigational assistant 
Obstacle detection and 

distance estimation 

Stereo musical 
sounds and voice 

commands 
Blinds Walking in unknown environments 

Robot Vision[68] / 2010 Navigational assistant 
Ground plane estimation / 

Obstacle detection 
Haptic feedback vest 

Blindfolded 
subjects 

Walking in unknown environments 

SmartVision[72] / 2010 Navigational assistant 
Obstacle detection / Zebra-

crossing identification / 
Building entrance detection 

Haptic device - 
vibration actuators 

Normal 
users 

Recorded videos captured within 
the campus 

Lin et al.[73] / 2012 Navigational assistant 
Obstacle detection / Video 
streaming through the 3G 

network 

Audio feedback and 
remote guidance 
from a sighted 

person 

Normal 
users 

Simulated environment 

Smart Walker [67] / 2014 Navigational assistant 
Detect obstacles and 

hazardous ground changes / 
Cabinets detection 

Not specified 
Not 

specified 
Static stereo pictures acquired with 

the hardware device 

Leung et al.[70] / 2014 Navigational assistant 
Ground plane estimation / 

Egomotion estimation 
No feedback 

Not tested 
with users 

Crowded known routes with an 
average length of 250 meters 

Schmarzeet al.[74] / 2015 Navigational assistant 
Obstacle detection / Plane 

estimation / Egopose 
estimation 

Binaural acoustic 
feedback 

Visually 
impaired 

Navigate towards the obstacles and 
pass between them to validate the 

sound localization concept. 

Everdinget al.[69] / 2016 Navigational assistant Obstacle detection 
Spatial auditory 

signals 
Normal 
users 

20 trails performed by 11 subjects 
to detect and localize obstacle and 

determine their size 
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NAVIG [94] / 2011 Navigational assistant Landmark detection Not specified 
Normal 
users 

Outdoor navigation with geolocated 
landmarks 

Object sonification[75] / 
2012 

Navigational assistant 
Auditory augmented reality / 

Ground plane estimation 
Sonify recognized 

objects 
Normal 
users 

Sighted users listened to an auditory 
rendering of various scenes 

KinDetect[76] / 2012 Navigational assistant 
Obstacle and human 

detection 
Text-to-Speech 

Blindfolded 
subjects 

Walking in known indoor 
environments 

Filipe et al.[77] / 2012 Navigational assistant 
Obstacle detection / Stairs 

detection 
Not specified 

Normal 
users 

1200 images recorded in indoor  
environment 

Kinect cane[78] / 2013 NO ETAs functions 
Object recognition based on 

user demand 
Tactile device 

Blindfolded 
subjects 

Recognize floors, chairs, upward 
and downward stairs 

Tian et al.[91] / 2014 Navigational assistant 
Detection of stairs and 
pedestrian crosswalks 

Acoustic messages 
Not 

specified 
A dataset with 106 images of stairs 

and 52 crosswalks 

Netoet al.[84] / 2015 NO ETAs functions Face recognition 
3D audio messages, 

pre-recorded 

Blindfolded 
and blind 
subjects 

Testing on 600 video of 30 peoples 

Blessenohl et al. [89] / 
2015 

Navigational assistant 
Walking path identification 

Floor and side walls 
detection 

Binaural acoustic 
feedback 

Blindfolded 
subjects 

Participants were asked to navigate 
along routes in real floor layout 

INSANA[85] / 2016 Navigational assistant 
High level semantic map of 
the building architecture / 

Obstacle detection 

Speech - audio 
messages 

Blindfolded 
and blind 
subjects 

Indoor navigation within buildings 
with previous known architecture 

Munoz et al. [86] / 2016 Navigational assistant 
Staircase and corridor 

detection 
Text to speech 

Normal 
users 

A database of 115 upstairs, 111 
downstairs and 120 negative data 

Lee at al.[90] / 2016 Navigational assistant 
Egomotion estimation, 

mappingand path planning / 
Obstacle avoidance 

Haptic feedback vest 

Visually 
impaired 

/Blindfolded 
subjects 

Navigation in buildings guided by 
sighted people / Pose estimation 

while walking from  
point A to B 

Chessa et al.[93] / 2016 Navigational assistant 

Semantic annotation and 
interpretation of the 3D scene 

/ Face recognition / Text 
detection and recognition / 

Banknote recognition 

Text to speech 
Not 

specified 
Various datasets depending on the 

module 

Sound of Vision[95] / 2016 
3D representation of 

theenvironment 
Obstacle detection 

Hearing and 
tactilerepresentation 

Blinds 
Test in virtual environment and  

real world setups 

Ramer et al.[98] / 2016 
Navigational assistant 

during walking and 
running 

Course/lane detection / 
Collision avoidance 

Haptic feedback vest 
Blindfolded 

subjects 
People were asked to walk and jog 

for one lap of a stadium 

Jafri et al.[88] / 2017 Navigational assistant 
Ground plane detection / 

Obstacle detection 

Acoustic warnings - 
boneconduction 

headphones 

Blindfolded 
subjects 

Simulated scenarios at various 
illumination conditions with 

different obstacles 
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4. Qualitative evaluation 

The requirements, needs and wishes of end users are the 
backbone of any assistive device designed to facilitate the live 
and inclusion of any person suffering from a disability. In order 
to offer a qualitative evaluation of the systems from the state of 
the art we developed a structured interview with closed 
questions.  

We consider the interview the most appropriate element for 
gathering user requirements. Structured interviews have some 
positive features: they allow a rapid analysis of the questions 
asked, are consistent across participants and are more informative 
than unstructured interviews.  

After an extensive consultation/discussion with several 
groups/associations of visually impaired users, researchers and 
software developers, the requirements were collected, compiled 
and analyzed. In this way, we have established a set of features 
that a wearable assistive device should present in order to be 
accepted by the blind community. The results of our analysis are 
summarized in Table 2. 

Table 2. Operational features of wearable assistive devices 

Abbr. Characteristics Description 

F1 Processing speed 
The system should function in real-time and to 

alert immediately the user about an obstacle 
situated at a distance inferior to 1.5 meters 

F2 Usability 
The system should function in both, indoor and 

outdoor scenes 

F3 Robustness 
The system should not by influenced about the 

scene dynamics or lighting conditions 

F4 Coverage distance 
The maximum distance between the user and an 

object for which detection can be performed 

F5 Obstacle detection 
The system should be able to detect any type of 
object regardless its position, shape, size or the 

object dynamics 

F6 Portability 
The system should be light, ergonomic and easy 

to wear 

F7 Friendliness 
The system should be easy to learn without any 

medium or long-term dedicated training 

The identified structural elements can be considered as basic, 
operational features that any assistive device must incorporate in 
order to be accepted/used by VI/blind users during navigation in 
indoor/outdoor unknown environments. 

Based on the set of criteria presented in Table 2, we introduce 
in Table 3 a comparative overview of the state of the art systems 
focusing our attention on computer vision-based approaches. The 

study provides a systematic evaluation of the ETAs designed 
specifically as navigational assistants and fulfilling, up to a 
certain degree, the operational features collected after the 
interview phase. Using the proposed evaluation parameters, we 
can estimate the degree of acceptance of any assistive device. In 
order to globally rate the systems effectiveness we have first 
allocated a qualitative score (Vi), ranging from 0 to 10, to each 
feature element (Fi) retained. 

A maximum value of 10 is assigned to a fully satisfactory 
degree of a specific feature. However, some intermediary scores 
have been used for systems accomplishing only in a partial 
manner the considered operational feature. Regarding the 
processing speed criterion we have assigned a 10 for systems 
performing the computation sufficiently fast so that the user can 
walk normally. In the case of the usability feature, we have 
allocated a value of 5 to a system designed to function solely in 
indoor or outdoor environments and a 10 for both. Regarding the 
robustness parameter, a value of 10 is proposed only if the 
accuracy and recall rates are both superior to 99%. Otherwise, the 
score is correlated with the number of false positives and 
negatives. Thus, systems with precision and recall scores inferior 
to 50% have been considered as highly sensitive and have been 
consequently assigned a low value for the robustness parameter. 
Frameworks with the accuracy scores inferior to 75% are 
considered with moderate robustness, while a F1-norm score 
superior to 75% is considered for high robust systems.  

For the coverage distance we have assigned a value of 10 only 
for systems designed to inform the VI user about any type of 
static/dynamic obstacle situated at a distance superior to 5 
meters. In the case of obstacle identification only the systems 
detecting any type of obstacle, situated at arbitrary levels of 
height, without any a priori information received a maximum 
score.  

For the portability parameter, we have assigned a 10 for 
wearable and light weighted frameworks.  

Finally, for the friendliness degree, solely prototypes that can 
be directly used without any additional training have received a 
maximum score of 10. In Table 3, systems with the friendliness 
score inferior to 4 are considered as low because they require an 
extensive training phase with dedicated personnel. Prototypes 
with scores superior to 8 were assigned a high degree of 
friendliness because they can be used directly by the VI users 
without any training. 

 

Table 3.Comparison of the assistive devices dedicated to visually impaired users that incorporate computer vision algorithms 

 
System name / Year of publication Processing 

speed 
Usability Robustness 

Coverage 

distance 

Obstacle detection 
(Shape / Size / 

Static | Dynamic / Position) 
Portability Friendly 

M
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Smart Vision[44] / 2011 5 fps 
Indoor / 
Outdoor 

Low 2 meters 
Any / Any /  

Static & Dynamic / Ground 
level 

Yes Moderate 

MobileVision[43] / 2012 8 fps Indoor High 3.5 meters None Yes Moderate 

Molina et al.[57] / 2012 Not specified Indoor Low 3 meters None No N/A 

Tapu et al. [46] / 2013 7 fps 
Indoor / 
Outdoor 

High 2 meters 
Any / Any / 

Static &Dynamic / Any 
Yes High 

Tian et al.[ 50] / 2013 Not specified Indoor Moderate Not specified 
Geometric specific / Large / 

Static / Any 
Yes Low 

Crosswatch[52] / 2013 Not specified Outdoor Low 1 meter None Yes Low 

Arianna[42] / 2016 Not specified Indoor High 5 meters None Yes Moderate 

Mocanu et al.[47] / 2016 10 fps 
Indoor / 
Outdoor 

High 5 meters 
Any / Any / 

Static &Dynamic / Any 
Yes Moderate 

Mechatronic[64] / 2018 20 fps Outdoor Moderate 10 meters None Yes Low 
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SVETA[71] / 2007 0.8 fps Indoor Moderate 3 meters 
Any / Any / 

Static &Dynamic / Any 
Yes Moderate 

Robot Vision[68] / 2010 10 fps 
Indoor / 
Outdoor 

Moderate 3 meters 
Any / Any / 
Static / Any 

No N/A 

SmartVision[72] / 2010 Not specified 
Indoor / 
Outdoor 

Low 2 meter 
Geometric specific / Small / 

Static /Ground level 
No N/A 

Lin et al.[ 73] / 2012 0.5 fps 
Indoor / 
Outdoor 

Low Not specified 
Any / Any / 

Static &Dynamic / Any 
Yes Low 

Smart Walker [67] / 2014 4 fps 
Indoor / 
Outdoor 

Moderate 2 meters 
Specific (Known) / Any / 

Static / Any 
No N/A 

Leung et al.[70] / 2014 1 fps Outdoor Moderate Not specified None No N/A 

Schmarze et al.[74] / 2015 15 fps Outdoor High 10 meter 
Any / Any / 

Static &Dynamic / Any 
Yes Moderate 

Everding et al.[69] / 2016 20 fps Indoor Moderate 6 meters 
Any / Any / 

Static &Dynamic / Any 
Yes Moderate 

         

R
G

B
-D

 c
am

er
a 

ba
se

d
 s

y
st

em
s 

NAVIG[94] / 2011 5 fps Outdoor Low 1.5 meters None Yes Moderate 

Object sonification[75] / 2012 Not specified Indoor Moderate 5 meters 
Any / Any / 

Static / Ground level 
Yes Moderate 

KinDetect[76] / 2012 Not specified Indoor Low 1.5 meters 
Any / Medium to large / 

Static / Any 
Yes Moderate 

Filipe et al.[77] / 2012 Not specified Indoor High 2 meters 
Specific / Large / 

Static / Any 
No N/A 

Tian et al.[91] / 2014 5 fps 
Indoor / 
Outdoor 

High 4.7 meters None No Low 

Blessenohl et al. [89] / 2015 15 fps Indoor Medium 2.5 meters 
Any / Any / 

Static &Dynamic / Any 
Yes Low 

INSANA[85] / 2016 5 fps Indoor High 3 meters 
Any / Any / 
Static / Any 

Yes High 

Munoz et al.[86] / 2016 2 fps Indoor Medium 3.5 meters None No N/A 

Lee et al.[90] / 2016 28.6 fps Indoor High 5 meters 
Any / Medium to large / 

Static / Any 
Yes Low 

Chessa et al.[93] / 2016 Not specified 
Indoor / 
Outdoor 

High 1.5 meters 
Geometric specific / Any / 

Static /Any 
No Low 

Sound of Vision[95] / 2016 10 fps 
Indoor / 
Outdoor 

High 5- 10 meters 
Any / Any / 

Static &Dynamic / Any 
Yes Low 

Ramer et al.[98] / 2016 11 fps Outdoor Low 1.5 meters None Yes Low 

Jafri et al.[88] / 2017 Not specified Indoor Medium 2 meters 
Any / Any / 
Static / Any 

Yes Moderate 

 

In our case, in order to assign a mark to the relevance of each 
considered feature, we have used in the evaluation the VI people 
feedback, provided by authors when testing the device. The 
results obtained are summarized in Table 4. 

In order to obtain a global rate, we have used the opinions of a 
group of 42 VI users in order to assign a weight to each of the 
considered feature, based on its perceived impact on the overall 
system performance. The weighting mechanism has been 
developed based on the subjective perception of the VI users. 
Thus, each user was asked to prioritize the 7 features presented in 
Table 2 in descending order of importance. Then, we summed the 
scores and normalized them (using the number of VI user 
involved and the total number of features). The resulting weights 
are also reported in Table 4.  

Finally, the global rate associated with a given system is 
defined as described in Equation (1): 

������ ���	
 =  
∑ � ∙ ��

�
���

�
,                            (1) 

where ��  represents the score assigned to the ith feature, N is the 
total number of characteristics used in the evaluation and �  is 
the weight assigned to each feature. Figure 11 presents an overall 
picture of the performances achieved by the considered assistive 
devices. Systems with higher scores such as Mocanu et al. [47] 

and Schmarze et al. [74] and Sound of Vision [96] propose state 
of the art, solid and robust performances. 

From the results presented in Figure 11 we can observe that 
none of the systems are able to completely satisfy all the criteria 
imposed by the blind community and return a global score 
superior to 9.5. The highest performance of 8.74 (the red bar) is 
obtained by the Mocanu et al. [47] that proposed a system based 
on two independent sources of information: ultrasonic sensors 
and the video camera embedded on a regular smartphone device. 
The second performance score (8.32 the yellow bar) is obtained 
by the Sound of Vision [96] that uses a RGB-D camera and 
provides an audio and tactile representation of the surrounding 
scene. While, the third score (8.19 the green bar) is obtained by 
Schmarze et al. [74] that introduced a framework based on dense 
disparity maps combined with visual odometry and inertial 
measurements units.  

5. Conclusions and discussion 

In this paper, we have proposed a survey of wearable and 
portable assistive devices dedicated to blind and visually 
impaired users, while providing a deep and critical analysis of 
related strengths and limitations.  
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Table 4.Scores and experimental evaluation for each system considered 

 Feature Processing 

speed 
Usability Robustness 

Coverage 

distance 

Obstacle 

detection 
Portability Friendly Global score 

(after 
weighting) 

Weight 0.18 0.12 0.21 0.16 0.14 0.10 0.09 

System name / Year of publication Scores 

M
on

o
cu

la
r 

ca
m

er
a 

b
as

ed
 s

y
st

em
s 

Smart Vision[44] / 2011 5 10 3 5 10 8 8 6.45 

MobileVision[43] / 2012 7 5 8 8 1 9 6 6.4 

Molina et al.[57] / 2012  3 5 3 7 1 1 1 3.22 

Tapu et al. [46] / 2013 7 10 8 5 10 9 9 8.05 

Tian et al.[50] / 2013 3 5 6 5 5 6 3 4.77 

Crosswatch[52] / 2013 7 5 2 3 1 3 3 3.47 

Arianna[42] / 2016 8 5 9 10 1 8 7 7.1 

Mocanu et al.[47] / 2016 8 10 8 10 10 7 8 8.74 

Mechatronic[64] / 2018 10 5 5 10 1 4 3 5.86 
          

S
te

re
o

 c
am

er
a 

b
as

ed
 

sy
st

em
s 

SVETA[71] / 2007 1 5 4 7 10 7 7 5.47 

Robot Vision[68] / 2010 8 10 6 7 8 1 1 6.33 

SmartVision[72] / 2010 8 10 3 5 3 1 1 4.68 

Lin et al.[ 73] / 2012 1 10 3 7 10 5 4 5.39 

Smart Walker [67] / 2014 4 10 6 5 6 1 1 5.01 

Leung et al.[70] / 2014 2 5 5 8 1 1 1 3.62 

Schmarze et al.[74] / 2015 10 5 8 10 10 7 6 8.32 

Everdinget al.[69] / 2016 10 5 6 10 10 8 6 8 
 

         

 
R

G
B

-D
 c

am
er

a 
ba

se
d

 s
y

st
em

s 

NAVIG[94] / 2011 5 5 3 4 1 8 7 4.34 

Object sonification[75] / 2012 4 5 7 10 7 7 5 6.52 

KinDetect[76] / 2012 5 5 3 4 7 8 8 5.27 

Filipe et al.[77] / 2012 8 5 9 5 5 1 1 5.62 

Tian et al.[91] / 2014 5 10 7 9 1 1 1 5.34 

Blessenohl et al. [89] / 2015 10 5 5 6 10 5 3 6.58 

INSANA[85] / 2016 5 5 8 7 8 10 9 7.23 

Munoz et al.[86] / 2016 2 5 5 8 1 1 1 3.62 

Lee et al.[90] / 2016 10 5 9 10 7 5 3 7.64 

Chessaet al.[93] / 2016 2 10 8 4 6 1 1 4.91 

Sound of Vision[96] / 2016 8 10 8 10 10 6 3 8.19 

Ramer et al.[98] / 2016 8 5 4 4 1 5 3 4.43 

Jafri et al.[88] / 2017 6 5 4 5 8 8 5 5.69 

 

 

Fig. 11. The performance scores obtained for each system considered in the evaluation 

After analyzing the state of the art developments in the area of 
assistive devices dedicated to blind/VI users, we have observed 
that despite promising potential and many years of research, 
sensorial/camera based substitution devices have not been widely 
adopted [100]. A problem for VI people using such systems is the 
lack of ability to developing cognitive maps of the environment 
[101]. In order to tackle this issue, several research works 
recently reported aim at recognizing places [102], in order to 
connect habitual actions / locations [103] for assistive purposes 
(e.g., visually impaired, memory diseases...). Solely a few 
wearable assistive devices have been used outdoors in real 
crowded scenes and not in simulated environments (i.e., in 
laboratory conditions), controlled by researchers. To the best of 
our knowledge none of the state of the art devices have been 
adopted by the blind community so far [3], [104]. The underlying 

problem is two-folded. First, there are some limitations regarding 
the accuracy and precision of the proposed architectures [105]. 
Moreover, there is an important factor constraining their 
development and acceptance, that is related to the limitation of 
the visual rehabilitation programs in general. 

In the past, the development of wearable assistive devices 
faced significant stumbling blocks: the devices were difficult to 
operate by the VI users, expensive and not sufficiently effective 
to be tested in real world. In addition, socio-psychological factors 
such as the reluctance to novel technologies have also hampered 
their progress and adaptation. However, from our perspective the 
biggest drawback of the proposed technologies is the lack of 
organized training procedures. Within this context, the VI users 
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have to train themselves without a trainer or a clear set of 
instruction to follow.  

In the last couple of years, the researches dedicated to the 
development of a sensorial substitution to the human vision have 
flourished [106], [107]. It has been demonstrated that commonly-
used mobile platforms offer a large variety of assistive 
applications by using the built-in sensors of the mobile devices, 
and combining this sensory information with cloud resources in 
real-time [108]. Unfortunately, such devices contribute only 
partially to the VI people integration into the society, since most 
systems were tested solely in a laboratory, controlled 
environment, under specific training experimental conditions, 
while not addressing the problem of closing the sensorial-motor 
loop.  

Approaches based on computer vision and machine learning 
technologies have evolved swiftly, but are still far from 
approaching the regular human level of semantic content 
understanding of the environment. We argue that a carefully 
designed hybridization between various technologies such as: 
computer vision, GPS, Wi-Fi, GIS integrated in a wearable 
device (e.g., a regular smartphone) with voice recognition 
capabilities can provide a single, versatile and hands-free 
assistive device that can be accepted by the blind community. 
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