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Abstract

The multi-time scale responses of a two degrees of freedom pendulum coupled with
a nonlinear absorber is studied. The absorber is positioned in an arbitrary direction
with respect to those of the pendulum oscillations. Phase-dependent slow invariant
manifold of the system and its stable zones are traced at fast time scale while studying
system responses at slow time scale around the slow invariant manifold leads to detec-
tion of equilibrium and singular points. Moreover, the amplitude-frequency curves of
the system are detected showing the possibility of existence of isolated branches, which
could correspond to high energy levels for pendulum oscillations. All analytic develop-
ments are confronted with numerical results collected from direct numerical integration
of system equations. Depending on characteristics of external excitations, the system
can face periodic or modulated regimes.

Keywords pendulum, damper, nonlinear dynamics, nonlinear energy sink, multi-
scale method, passive control

1 Introduction

Design of structural systems against vibrations induced by internal and external excitations
such as inter-particle actions, nature, aerodynamic forces, parametric excitations, etc, seeks
for robust and reliable controller devices. The control process of structures covers large
variety of systems ranging from active to passive devices [1]. The most widely used control
devices are passive systems which do not need any external sources for their activations [2].
Meanwhile, the passive control systems are categorized into linear and nonlinear ones: Frahm
device [3] or tuned mass dampers (TMD) [4] are linear passive systems. Here, the term
“linear” stands for the linear restoring forcing function of the coupled oscillator, i.e. the
controller, which reads as F (α) = Klα. The variable α is the generalized displacement
while Kl is the relevant stiffness of the system which is responsible for its linear behaviors.
If such systems are tuned well versus the linear frequency of main structures, they are able
to control vibratory energy of main structures. Apart from being heavy, the main drawback
of such systems is that they are not efficient for a large frequency width while they modify
the frequency of the system.
Roberson [5] presented a system which its restoring forcing function reads as F (α) = Klα+
Knlα

3 where Knl stands for the rigidity of the system which imposes cubic nonlinearity to
its restoring forcing function. They showed that via exploiting the nonlinear capacities of
the coupled controller system, the suppression band of vibratory energy would increase and
the controller would be operational for wide frequency ranges. Since then, many nonlinear
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Figure 1: The pendulum with the center of mass G rotates in longitudinal (with the angle ϕ)
and transversal (with the angle ψ) directions. A NES with the mass m is coupled to the
system at the distance a from the base of the pendulum O.

passive systems have been developed. One of them, which is of the interest of the current
paper, is named as nonlinear energy sink (NES) [6, 7] which contains pure nonlinear restoring
forcing function (with no linear part) [8, 9]. The control process by the NES systems is based
on the nonlinear interactions between main oscillators and the NES followed by bifurcation(s)
leading to periodic or strongly modulated regimes (SMR) [10]. The aim of the current paper
is to control oscillations of a two degrees of freedom (dof) pendulum.
The control process of a single dof pendulum, based on small rotations assumptions by a
TMD is carried out by Matsuhisa et al. [11, 12]. The passive control of a two-dof system,
which can be represented by the small oscillations of a two-dof pendulum, by a NES coupled
to the second dof is studied by Starosvetsky and Gendelman [13] and Pham et al. [14].
The current manuscript aims at studying vibratory energy exchanges between a two-dof
pendulum which is coupled to a NES. The goal is to analyse the possibility of the passive
control of the pendulum oscillations via a NES positioned at a given direction. Organization
of the paper is as it follows: First of all, governing system equations considering a semi-rigid
constraint for the pendulum at one direction is provided. The complexified version of system
variables are treated by a multiple scale technique to detect its slow invariant manifold,
equilibrium and singular points. The paper is followed by some numerical examples and
discussions on the system with coupled NES with cubic and non-smooth nonlinearities.
Finally the paper is concluded.
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Figure 2: Rotational transformations of reference frames.

2 Studied system

2.1 The main system

A pendulum shown in Fig. 1, maintained at point O can oscillate in ~ex and ~ey directions of
the main reference frame (~ex, ~ey, ~ez). As seen on Fig. 2, the main reference frame is trans-
formed by the rotation of an angle denoted as ψ around the ~ex axis to a secondary reference
frame (~ex, ~ey

′, ~ez
′). A second rotation of an angle denoted as ϕ around the ~ey

′ axis transforms
to the secondary reference frame in the local reference frame of the pendulum (~ex

′, ~ey
′, ~ez
′′).

The pendulum has a mass M , and its inertia tensor is noted I in its local reference
frame (~ex

′, ~ey
′, ~ez
′′). The pendulum has two planes of symmetry so that the products of iner-

tia Ixy, Ixz and Iyz are zero. We suppose that the rotational stiffness Ky exists only around
the ~ex axis which creates a semi-rigid joint around ~ex. Its center of mass G is located on
the axis ~ez

′′ at a distance L from the point O as seen on Fig. 1.
The coordinates of the center of mass G in the main reference frame read:

xG = L sin(ϕ)

yG = L sin(ψ) cos(ϕ)

zG = −L cos(ϕ) cos(ψ)

(1)

The pendulum is excited by a sinusoidal generalized force of amplitude f0 and frequency Ω.
This force is applied around the axis ~ef in the plane (~ex, ~ey) forming a angle β with the
axis ~ey as shown on Fig. 3b.

2.2 Coupled NES

To meet the industrial constraints, only a single NES is attached to the system. It is coupled
to the main system at a distance a from the point O on the line OG on the orthogonal
direction to OG (see Fig. 1). The restoring forcing function of the NES is characterized by
a function S(u), where u stands for the relative displacement of the mass m.

The direction of the NES with the mass m is determined by a constant angle α ∈
[
0,
π

2

]
with the axis ~ex

′ as shown in Fig. 3b. In the local reference frame, the coordinates of the
mass m of the NES read: 

x′m = u cos(α)

y′m = u sin(α)

z′′m = −a
(2)
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(a) Angle α (b) Angle β

Figure 3: The orientations of the NES and applied generalized external excitation: (a)
The angle α representing the location of the NES. (b) The pendulum is under generalized
external excitation around axis ~ef with the amplitude f0. β represents the angle between
~ef and ~ey.

In the main reference frame, these coordinates become:
xm =a sin(ϕ) + u cos(ϕ) cos(α)

ym =a sin(ψ) cos(ϕ) + u (cos(ψ) sin(α)− sin(ϕ) sin(ψ) cos(α))

zm =− a cos(ϕ) cos(ψ) + u [sin(ϕ) cos(ψ) cos(α) + sin(ψ) sin(α)]

(3)

2.3 Governing system equations

The kinetic (K) and potential (U) energies of the mechanical system read:
K =

1

2
M
(
ẋ2
G + ẏ2

G + ż2
G

)
+

1

2
Iyyϕ̇

2 +
1

2
Ixxψ̇

2 +
1

2
m
(
ẋ2
m + ẏ2

m + ż2
m

)
U =g(MzG +mzm) +

1

2
Kyψ

2 + S(u)

(4)

where ∇S(u) = S(u). The damping and external forces of the system read:

Fϕ = −Cxϕ̇+ cos(β)f0 sin(Ωt) (5)

Fψ = −Cyψ̇ + sin(β)f0 sin(Ωt) (6)

Fu = −Cuu̇ (7)

By applying the Lagrange equations, the system equations of the system read:[
L2 + jx + ε(a2 + u2 cos2(α))

]
ϕ̈+ ε

[
sin(ϕ)au+ cos(α) cos(ϕ)u2

]
sin(α)ψ̈

+ aε cos(α)ü+ εcxϕ̇+
[
sin(ϕ)L2 cos(ϕ) + ε sin(ϕ)a2 cos(ϕ)− εau cos(α)

+2εa cos(α) cos2(ϕ)u− ε sin(ϕ)u2 cos2(α) cos(ϕ)
]
ψ̇2

+ ε [2a sin(α) sin(ϕ) + 2 sin(α) cos(α) cos(ϕ)u] ψ̇u̇+ 2ε cos2(α)uϕ̇u̇

+ g [L sin(ϕ) cos(ψ) + ε(a sin(ϕ) cos(ψ) + cos(α) cos(ϕ) cos(ψ)u)]

− εf0 cos(β) sin(Ωt) = 0

(8)

4



[
jy + L2 cos2(ϕ) + ε(u2 − u2 cos2(α) cos2(ϕ)− 2au cos(α) cos(ϕ) sin(ϕ)

+a2 cos2(ϕ))
]
ψ̈ +

[
εu2 cos(α) cos(ϕ) sin(α) + aεu sin(α) sin(ϕ)

]
ϕ̈

+ aε cos(ϕ) sin(α)ü+ cyψ̇ε+
[
aεu cos(ϕ) sin(α)− εu2 cos(α) sin(α) sin(ϕ)

]
ϕ̇2

+
[
−2L2 cos(ϕ) sin(ϕ)− 2ε(a2 cos(ϕ) sin(ϕ) + au cos(α)

+u2 cos2(α) cos(ϕ) sin(ϕ)− 2au cos(α) cos2(ϕ))
]
ϕ̇ψ̇ + 2εu cos(α) cos(ϕ) sin(α)ϕ̇u̇

+ 2ε
[
u− a cos(α) cos(ϕ) sin(ϕ)− u cos2(α) cos2(ϕ)

]
ψ̇u̇

+ g [L cos(ϕ) sin(ψ) + ε(a cos(ϕ) sin(ψ)

+u cos(ψ) sin(α)− u cos(α) sin(ϕ) sin(ψ))] + kyψ − εf0 sinβ sin(Ωt) = 0

(9)

ε
[
a cos(α)ϕ̈+ a cos(ϕ) sin(α)ψ̈ + ü+ λu̇+ (a cos(α) cos(ϕ) sin(ϕ)

−u+ u cos2(α) cos2(ϕ)
)
ψ̇2 − 2 (a sin(α) sin(ϕ) + u cos(α) cos(ϕ) sin(α)) ϕ̇ψ̇

−ϕ̇2u cos2(α) + g (sin(α) sin(ψ) + cos(α) cos(ψ) sin(ϕ))
]

+ s(u) = 0

(10)

where ε =
m

M
, jx =

Iyy
M

, jy =
Ixx
M

, cx =
Cx
m

, cy =
Cy
m

, λ =
Cu
m

, ky =
Ky

M
and s(u) =

S(u)

M
. It should be underlined that the parameter ε is very small, i.e. 0 < ε � 1. For

every simulations and examples, the default values of parameters are: jx = jy = 10 m2,

ky = 0.1 s−2, g = 9.81 m s−2, L = a = 1 m, λ = 0.1 s−1, cx = cy = 50 s−1 and α =
π

6
.

3 Analytical study

For the analytical study we assume that ϕ, ψ and u are small. These variables are rescaled
with the parameter ε:

ϕ = εϕ̃, ψ = εψ̃, u = εũ (11)

We consider also a small excitation amplitude via setting f0 = εf̃0.
In Eqs. 8, 9 and 10, the sine and cosine functions are expressed in the form of series as:

sin(εϕ̃) =

∞∑
k=0

ε2k+1 ϕ̃
2k+1(−1)k

(2k + 1)!
, cos(εϕ̃) =

∞∑
k=0

ε2k ϕ̃
2k(−1)k

2k!
(12)

The complex variables of Manevitch [15] are introduced to system variables as:

ΦeiΩt = ˙̃ϕ+ iΩϕ̃, ΨeiΩt =
˙̃
ψ + iΩψ̃, UeiΩt = ˙̃u+ iΩũ (13)

where i2 = −1.
In the following, we will use a multiple scale method [16] to treat system equations. We
consider that time t is embedded in several scales linked to each other with the parameter ε
as:

τ0 = t, τ1 = ε1t, τ2 = ε2t, ... (14)

Time τ0 corresponds to fast time whereas τ1, τ2,... are slow time scales. The derivation
operator is redefined with the different time scales:

d

dt
=

∂

∂τ0
+ ε

∂

∂τ1
+ ε2 ∂

∂τ2
+ ... (15)

Theoretically, the response of the system includes several harmonics. In order to consider
only the first harmonics, a Galerkin method is used. This can be done for an arbitrary
function f(τ0, τ1, τ2, ...) of the system via:

F =
Ω

2π

∫ 2π
Ω

0

f(τ0, τ1, τ2, ...)e
−iΩτ0dτ0 (16)
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In applying Eq. 16, we will suppose that Φ, Ψ and U are independent of time τ0. This will
be verified during the multiple scale method or we will search for an asymptotic behavior
when τ0 −→∞.
In the following sections we will consider system responses at different scales of time which
is equivalent to consider system equations at different order of ε. Moreover, we assume both
natural frequencies of the main system are very close to each other, i.e.:

ω1 = ω2 + ηε (17)

where ω1 and ω2 are the natural frequencies of the main system around ~ey and ~ex axes:

ω2
1 =

Lg

jx + L2
ω2

2 =
Lg + ky
jy + L2

(18)

Moreover, we consider a special case where the frequency of the excitation Ω is close to both
natural frequencies of the main system:

Ω = ωj + σjε for j = [1, 2] (19)

In the remainder of the article, considering the Eq. 17, j can be assigned to the value 1 or 2.
For the sake of simplicity, the frequency ωj is noted ω.

3.1 Fast time scale, i.e. ε0 order of the system equations

With the operations described previously, the equations of the system at τ0 time scale read:

∂Φ

∂τ0
= 0

∂Ψ

∂τ0
= 0

a cos(α)
∂Φ

∂τ0
+ a sin(α)

∂Ψ

∂τ0
+
∂U

∂τ0
+ i cos(α)

aΩ2 − g
2Ω

Φ

+ i sin(α)
aΩ2 − g

2Ω
Ψ +

iΩ + λ

2
U +G(U) = 0

(20)

(21)

(22)

The G(U) function is obtained via application of the Eq. 16 on the nonlinear restoring
forcing function of the system. If S(u) = kcu

3 then:

G(U) = −3ik̃c

8ω3
U |U |2 (23)

where k̃c = kcε. In the rest of the article and for numerical results, we take k̃c = 1 m−2 s−2.

3.1.1 Slow invariant manifold of the system

From the Eqs. 20 and 21 we conclude Φ and Ψ are independent of fast time scale. In this
case, the Eq. 22 becomes:

∂U

∂τ0
+ i cos(α)

aω2 − g
2ω

Φ + i sin(α)
aω2 − g

2ω
Ψ +

iω + λ

2
U +G(U) = 0 (24)

Let us seek for an asymptotic state when τ0 −→ ∞. This means that we are interested to
trace system behavior at its fixed points. Eq. 24 reads:

i cos(α)
aω2 − g

2ω
Φ + i sin(α)

aω2 − g
2ω

Ψ +
iω + λ

2
U +G(U) = 0 (25)
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The complex variables can be rewritten in polar form as Φ = Nϕe
iδϕ , Ψ = Nψe

iδψ and
U = Nue

iδu . With a cubic function of the NES, the Eq. 25 yield to:

3k̃c

4ω2
N3
u − ω2Nu − iωλNu = (aω2 − g)

(
cos(α)Nϕe

i(δϕ−δu) + sin(α)Nψe
i(δψ−δu)

)
(26)

Via separating real and imaginary parts of the Eq. 26, we obtain:
−λωNu = (aω2 − g) [cos(α)Nϕ sin(δϕ − δu) + sin(α)Nψ sin(δψ − δu)]

3k̃c

4ω2
N3
u − ω2Nu = (aω2 − g) [cos(α)Nϕ cos(δϕ − δu) + sin(α)Nψ cos(δψ − δu)]

(27)

so

H = cos2(α)N2
ϕ + sin2(α)N2

ψ + 2NϕNψ sin(α) cos(α) cos(δ)− P 2(Nu) = 0 (28)

where

P 2(Nu) =

(
3k̃c

4ω2
N3
u − ω2Nu

)2

+ λ2ω2N2
u

(aω2 − g)
2 and δ = δϕ − δψ (29)

Eq. 28 corresponds to the slow invariant manifold (SIM) of the system that is a geomet-
rical surface for all system behaviors, including periodic [17] and strongly modulated re-
sponses [18]. The SIM is plotted in Fig. 4 for several values of δ.
A special case happens when Nϕ = 0 or Nψ = 0. Let us consider the case when Nψ = 0,
the Eq. 28 becomes:

Nϕ =
P (Nu)

cos(α)
(30)

In this case, the SIM becomes independent of the phase δ.
The phase δ is involved only when Nϕ and Nψ are nonzero, i.e. when the pendulum is
activated in both directions. For a given value of P (Nu), the amplitudes Nϕ and Nψ
describe a parabola if:

cos2(δ) < 1 (31)

This case is illustrated in Figs. 4b and 4c for two values of phase δ. The Eq. 31 is false
when δ = kπ, k ∈ Z. Two cases are possible:

• If k is an even number, the Eq. 28 becomes:

cos(α)Nϕ + sin(α)Nψ = P (Nu) (32)

For a given value of Nu, the variables Nϕ and Nψ describe a line as shown on Fig. 4a.

• If k is an odd number, the Eq. 28 becomes:

cos(α)Nϕ − sin(α)Nψ = ±P (Nu) (33)

which indicates that for a given value of Nu, the variables Nϕ and Nψ describe two
lines.
In this case, as shown on Fig. 4d, the SIM is degenerate and if Nϕ = tan(α)Nψ,
then Nu = 0. Thus, the NES is decoupled from the main system.
The phase δ = kπ where k is an odd number means the angles ϕ and ψ of the pendulum
are in phase opposition (see Eq. 29). Thus, the path of the point G of the pendulum
projected on the plane (~ex, ~ey) is a straight line. The decoupling of the NES happens
when the trajectory of the point G is orthogonal to the positioning direction of the
NES i.e. Nϕ = tan(α)Nψ.
This issue will be treated in the numerical study.
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Figure 4: The SIM of the system for several values of phase δ in the amplitude
space (Nϕ, Nψ, Nu). The unstable zone is reprensented in red.

3.1.2 Stability of the SIM

To determine the stability of each point of the SIM, we perturb system variables. In the
Eq. 24, we introduce a small perturbation of U as:

U → U + ∆U , ∆U � U (34)

After linearization, we obtain the following equation: ∂(∆U)

∂τ0
∂(∆U?)

∂τ0

 =

[
M1 M2

M?
2 M?

1

]
︸ ︷︷ ︸

M

[
∆U
∆U?

]
(35)

with

M1 = −λ
2
− iω

2
+

3ik̃c

4ω3
|U |2 and M2 =

3ik̃c

8ω3
U2 (36)

and ·? stands for the complex conjugate of the considered function. The characteristic
equation of the matrix M is:

Pcar(X) = X2 − (M1 +M?
1 )X + |M1|2 − |M2|2 (37)
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The sum and the product of the eigenvalues are given by M1 +M?
1 = −λ < 0 and |M1|2 −

|M2|2 respectively. So the SIM is unstable if |M1|2 − |M2|2 < 0, i.e.:

27k̃2
c

64ω6
N4
u −

3k̃c

4ω2
N2
u +

λ2

4
+
ω2

4
< 0 (38)

which yield to:

2ω3/2
√

2ω −
√
ω2 − 3λ2

3
√
k̃c

< Nu <
2ω3/2

√
2ω +

√
ω2 − 3λ2

3
√
k̃c

(39)

The unstable zone is defined only by the value of Nu. It is represented in red on Fig. 4.

3.2 Slow time scale τ1, i.e. ε
1 order of system of equations

Now, the system is described at the order ε1. The first two equations of the system become:

Lg
∂Φ

∂τ1
+

(
ω2cx

2
+ i

2σxLg + aω(aω2 − g)

2

)
Φ

+ i cos(α)
ω(aω2 − g)

2
U +

if̃0 cos(β)ω2

2
= 0

(Lg + ky)
∂Ψ

∂τ1
+

(
ω2cy

2
+ i

2σy(Lg + ky) + aω(aω2 − g)

2

)
Ψ

+ i sin(α)
ω(aω2 − g)

2
U +

if̃0 sin(β)ω2

2
= 0

(40)

(41)

or in a compact form, Eqs. 40 and 41 can be represented as:

∂Φ

∂τ1
= fϕ(Φ,Ψ, U);

∂Ψ

∂τ1
= fψ(Φ,Ψ, U) (42)

3.2.1 Equilibrium points

Equilibrium points of the system are obtained via considering the Eqs. 40 and 41 and
evolution of the SIM at τ1 time scale [17]:

fϕ(Φ,Ψ, U) = 0

fψ(Φ,Ψ, U) = 0

(ω2 − iωλ)U +G(U) + cos(α)(aω2 − g)Φ + sin(α)(aω2 − g)Ψ = 0

det
(
∇(U,U?)H

)
6= 0

(43)

(44)

(45)

(46)

where ∇(U,U?)H denotes the jacobian matrix of H versus variables U and U?.
The Eqs. 43 and 44 give the expression of Φ and Ψ as a function of U :

Φ = −cos(α)(aω2 − g)U + ωf̃0 cos(β)

2Lgσx/ω + a2ω2 − ag − icxω

Ψ = − sin(α)(aω2 − g)U + ωf̃0 sin(β)

2(Lg + ky)σy/ω + a2ω2 − ag − icyω

(47)

(48)

By replacing the Eqs. 47 and 48 in the Eq. 45 and considering a cubic restoring force of the
NES (see Eq. 23), one obtains:

(ω2 − iωλ)U − 3k̃c

4ω2
U |U |2 + (A+ iB)U + Cf̃0 = 0 (49)
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where:

A = Re

(
− cos2(α)(aω2 − g)2

2Lgσx/ω + a2ω2 − ag − icxω
− sin2(α)(aω2 − g)2

2(Lg + ky)σy/ω + a2ω2 − ag − icyω

)
(50)

B = Im

(
− cos2(α)(aω2 − g)2

2Lgσx/ω + a2ω2 − ag − icxω
− sin2(α)(aω2 − g)2

2(Lg + ky)σy/ω + a2ω2 − ag − icyω

)
(51)

C = − cos(α)(aω2 − g)ω cos(β)

2Lgσx/ω + a2ω2 − ag − icxω
− sin(α)(aω2 − g)ω sin(β)

2(Lg + ky)σy/ω + a2ω2 − ag − icyω
(52)

The complex variable U is expressed in the polar form as U = Nue
iδu . Eq. 49 reads:[

− 3k̃c

4ω2
N3
u +

(
ω2 +A+ i(B − ωλ)

)
Nu

]
eiδu = −Cf̃0 (53)

The modules of both sides of the Eq. 53 are equal:(
− 3k̃c

4ω2
N3
u + (ω2 +A)Nu

)2

+ (B − ωλ)
2
N2
u − |C|

2
f̃2

0 = 0 (54)

9k̃2
c

16ω4
N6
u −

3k̃c

2ω2
(ω2 +A)N4

u +
[
(ω2 +A)2 + (B − ωλ)

2
]
N2
u − |C|

2
f̃2

0 = 0 (55)

The Eq. 55 is a polynomial equation of degree three in N2
u . It is possible to solve it with

Cardano’s method. Then, the phase angle δu is calculated thanks to the Eq. 53 as:

δu = arg

 −Cf̃0

− 3k̃c

4ω2
N3
u + (ω2 +A+ i(B − ωλ))Nu

 (56)

The Eq. 25 describing the SIM can be separated in two complex conjugate equations as:

λ+ iω

2
U − i 3k̃c

8ω3
U2U? + i cos(α)

aω2 − g
2ω

Φ + i sin(α)
aω2 − g

2ω
Ψ = 0 (H)

λ− iω
2

U? + i
3k̃c

8ω3
UU?2 − i cos(α)

aω2 − g
2ω

Φ? − i sin(α)
aω2 − g

2ω
Ψ? = 0 (H?)

Then, to determine if the point is an equilibrium point or a singular point, one should
evaluate the determinant det

(
∇(U,U?)H

)
:

∇(U,U?)H =

 ∂H
∂U

∂H
∂U?

∂H?

∂U

∂H?

∂U?

 =

λ+ iω

2
− i 3k̃c

4ω3
UU? −i 3k̃c

8ω3
U2

i
3k̃c

8ω3
U?2

λ− iω
2

+ i
3k̃c

4ω3
UU?

 = −M (57)

The matrix M has been already seen in Eq. 35 for tracing stability zones of the SIM. We
can conclude that the point is singular if it is located on the border of the unstable zone of
the SIM, copying as:

Nu =
2ω3/2

√
2ω −

√
ω2 − 3λ2

3
√
k̃c

and Nu =
2ω3/2

√
2ω +

√
ω2 − 3λ2

3
√
k̃c

(58)

Figure 5 summarizes detected equilibrium points in terms of Nu as a function of the fre-
quency of excitation Ω for different values of f0. It is seen that, there is possibility of multiple
equilibrium points according to Ω varying from one to three solutions. Moreover, for some
forcing amplitudes, isolated branches exist. These isolated branches should be investigated
very well as they can correspond to high energy levels for the main system.
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(d) f0 = 15ε

Figure 5: Values of Nu for equilibrium points as a function of Ω with several values of f0.
Points (•) correspond to fold singular points. Crosses (×) correspond to the natural fre-
quencies of the main system ω1 and ω2.

3.2.2 Stability of equilibrium points

The equilibrium points that are located in the unstable zone of the SIM are always unstable.
The equilibrium points out of this zone are not necessarily stable. To determine their
stability, we can plot the phase portraits around them. Evolution of the SIM (Eq. 25) at τ1
time scale leads to:

∇(δu,Nu,δϕ,Nϕ,δψ,Nψ)H
(
∂δu
∂τ1

∂Nu
∂τ1

∂δϕ
∂τ1

∂Nϕ
∂τ1

∂δψ
∂τ1

∂Nψ
∂τ1

)T

= 0 (59)

or 
∂δu
∂τ1

∂Nu
∂τ1

 =
(
∇(δu,Nu)H

)−1∇(δϕ,Nϕ,δψ,Nψ)H
(
∂δϕ
∂τ1

∂Nϕ
∂τ1

∂δψ
∂τ1

∂Nψ
∂τ1

)T

︸ ︷︷ ︸
L

(60)

The values of δϕ, Nϕ, δψ and Nψ are the solution of each equilibrium point. Considering
the Eqs. 40 and 41, the vector L can be evaluated easily. To plot the phase portraits, the
values of Nu and δu vary around the equilibrium point.
Fig. 6 shows the phase portraits of four equilibrium points labeled on Fig. 5c.

According to the phase portraits, the points 1©, 2© and 3© are stable. The point 4©
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(a) Point 1© (b) Point 2©

(c) Point 3© (d) Point 4©

Figure 6: Phase portraits around four equilibrium points of the Fig. 5c.

is located in the unstable zone of the SIM, so it is unstable. Apart from that, its phase
portrait (see Fig. 6d) shows a saddle point.

4 Numerical results

In this section, the analytical results are compared to direct numerical time integration
of Eqs. 8, 9 and 10. The aim is to validate the assumption we made for the analytic
developments and to determine the influence of following parameters: ε, α, f0 and Ω. Direct
integration of Eqs. 8, 9 and 10 are carried out by the ode45 function of MATLAB R© with
relative tolerance at 10−14 and absolute tolerance at 10−14.

4.1 Free oscillations

4.1.1 Influence of ε

Let us consider that the system is under only initial condition, i.e. f0 = 0. We set following
initial conditions:(

ϕ̃(0), ψ̃(0), ũ(0), ˙̃ϕ(0),
˙̃
ψ(0), ˙̃u(0)

)
= (0.2, 0.1, ũ0, 0, 0, 0) (61)
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The value of ũ0 is calculated in the static equilibrium as:

ũ0 =

(
−εg
k̃c

[
sin(α) sin

(
ψ̃(0)

)
+ cos(α) cos

(
ψ̃(0)

)
sin (ϕ̃(0))

]) 1
3

(62)

In the analytical developments, we assumed that ε is very small. The Fig. 7 shows the path
of the system in the amplitude space (Nϕ, Nψ, Nu) with the SIM for several values of ε.
Note that the SIM is plotted for δ = π

2 but in reality its shape is evolving with respect to δ.
From Fig. 7, we note that for high value of ε, the amplitude Nu is not converging to zero.

(a) ε = 10−1 (b) ε = 10−2

(c) ε = 10−3 (d) ε = 10−4

Figure 7: The SIM for δ = π
2 and corresponding numerical results for several values of ε in

space of amplitude. Numerical results are obtained via direct integration of Eqs. 8, 9 and 10
for the system with f0 = 0 and under initial conditions as descirbed in Eq. 61.

In fact, there are three static equilibria of the system. These points can be obtained from
Eq. 8, 9 and 10 via setting ϕ̈ = ψ̈ = ü = ϕ̇ = ψ̇ = u̇ = 0. The state ϕ = ψ = u = 0 is one of
them but it is unstable.

It is seen that as ε decreases, the numerical results follow the SIM. With small values of ε,
the amplitudes decreases slowly along the SIM to reach to the border of the unstable zone.
Here, the value of Nu jumps to low value whereas the amplitudes Nϕ and Nψ continue to
vary slowly. For the same initial conditions, the time to reach the stability border and then
to bifurcate is highly dependent of the parameter ε.
In the rest of the section, we take ε = 10−4 in order to obtain the most readable results.
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4.2 Forced system

Let us assume that the system is under a generalized external excitation with amplitude f0

and the frequency Ω. The initial conditions are set to be zero, i.e.:(
ϕ̃(0), ψ̃(0), ũ(0), ˙̃ϕ(0),

˙̃
ψ(0), ˙̃u(0)

)
= (0, 0, 0, 0, 0, 0) (63)

4.2.1 Influence of α

The distinctive characteristic of the considered system is using a single NES to control two
degrees of freedom of the pendulum. This is possible thanks to the inclined positioning of
the NES with the angle α. The choice of this angle is important for the behavior of the
system. In particular, the analytical study shows the NES can be decoupled to the main

system for values of the phase δ = kπ where k is an odd number and
Nϕ
Nψ

= tan(α). As

already explained, this case occurs when the pendulum oscillates in the orthogonal position
with respect to the direction of the NES.
Let us consider some cases to clarify the significance of this issue. In the following four cases,

the forcing angle β = α+
π

2
(see Fig. 3):

(a) α = 0, β = π
2 , ω1 6= ω2;

(b) α = π
4 , β = 3π

4 , ω1 6= ω2;

(c) α = π
4 , β = 3π

4 , ω1 = ω2, cx = cy;

(d) α = π
4 , β = 3π

4 , ω1 = ω2, cx 6= cy.

For discussing about all four above mentioned items, we consider following characteristics
for the external excitation: f0 = 10 and Ω = ω2. Numerical results presented on Fig. 8 show
that the NES is not activated on case (a) and (c).

• Case (a): In the absence of any internal or autoparemetric resonances, we can
claim that since the excitation acts only in the ~ey direction, only the oscillations
around ~ex (ψ) is concerned. In this case, the NES is in the ~ex direction so it is not
activated.

• Case (b): Even in the absence of any internal or autoparemetric resonances, both
oscillations around ~ey (ϕ) and ~ex (ψ) are activated and the NES affects the overall
behavior of the system.

• Case (c): The Eqs. 47 and 48 become:

Φ = −cos(α)(aω2 − g)U − ωf̃0 sin(α)

2Lgσx/ω + a2ω2 − ag − icxω
; Ψ = − sin(α)(aω2 − g)U + ωf̃0 cos(α)

2Lgσx/ω + a2ω2 − ag − icxω
(64)

By replacing in the Eq. 45 and considering a cubic restoring force of the NES, we can
write: (

ω2 − iωλ− 3k̃c

4ω2
|U |2 +A+ iB

)
︸ ︷︷ ︸

R

U = 0 (65)

The imaginary part of the first member of the Eq. 65 reads:

Im(R) = − (aω2 − g)2cxω

(2Lgσx/ω + a2ω2 − ag)2 + (cxω)2
− ωλ < 0 (66)

Since the expression R is nonzero, the only solution of the Eq. 65 is U = 0. In this
case the NES is not activated.
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(a) : α = 0, β = π
2
, ω1 6= ω2 (b) : α = π

4
, β = 3π

4
, ω1 6= ω2

(c) : α = π
4
, β = 3π

4
, ω1 = ω2, cy = cx (d) : α = π

4
, β = 3π

4
, ω1 = ω2, cy 6= cx

Figure 8: Four cases of numerical free oscillations with forcing angle β orthogonal to the
direction of the NES.

Considering U = 0 and α =
π

4
, the Eqs. 64 lead to Ψ = −Φ. So δ = π which means

that the SIM is degenerate (see Fig. 4d).

• Case (d): this a general case where Ψ 6= −Φ. The phase δ is not equal to π, thus the
SIM is not always degenerate and the NES is activated.

As a summary, the necessary condition for activation of the NES is that α 6= k
π

2
, k ∈ Z.

This condition is not enough as if ω1 = ω2 and cx = cy, the NES can be not activated.

4.2.2 Influence of the amplitude of excitation

In all the simulations the angle of the NES is set as α = π
6 and the angle of the excitation

as β = π
4 .

In the first example, the amplitude of the force is f0 = 5ε and the frequency Ω =
0.945 rad s−1. As shown in Fig. 9, the system goes to a stable equilibrium point. In
section 3.2.2, we have seen that several stable equilibrium points can exist for one condition
of excitation. Fig. 10 shows a numerical integration with the condition of the points 1©, 2©,
3© labeled on the Fig. 5c. The results are plotted in the amplitude space (Nϕ, Nψ, Nu) with

the SIM and on the phase portrait. The three different equilibrium points are labeled with
the same numbers 1©, 2© and 3©. The system is attracting by the equilibrium point 3©
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(a) Amplitude space (b) Phase portrait

(c) NES amplitude Nu (d) Pendulum angles amplitude

Figure 9: Numerical integration with f0 = 5ε, Ω = 0.945 rad s−1.

located on an isolated branch. In the last example illustrated in Fig. 11, the conditions are
those of the equilibrium point 4© labeled on the Fig. 5c. In this case, only one equilibrium
point exists but it is unstable. Consequently, the system is oscillating around the unstable
zone of the SIM. These oscillations are called SMR oscillations [18]. They are used to limit
the amplitude of the main system below a threshold.
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(a) Amplitude space (b) Phase portrait

(c) NES amplitude Nu (d) Pendulum angles amplitude

Figure 10: Numerical integration with f0 = 12ε, Ω = 0.9435 rad s−1.
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(a) Amplitude space (b) Phase portrait

(c) NES amplitude Nu (d) Pendulum angles amplitude

Figure 11: Numerical integration with f0 = 12ε, Ω = 0.945 rad s−1.
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5 Non-smooth nonlinear energy sink

For the sake of application, a NES with non-polynomial nonlinearity can be considered [10].
The passive control of a main oscillator by a nonsmooth NES is studied by Lamarque et
al. [19] while the same phenomenon in gravitational field is analyzed by Ture Savadkoohi
et al. [20]. In this section, a brief summary of results for our system under consideration
coupled with a non-smooth NES are presented. Let us assume following restoring forcing
function for the NES:

S(u) =

 Kl(u+ d) if u < −d
0 if − d ≤ u ≤ d
Kl(u− d) if u > d

(67)

where Kl and d are parameters and u is the relative displacement of the mass m in the local
reference frame. The rescaling of the system equations provides a new definition of the force

as s(u) =
S(u)

M
:

s(u) =


εkl(ũ+ d̃) if ũ < −d̃
0 if − d̃ ≤ ũ ≤ d̃
εkl(ũ− d̃) if ũ > d̃

(68)

where d̃ =
d

ε
and kl =

Kl

m
.

The expression of the function G(U) (see Eq. 23 for cubic NES) reads [21]:

G(U) =
Ω

2π

∫ 2π
Ω

0

s

(
UeiΩt − U?e−iΩt

2iΩ

)
e−iΩτ0dτ0 = − ik̃lU

2ω
H(|U |) (69)

with

H(|U |) =


0 if |U | < D

1

π

2 arccos

(
D

|U |

)
−

2D

√
|U |2 −D2

|U |2

 if |U | ≥ D
(70)

where D = ωd̃. The SIM is shown on Fig. 12. For values of Nu < D, the behavior of the
system is linear. If the amplitude of u increases, the behavior becomes nonlinear. There are
an unstable zone colored in red and a stable zone. The singular points are located on the
border of the unstable zone.

The amplitude-frequency curves of the system (Nu versus Ω) under different external
forcing terms are provided in Fig. 13. As for cubic force, there may be one or three solutions
for the same parameters. There are also isolated branches. An example of SMR oscillations
is given on Fig. 14.

19



0

0.5

1

1.5

0.2

0.1
0.20 0.10

Stable
Unstable

Figure 12: The SIM of the system for δ = π
2 , d̃ = 0.6 m and kl = 4 s−2 in the amplitude

space (Nϕ, Nψ, Nu). The unstable zone is reprensented in red.
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(a) f0 = 5ε
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(b) f0 = 8ε
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(c) f0 = 10ε

0.942 0.943 0.944 0.945 0.946 0.947 0.948 0.949 0.95 0.951 0.952
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

(d) f0 = 15ε

Figure 13: Values of Nu for equilibrium points as a function of Ω with several values of f0.
Points (•) correspond to fold singular points. Crosses (×) correspond to the natural fre-
quencies of the main system ω1 and ω2.
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(a) Amplitude space (b) Phase portrait

(c) NES amplitude Nu (d) Pendulum angles amplitude

Figure 14: Numerical integration with f0 = 12ε, Ω = 0.945 rad s−1.
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6 Conclusion

The passive control of a two-degrees-of-freedom pendulum by a nonlinear absorber, which
is positioned in an arbitrary direction with respect to both directions of oscillations, is
studied. Due to practical applications, oscillations of the pendulum in one of the direc-
tions is subjected to a semi-rigid constraint by introducing a rotational rigidity at its base.
The complexified form of system equations are treated via a multiple scale method leading
to detection of its slow invariant manifold and equilibrium and singular points. Detected
stability zones of the phase-dependent slow invariant manifold could explain the possible
bifurcation of the system during a free vibration (depending on initial conditions), while
traced singularities and equilibrium points for the forced system enlightened the reason for
modulated responses and periodic regimes, respectively. Further studies on system singular-
ities and equilibrium points lead to tracing amplitude-frequency curves showing possibility
of existence of isolated branches, which could correspond to high energy levels for pendulum
oscillations. It is also demonstrated that the orientation angle of the nonlinear absorber
with respect to the direction of oscillations is important as it is possible that the absorber
cannot be activated. The design process of the nonlinear absorber should be carried out in
a way that these characteristic points of the system under a provided frequency and forcing
amplitude ranges correspond to low energy levels or intervals.
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