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Abstract

A numerical approach is proposed to compute the dynamic response of periodic structures with cyclic
symmetry, and assemblies made up of these periodic structures. The wave finite element (WFE) method is
used to describe the wave modes which occur around the circumferential direction of these periodic structures.
Emphasis is placed on assessing the dynamic flexibility modes of a periodic structure by considering unit forces
which are successively applied to the boundary degrees of freedom. It is shown that the matrices of dynamic
flexibility modes can be quickly computed. This yields an efficient dynamic substructuring technique to analyze
the dynamic behavior of assemblies made up of several periodic structures. Numerical experiments are carried
out which concern the analysis of a single periodic structure as well as assemblies made up of two and three
structures.

Key words: wave finite element method, periodic structures, cyclic symmetry, dynamic flexibility modes,
dynamic substructuring.

1. Introduction

A numerical approach is proposed to compute the dynamic response of periodic structures with cyclic sym-
metry. Such systems are frequently encountered in the aeronautic industry in the design of turbines. Predicting
their dynamic behavior by means of accurate and efficient numerical tools has become a key challenge which
is motivated by the need of considering systems of increasing complexity — i.e., systems which involve finite
element (FE) models with many degrees of freedom (DOFs). To address this issue, the FE method [1] and the
theory of cyclic symmetry [2] can be used. However, both of these approaches suffer from strong issues. These
mainly concern the numerical cost involved when assembling and inverting large-sized sparse matrices in an
FE model, and, concerning the theory of cyclic symmetry, the use of an assumption consisting of neglecting the
coupling between the harmonic modes (nodal diameters) of two connected periodic structures [3]. As a result,
the CPU times involved in the FE method are likely to be excessive, while the accuracy of the theory of cyclic
symmetry cannot be guaranteed when coupled systems are dealt with. The present paper aims at proposing an
alternative approach to circumvent these drawbacks.

A new numerical approach is proposed which involves considering the wave finite element (WFE) method.
In this framework, the so-called wave modes of a periodic structure with cyclic symmetry are computed. These
are to be understood as the waves which propagate/travel around the circumferential direction of the structure.
The wave modes are further used to express the dynamic flexibility modes of the structure, which is done by
analyzing its dynamic response when unit forces are applied to the boundary DOFs. The interesting and original
feature of the proposed approach is that the matrices of dynamic flexibility modes can be quickly computed,
leading the way to an efficient dynamic substructuring technique to analyze assemblies made up of several
periodic structures.
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Basically, the WFE method can be viewed as a transfer matrix approach to describe the wave propagation
along one-dimensional periodic structures, i.e., structures composed of identical substructures which are con-
nected to each other along a straight or circumferential direction. So far, the WFE method has been applied to
different kinds of homogeneous and heterogeneous structures [4–9], elasto-acoustic systems [10, 11], poroe-
lastic media [12], and so on. The WFE method works by considering the FE model of a substructure — i.e., a
periodicity pattern which can have arbitrary 2D or 3D shape — which can be obtained using a commercial FE
software. Hence, the dynamic stiffness matrix (DSM) of the substructure can be expressed (from the known
mass, damping and stiffness matrices) which is further condensed on the interface DOFs, that is, those on the
coupling interfaces with the previous and subsequent substructures. By considering the condensed DSM, the
transfer matrix of the substructure can be expressed. It links the displacement and force vectors on one interface
of the substructure (say, the right boundary) to those on the second one (left boundary). The wave modes of
a periodic structure are finally obtained by computing the eigenvalues and eigenvectors of the transfer matrix
of the substructure. These are referred to as the wave parameters (wave numbers) and the wave mode shapes,
respectively.

Also, the WFE method has been applied to compute the harmonic forced response of periodic structures
[13–17]. In this framework, finite-length periodic structures — i.e., structures with a finite number of substruc-
tures — are dealt with, whose ends can be subject to different kinds of boundary or coupling conditions. In this
case, assumption is made that the DOFs which do not belong to the end boundaries of the periodic structures
are free from excitation sources. The WFE strategy consists in expressing the displacement and force vectors
of a periodic structure, at the substructure interfaces, in terms of wave mode shapes. This yields small-sized
wave-based matrix equations which can be solved efficiently. The analysis of assemblies made up of periodic
structures which are coupled together (on their end boundaries), or which are coupled to elastic junctions, can
be undertaken in the same way and requires the coupling conditions to be expressed in wave-based forms. The
interesting feature of the WFE method is that it is faster than the FE method, while keeping the same level of
accuracy.

In addition, it should be emphasized that the WFE method has been applied to the analysis of two-
dimensional periodic structures like bi-periodic plates built from a 2D array of identical substructures [18].
This approach has been mostly applied to identify Bloch waves in 2D periodic structures, and analyze the re-
lated band gap effects, i.e., frequency regions on which Bloch waves do not propagate. The counterpart of this
approach, however, is that it is restricted to the analysis of the 2D wave propagation in infinite periodic struc-
tures. The analysis of bounded structures, e.g., with a surrounding boundary on which boundary conditions are
considered, is an extremely tough issue which has never been carried out so far from the author’s point of view.
The scientific challenge mostly relies on the modeling of the reflection and transmission phenomena of Bloch
waves, which are multi-directive, on the boundary of the periodic structures.

The underlying question behind the WFE method, for one-dimensional periodic structures, may be stated
as to how to widen its range of application so that it can be applied to real engineering problems. In [19], it
has been shown that the WFE method is capable of handling periodic structures made up of arbitrary shaped
substructures whose FE models can contain many DOFs (e.g., more than 10, 000). One main limitation of the
WFE method, however, is that the excitation sources are considered at the structure ends, which especially
means that the substructures are supposed to be free from excitations. The present work aims at tackling this
problem within the specific scope of periodic structures with cyclic symmetry, e.g., with an inner circumfer-
ential boundary subject to a distributed excitation. This leads the way to the analysis of coupled problems
involving several periodic structures with cyclic symmetry which are connected together around their bound-
aries. In this sense, a dynamic substructuring technique can be proposed in the framework of which several
periodic structures are modeled in terms of dynamic flexibility modes. The analysis of assemblies made up of
several periodic structures follows from a domain decomposition procedure by enforcing displacement conti-
nuity conditions at coupling DOFs.

The scientific novelties of the present work can be summarized as follows:

• Modeling of periodic structures with cyclic symmetry whose inner circumferential boundary is subject
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to a distributed excitation.

• Numerical approach for quickly computing the matrices of dynamic flexibility modes of periodic struc-
tures, and modeling assemblies made up of several periodic structures which are connected together
across their inner circumferential boundaries.

The rest of the paper is organized as follows. In Section 2.1, the FE model of a substructure which is
used in the WFE method is presented. The WFE strategy for computing the wave modes of periodic structures
with cyclic symmetry is presented in Section 2.2. Also, the WFE strategy for computing the forced response
of periodic structures with cyclic symmetry is detailed in Section 2.3. In Section 2.4, the derivation of the
matrices of dynamic flexibility modes is proposed. The analysis of assemblies made up of several periodic
structures is proposed in Section 2.5. Finally, numerical experiments are brought in Section 3. These concern
the study of one single periodic structure (Section 3.1), and assemblies made up of two and three periodic
structures (Sections 3.2 and 3.3). The relevance of the WFE approach is analyzed through comparisons with
the FE method and the theory of cyclic symmetry.

2. Theory

2.1. Problem description
Consider a periodic structure with cyclic symmetry, made up of identical substructures as shown in Figure 1.

In the frequency domain, the FE model of a substructure can be expressed by the following dynamic equilibrium
matrix equation:[

DΓΓ DΓI

DT
ΓI DII

] [
qΓ

qI

]
=

[
FΓ

FI

]
, (1)

where q and F refer to the displacement vector and force vector, respectively; subscripts Γ and I refer, respec-
tively, to the interface DOFs — i.e., the coupling interfaces with the other substructures — and the internal
DOFs — i.e., the remaining DOFs (see Figure 1). Also, the matrix on the left-hand side of Eq. (1) is the DSM
of the substructure — namely D — which is symmetric and expressed by D = −ω2M + (1 + iη)K where
M is the mass matrix, K is the stiffness matrix, ω is the angular frequency, η is the loss factor and i is the unit
imaginary number.

Figure 1: Periodic structure with one substructure excited by a unit force on a boundary DOF i (in this case, the boundary refers to the
bottom edge).

Regarding Figure 1, the internal DOFs of the substructures are assumed to be free from excitations, i.e.,
FI = 0, except one substructure which is excited by a unit force on a boundary DOF i. The boundary DOFs of
the substructures are to be understood as defining a certain region over which the whole periodic structure can
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be subject to excitation sources and coupled with a second periodic structure. For the particular case displayed
in figure 1, the boundary DOFs of the substructures refer to the bottom edge. Here, the vector of boundary
forces for the excited substructure is expressed as follows:

FB = [0 · · · 0 1︸︷︷︸
i

0 · · · 0]T . (2)

Notice that the boundary DOFs belong to the set encompassing both the interface and internal DOFs. Hence,
the force vector in Eq. (1) should be partitioned accordingly. This yields:[

DΓΓ DΓI

DT
ΓI DII

] [
qΓ

qI

]
=

[
FΓ + LΓBFB

LIBFB

]
, (3)

where LΓB and LIB are Boolean localization matrices, and FΓ is the vector of coupling forces between the
excited substructure and the non-excited connected substructures.

Within the WFE framework, one needs to consider the condensed DSM of a substructure which is obtained
by condensing the internal DOFs on the interface DOFs. Notice that the direct computation of the condensed
DSM is usually cumbersome for substructures with many internal DOFs. To solve this issue, the Craig Bampton
(CB) method can be used [20]. The procedure has been proposed in [14] and is detailed hereafter for the sake
of clarity.

The idea behind the CB method is to express the displacement vector qI in terms of static modes and a
reduced number of fixed interface modes, as follows:

qI ≈ XstqΓ + X̃elα̃, (4)

where Xst is the matrix of static modes expressed by Xst = −K−1
II KIB, and X̃el = [ξ̃1 · · · ξ̃mel

] is the reduced
matrix of fixed interface modes ξ̃j , withmel the number of fixed interface modes retained which is supposed to
be small compared to the number of internal DOFs of the substructure; also, α̃ is amel×1 vector of generalized
coordinates. The fixed interface modes ξ̃j are the solutions of the equation KIIξ̃j = λjMIIξ̃j , which is
a generalized eigenproblem involving the stiffness and mass matrices (KII,MII) associated to the internal
DOFs of the substructure. Here, the eigenvalues λj have the meaning of the square of the eigenpulsations of
the substructure with fixed interfaces. The strategy to select the fixed interface modes consists in retaining
those for which the eigenpulsations are under a certain threshold, e.g., twice the maximum pulsation within the
frequency band analyzed.

To sum up, the displacement vector of the substructure can be approximated as follows:[
qΓ

qI

]
≈ T

[
qΓ

α̃

]
where T =

[
I 0

Xst X̃el

]
. (5)

Following the Galerkin projection method, Eq. (3) leads to

TT

[
DΓΓ DΓI

DT
ΓI DII

]
T

[
qΓ

α̃

]
= TT

[
FΓ + LΓBFB

LIBFB

]
, (6)

which yields[
Dst−st D̃st−el
D̃T

st−el D̃el−el

] [
qΓ

α̃

]
=

[
FΓ +

(
LΓB + XT

stLIB
)
FB

X̃T
elLIBFB

]
. (7)

The block terms occurring in the matrix on the left hand side of Eq. (7) result from the matrix multiplication
TTDT in Eq. (6). The condensed DSM of the substructure is obtained as follows. From Eq. (7), the vector of
generalized coordinates α̃ is expressed by

α̃ = D̃−1
el−el(X̃

T
elLIBFB − D̃T

st−elqΓ). (8)
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As a result, Eq. (7) yields

D∗qΓ = FΓ +
(
LΓB + (XT

st − D̃st−elD̃
−1
el−elX̃

T
el)LIB

)
FB, (9)

where D∗ is the condensed DSM of the substructure, expressed by

D∗ = Dst−st − D̃st−elD̃
−1
el−elD̃

T
st−el. (10)

Eq. (9) represents the dynamic equilibrium equation of a substructure whose boundary DOFs are excited. For
a non-excited substructure, since FB = 0, one simply has:

D∗qΓ = FΓ. (11)

Eq. (11) is the starting point of the WFE method which will be developed in the next subsection.

2.2. WFE method

Consider a periodic structure made up of N identical substructures as shown in Figure 1, with a rotational
periodicity of 2∆θ, and denote as (k) (k = 1, 2, . . . , N ) the coupling interfaces between the substructures.
Also, assume that the substructures are free from external excitations other than coupling forces with the other
substructures. It should be emphasized that N substructures are considered which are arranged in ascending
order around a closed circle. Hence, the last substructure (say, substructureN ) connects to the first substructure
(substructure 1) on the coupling interface (1).

Figure 2: FE mesh of a periodic structure with a rotational periodicity of 2∆θ (left), and FE mesh of a substructure (right).

For the sake of clarity, a substructure which is enclosed between two interfaces (k) and (k + 1) is shown
in Figure 2. Denote as Γ− and Γ+ the sides of the substructure which match the interfaces (k) and (k + 1),
respectively. Also, assume that Γ− and Γ+ are meshed in the same way with the same number n of DOFs, and
let us rewrite Eq. (11) as follows:[

D∗Γ−Γ−
D∗Γ−Γ+

D∗Γ+Γ−
D∗Γ+Γ+

][
q

(k)
Γ−

q
(k+1)
Γ+

]
=

[
F

(k)
Γ−

F
(k+1)
Γ+

]
. (12)

Eq. (12) is usually expressed in cartesian coordinates. However, within the framework of rotational periodicity,
it has to be expressed in cylindrical coordinates as follows. Assume, without loss of generality, that each node
of the FE mesh of the substructure is modeled with 3 translational DOFs, and define the axis θ = 0 as the mid-
plane (y, z) of the substructure. Then, consider two 3 × 3 transformation matrices T− and T+ to link the unit
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vectors in cylindrical coordinates — say, (~er, ~eθ, ~ez) — to the unit vectors in cartesian coordinates (~ex, ~ey, ~ez)
when θ = −∆θ and θ = ∆θ, respectively. Hence,~er~eθ

~ez

 = T−

~ex~ey
~ez

 when θ = −∆θ ,

~er~eθ
~ez

 = T+

~ex~ey
~ez

 when θ = ∆θ. (13)

Expressions of the displacement and force vectors, on Γ− and Γ+, in cylindrical coordinates follow as:

q̂
(k)
Γ−

= (In/3 ⊗ T−)q
(k)
Γ−

, F̂
(k)
Γ−

= (In/3 ⊗ T−)F
(k)
Γ−
, (14)

and

q̂
(k+1)
Γ+

= (In/3 ⊗ T+)q
(k+1)
Γ+

, F̂
(k+1)
Γ+

= (In/3 ⊗ T+)F
(k+1)
Γ+

, (15)

where symbol •̂ means that vectors/matrices are expressed in cylindrical coordinates. Also, ⊗ is the Kronecker
product and n/3 is the number of nodes on each interface Γ− or Γ+. Notice that the transformation matrices T−
and T+ are orthogonal, i.e., T −1

− = T T− and T −1
+ = T T+ . As a result, Eq. (12) can be expressed in cylindrical

coordinates as follows:[
D̂∗Γ−Γ−

D̂∗Γ−Γ+

D̂∗Γ+Γ−
D̂∗Γ+Γ+

][
q̂

(k)
Γ−

q̂
(k+1)
Γ+

]
=

[
F̂

(k)
Γ−

F̂
(k+1)
Γ+

]
, (16)

where

D̂∗Γ−Γ− = (In/3 ⊗ T−)D∗Γ−Γ−(In/3 ⊗ T T− ) , D̂∗Γ+Γ+
= (In/3 ⊗ T+)D∗Γ+Γ+

(In/3 ⊗ T T+ ), (17)

D̂∗Γ−Γ+
= (In/3 ⊗ T−)D∗Γ−Γ+

(In/3 ⊗ T T+ ) , D̂∗Γ+Γ− = (In/3 ⊗ T+)D∗Γ+Γ−(In/3 ⊗ T T− ). (18)

In condensed form, Eqs. (15), (14), (17) and (18) give:[
q̂

(k)
Γ−

q̂
(k+1)
Γ+

]
= H

[
q

(k)
Γ−

q
(k+1)
Γ+

]
,

[
F̂

(k)
Γ−

F̂
(k+1)
Γ+

]
= H

[
F

(k)
Γ−

F
(k+1)
Γ+

]
, D̂∗ = HD∗HT , (19)

where

H =

[
(In/3 ⊗ T−) 0

0 (In/3 ⊗ T+)

]
. (20)

From Eq. (16), a transfer matrix relation can be expressed which links the displacement and force vectors at
the interface (k + 1) to those at the previous interface (k) [21]:[

q̂
(k+1)
Γ+

F̂
(k+1)
Γ+

]
= Ŝ

[
q̂

(k)
Γ−

−F̂
(k)
Γ−

]
. (21)

Here, Ŝ denotes the transfer matrix (size 2n× 2n), expressed by

Ŝ =

[
−D̂∗−1

Γ−Γ+
D̂∗Γ−Γ−

−D̂∗−1
Γ−Γ+

D̂∗Γ+Γ− − D̂∗Γ+Γ+
D̂∗−1

Γ−Γ+
D̂∗Γ−Γ−

−D̂∗Γ+Γ+
D̂∗−1

Γ−Γ+

]
. (22)
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It can be proven that the matrix Ŝ is symplectic [21, 22], which means that ŜTJŜ = J, where

J =

[
0 In
−In 0

]
. (23)

Consider now the coupling conditions between two consecutive substructures, e.g., on an interface (k). This
gives [

q̂
(k)
Γ−

−F̂
(k)
Γ−

]
=

[
q̂

(k)
Γ+

F̂
(k)
Γ+

]
. (24)

Eq. (24) means that the displacements are continuous across the coupling interface, while the coupling forces
satisfy the action-reaction law. Hence, by considering Eqs. (21) and (24), this yields the following transfer
matrix relation between two consecutive substructures:[

q̂
(k+1)
Γ+

F̂
(k+1)
Γ+

]
= Ŝ

[
q̂

(k)
Γ+

F̂
(k)
Γ+

]
. (25)

Hence, the transfer matrix Ŝ links the displacement and force vectors between two consecutive substructures, on
their sides Γ+ (interfaces (k) and (k+1)) or Γ− (interfaces (k−1) and (k)). The eigenvalues and eigenvectors
of Ŝ are usually denoted as µj and φj (respectively) and are referred to as the wave modes of the periodic
structure. The eigenvalues µj have the meaning of wave parameters defined so that µj = exp(−iβj2∆θ)
where βj are circumferential wave numbers1. Also, the eigenvectors φj represent the wave mode shapes. They
are expressed by φj = [φTqj φ

T
Fj ]

T , where φqj and φFj are n×1 vectors of displacement and force components.
Since the matrix Ŝ is symplectic, its eigenvalues come in pairs as µj and 1/µj . Also, since damping is

taken into account in the modeling of the substructures, one has |µj | 6= 1. This means that purely propagating
waves are discarded in favor of slightly damped propagating waves. Evanescent and complex waves occur as
well. As a rule of thumb, the eigensolutions of the matrix Ŝ are classified into n positive-going wave modes
(µj ,φj) — i.e., which travel around the positive circumferential direction — defined so that |µj | < 1, and n
negative-going wave modes (µ?j ,φ

?
j ) defined so that µ?j = 1/µj , i.e., |µ?j | > 1.

2.3. Forced response

Within the WFE framework, the displacement/force vectors at coupling interfaces are expressed in terms
of wave mode shapes as follows [23]:

q̂
(k)
Γ+

= q̂
(k)
Γ−

= ΦqQ
(k) + Φ?

qQ
?(k), (26)

F̂
(k)
Γ+

= −F̂
(k)
Γ−

= ΦFQ
(k) + Φ?

FQ
?(k), (27)

where Φq = [φq1 · · ·φqn], Φ?
q = [φ?q1 · · ·φ?qn], ΦF = [φF1 · · ·φFn] and Φ?

F = [φ?F1 · · ·φ?Fn] are n × n

matrices of wave mode shapes. Also, Q(k) = [Q
(k)
1 · · ·Q

(k)
n ]T and Q?(k) = [Q

?(k)
1 · · ·Q?(k)

n ]T are vectors of
wave amplitudes for the positive-going and negative-going wave modes. The vectors of wave amplitudes at two
consecutive interfaces (k) and (k+ 1) enclosing a non-excited substructure are displayed in Figure 2. They are
linked as follows [14]:

Q(k+1) = µQ(k) , Q?(k) = µQ?(k+1), (28)
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Figure 3: Vectors of wave amplitudes Q(1), Q?(1), Q(N) and Q?(N) at the coupling interfaces of the excited substructure.

where µ = diag{µj}j is the n × n diagonal matrix of the eigenvalues of Ŝ that concern the positive-going
wave modes, i.e., those for which |µj | < 1.

Consider the particular case of a periodic structure composed of N substructures, with one excited sub-
structure and N − 1 non-excited substructures. Hence, N coupling interfaces are to be considered, starting
from (1) until (N) from the “right” to the “left” sides of the excited substructure as shown in Figure 3. Denote
as Q and Q? the vectors of wave amplitudes at the right and left sides of the excited substructure, i.e.:

Q = Q(1) , Q? = Q?(N). (29)

Hence, from Eq. (28), the vectors of wave amplitudes at an arbitrary interface (k) are expressed by:

Q(k) = µk−1Q , Q?(k) = µN−kQ?. (30)

Eq. (30) means that the displacement/force vectors at the substructure interface (k) (cf. Eqs. (26) and (27)) can
be assessed from the knowledge of the vectors of wave amplitudes Q and Q?. The determination of Q and Q?

is achieved as follows. Let us rewrite Equation (9) in cylindrical coordinates by means of the transformation
matrixH, Eq. (20). This gives

D̂∗

[
q̂

(N)
Γ−

q̂
(1)
Γ+

]
=

[
F̂

(N)
Γ−

F̂
(1)
Γ+

]
+HΘΓBFB, (31)

where

ΘΓB = LΓB + (XT
st − D̃st−elD̃

−1
el−elX̃

T
el)LIB. (32)

From Eqs. (26), (27) and (30), one has:

q̂
(N)
Γ−

= Φqµ
N−1Q + Φ?

qQ
? , q̂

(1)
Γ+

= ΦqQ + Φ?
qµ

N−1Q?, (33)

F̂
(N)
Γ−

= −ΦFµ
N−1Q−Φ?

FQ
? , F̂

(1)
Γ+

= ΦFQ + Φ?
Fµ

N−1Q?. (34)

1The circumferential wave numbers are defined as βj = ω/caj where caj are the angular wave velocities. Note that, within the
present framework, the circumferential wave numbers are complex and can have arbitrary values, which particularly means that the
terms βj2∆θ are not restricted to multiples of 2π/N .
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As a result, Eq. (31) leads to

D̂∗
[
Φqµ

N−1 Φ?
q

Φq Φ?
qµ

N−1

] [
Q
Q?

]
=

[
−ΦFµ

N−1 −Φ?
F

ΦF Φ?
Fµ

N−1

] [
Q
Q?

]
+HΘΓBFB. (35)

Eq. (35) may be simplified as follows (see Appendix):

(D̂∗Ψq −ΨF)

[
0 In − µN

In − µN 0

] [
Q
Q?

]
= HΘΓBFB, (36)

where

Ψq =

[
Φ?

q 0

0 Φq

]
, ΨF =

[
−Φ?

F 0
0 ΦF

]
. (37)

Solving Eq. (36) finally yields the vectors of wave amplitudes Q and Q?, i.e.:[
Q
Q?

]
=

[
0 (In − µN )−1

(In − µN )−1 0

]
(D̂∗Ψq −ΨF)

−1HΘΓBFB. (38)

The determination of the displacement/force vectors at coupling interfaces follows from Eq. (30), and Eqs.
(26-27).

2.4. Dynamic flexibility modes
Define the following displacement vector of a non-excited substructure enclosed between two interfaces

(k) and (k + 1), expressed in the local cartesian coordinate system of this substructure:

q(k) =

[
q

(k)
Γ−

q
(k)
I|B

]
k = 1, · · · , N − 1, (39)

where q
(k)
Γ−

is the displacement vector at the interface Γ−, and q
(k)
I|B is the displacement vector of the internal

DOFs which are restricted to the boundary of the substructure (see Figure 3). The latter is expressed by qI|B ≈
Xst|BqΓ + X̃el|Bα̃ (see Eq. (4)), where qΓ is given by qΓ = [(q

(k)
Γ−

)T (q
(k+1)
Γ−

)T ]T , and α̃ is given by Eq. (8)
with FB = 0. As a result, the displacement vector q(k) is expressed by[

q
(k)
Γ−

q
(k)
I|B

]
=

[
[In 0]

Xst|B − X̃el|BD̃
−1
el−elD̃

T
st−el

][
q

(k)
Γ−

q
(k+1)
Γ−

]
. (40)

Expressing the displacement vectors q
(k)
Γ−

and q
(k+1)
Γ−

on the right hand side of Eq. (40) in cylindrical coordinates
gives2:[

q
(k)
Γ−

q
(k)
I|B

]
=

[
[In 0]

Xst|B − X̃el|BD̃
−1
el−elD̃

T
st−el

]
HT

[
q̂

(k)
Γ−

q̂
(k+1)
Γ−

]
. (41)

Finally, from Eqs. (26) and (30), one has:[
q

(k)
Γ−

q
(k)
I|B

]
=

[
[In 0]

Xst|B − X̃el|BD̃
−1
el−elD̃

T
st−el

]
HT

[
Φqµ

k−1 Φ?
qµ

N−k

Φqµ
k Φ?

qµ
N−k−1

] [
Q
Q?

]
, (42)

2See Eq. (19), where q
(k+1)
Γ+

= q
(k+1)
Γ−

and H−1 = HT .
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where Q and Q? are the vectors of wave amplitudes, Eq. (38).
On the other hand, by considering the excited substructure — i.e., the one between the interfaces (N) and

(1) where FB 6= 0 —, Eq. (42) is to be written as3:

q(N) =

[
q

(N)
Γ−

q
(N)
I|B

]
=

[
[In 0]

Xst|B − X̃el|BD̃
−1
el−elD̃

T
st−el

]
HT

[
Φqµ

k−1 Φ?
qµ

N−k

Φqµ
k Φ?

qµ
N−k−1

] [
Q
Q?

]

+

[
0

X̃el|BD̃
−1
el−elX̃

T
elLIB

]
FB. (43)

Finally, the displacement vector of the whole periodic structure can be defined as follows:

q =


(I(n+nI|B)/3 ⊗R)q(1)

(I(n+nI|B)/3 ⊗R
2)q(2)

...
(I(n+nI|B)/3 ⊗R

N )q(N)

 , (44)

where nI|B is the number of internal DOFs which belong to the boundary of a substructure (see Figure 1),
and R = R−2∆θ is a 3 × 3 rotation matrix, with Rk = R × · · · × R and RN = I3, whose purpose is to
express the displacement vector of each substructure in the global cartesian reference system of the periodic
structure. In the present case, the global cartesian coordinate system is chosen so that it matches the local
cartesian coordinate system of the excited substructure.

To sum up, the displacement vector q of the periodic structure can be expressed via the WFE method.
This requires the vectors of wave amplitudes Q and Q? to be computed first by considering the methodology
proposed in Section 2.3. The displacement vector q represents the dynamic response of the structure subject to
a unit force at the boundary DOF i of the substructure enclosed between the interfaces (N) and (1) (see Figure
1). This is defined as the dynamic flexibility mode q → χ

(N)
i . By scanning all the boundary DOFs of the

substructure — i.e., all the state of excitations i —, except those on the interface Γ+ which will be part of the
next substructure, the following matrix of dynamic flexibility modes can be formulated:

X(N) = [χ
(N)
1 χ

(N)
2 · · ·χ(N)

nB ], (45)

where nB is the number of boundary nodes of the substructure (except those on Γ+). Therefore, the dis-
placement vector of the whole structure which results from a vector of boundary forces F

(N)
B applied to the

substructure enclosed between the interfaces (N) and (1), is given by:

q = X(N)F
(N)
B . (46)

Eq. (46) is nothing but the well-known superposition principle in linear mechanics.
The matrix of dynamic flexibility modes X(k) which concerns an excited substructure enclosed between

two arbitrary interfaces (k) and (k + 1), instead of (N) and (1), is obtained as follows. Apply a permutation
matrix P(k) and a rotation matrixRk to the displacement vector q in Eq. (44):

q→ (InT/3 ⊗R
k)P(k)q = (InT/3 ⊗R

k)



(I(n+nI|B)/3 ⊗R
N−k+1)q(N−k+1)

...
(I(n+nI|B)/3 ⊗R

N )q(N)

(I(n+nI|B)/3 ⊗R)q(1)

...
(I(n+nI|B)/3 ⊗R

N−k)q(N−k)


, (47)

3in this case, α̃ is given by Eq. (8) with FB 6= 0.
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where nT = N(n+ nI|B). Also, apply a rotation matrixRk to the vector of boundary forces F
(N)
B :

F
(k)
B = (InB/3 ⊗R

k)F
(N)
B . (48)

Eqs. (47) and (48) yield the following matrix of dynamic flexibility modes:

X(k) = (InT/3 ⊗R
k)P(k)X(N)(InB/3 ⊗R

k)T . (49)

Hence, the matrix of dynamic flexibility modes of the whole periodic structure can be written as:

X = [X(1)X(2) · · ·X(N)]. (50)

By considering the matrix of dynamic flexibility modes, the displacement vector of the periodic structure which
results from an arbitrary vector of boundary forces FB can be computed as follows: q = XFB.

The interesting feature of the proposed approach is that the computation of the matrix of dynamic flexibility
modes is not cumbersome, for a twofold reason:

• CB method: this enables the condensed DSM of a substructure (matrix D∗, Eq. (10)) and the matrix
ΘΓB (Eq. (32)) to be quickly computed, i.e., when compared to the classic way consisting in inverting
the whole DSM of the internal DOFs of the substructure. Also, the first matrix term in Eqs. (42) and (43),
and the last matrix term in Eq. (43), involve small-sized matrix products which are not computationally
cumbersome.

• WFE method: this enables the displacement vectors at the substructure interfaces to be quickly com-
puted. The reason lies in the consideration of a small-sized matrix equation (size 2n × 2n) to compute
the vectors of wave amplitudes Q and Q? (see Eq. (36)), and the use of a n × n diagonal matrix µ in
Eqs. (42) and (43) whose powers (µk−1, µN−k, . . .) can be easily determined.

Remark 1. The displacement vector q concerns the interface DOFs and the boundary DOFs of the periodic
structure. Computing the displacement vector at the internal DOFs of an arbitrary substructure requires one to
consider the static modes and fixed interface modes of the substructure (see after Eq. (3)). This gives:

qI ≈ (InT/3 ⊗R
k)
(
Xst(I2n/3 ⊗Rk)TqΓ + X̃elα̃

)
, (51)

where

α̃ = D̃−1
el−el

(
X̃T

elLIB(InB/3 ⊗R
k)TFB − D̃T

st−el(InI/3 ⊗R
k)TqΓ

)
. (52)

Remark 2. The size of the matrix of dynamic flexibility modes X is nT × nTB where nT is the total number
of interface and boundary DOFs of the structure, and nTB = NnB is the total number of boundary DOFs. It is
reasonable to assume that nTB is small compared to nT, which means that the total number of boundary DOFs —
i.e. where excitations and coupling conditions are supposed to occur — is small compared to the total number
of interface DOFs. In other words, the matrices of dynamic flexibility modes of periodic structures represent
rectangular matrices with a small column size. Therefore, they can be quickly built and assembled together to
model assemblies made up of several periodic structures.
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Figure 4: FE meshes of two periodic structures which are connected together and subject to boundary forces.

2.5. Dynamic substructuring
Consider for the sake of clarity two periodic structures 1 and 2 which are connected together as shown in

Figure 4, on several boundary DOFs. Denote as λ the vector of coupling forces, and denote as FB1 and FB2

the vectors of external forces which are applied to the boundary DOFs of structures 1 and 2, respectively. As a
whole, the vectors of boundary forces are defined as FB1 + LTB1λ and FB2 − LTB2λ (Figure 4) where LB1 and
LB2 are Boolean matrices which localize the coupling DOFs among the boundary DOFs of periodic structures
1 and 2, respectively.

Denote as q1 and q2 the displacement vectors of structures 1 and 2, respectively. Hence, by considering
the matrices of dynamic flexibility modes X1 and X2 of the periodic structures, q1 and q2 can be expressed as
follows:

q1 = X1(FB1 + LTB1λ) , q2 = X2(FB2 − LTB2λ). (53)

On the other hand, the coupling conditions yield:

L1q1 − L2q2 = 0, (54)

where L1 and L2 are Boolean localization matrices. Eqs. (53) and (54) lead to the following matrix equation: I 0 −X1LTB1

0 I X2LTB2

L1 −L2 0

q1

q2

λ

 =

X1FB1

X2FB2

0

 . (55)

Solving Eq. (55) yields:

λ = −(L1X1LTB1 + L2X2LTB2)−1(L1X1FB1 − L2X2FB2). (56)

Notice that the computation of the vector λ is not cumbersome. First, Eq. (56) does not require the inversion
of the DSMs of the structures as this is commonly done in domain decomposition technique [24]; also, X1 and
X2 are small column size matrices (see Remark 2 at the end of Section 2.4) which can be easily multiplied with
other matrices and vectors.

The determination of the displacement vectors q1 and q2 follows from Eq. (53).
The analysis of assemblies made up of three or more periodic structures can be achieved through simple

adaptations of the proposed strategy. Also, the consideration of periodic structures coupled with non-periodic
structures can be investigated without any additional difficulty. The strategy consists in expressing the matrices
of dynamic flexibility modes of the structures, and connecting these by considering the proposed procedure.

3. Numerical results

The relevance of the proposed approach is discussed through three study cases: (i) a single periodic structure
with N = 36 substructures, named structure P36 (Figure 5); (ii) an assembly made up of a structure P36 and
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a structure with N2 = 60 substructures (structure P60) (Figure 8); (iii) an assembly made up of two similar
structures P36 and a third structure P60 (Figure 14). For each structure, the boundary DOFs considered are
those located on the inner circumferential surface. The global dimensions of the substructures are displayed in
Figures 5 and 8. The structures P36 and P60 have the same material properties, i.e., a density of 7800 kg/m3,
a Young’s modulus of 2.1× 1011 Pa, a Poisson’s ratio of 0.3, and a loss factor of 5× 10−3. The substructures
are meshed using four node tetrahedral elements, with three translational DOFs per node. Hence, concerning
structure P36 (Figure 5), 3786 DOFs are used to mesh each substructure; concerning structure P60 (Figure 8),
1746 DOFs are used. Also, n1 = 84 and n2 = 117 DOFs are used to mesh the substructure interfaces for
structures P36 and P60, respectively. The structure (P36) in Figure 5 and the structural assemblies in Figures 8
and 14 are excited in the same way by considering four pairs of point forces of same magnitude acting along the
circumferential direction, at θ = 0o, θ = 90o, θ = 180o and θ = 270o, on the boundary DOFs of the structure
P36 as shown in Figure 5. Regarding Figure 14, only the second structure P36 is excited. For each test case,
the transverse displacement (x−direction) of the excited structure P36 is analyzed at one measurement point
as shown in Figure 5. Hence, the frequency response functions (FRFs) are analyzed over a frequency band of
[0 Hz , 5000 Hz] which is done by considering a sample of 1000 discrete frequencies which are equally spaced
with a frequency step of 5 Hz.

Note that, within the CB framework (Section 2.1), 20 fixed interface modes are considered to compute the
condensed DSMs of the substructures. This number meets the criterion mentioned before Eq. (5), and has been
confirmed through a sensitivity analysis.

The proposed (WFE) approach is compared with the FE method. Comparisons with the theory of cyclic
symmetry [2, 3, 25] are also performed regarding the first two cases. It should be emphasized that, within the
framework of the theory of cyclic symmetry, the displacement vectors of the substructures are expressed in
terms of Fourier (harmonic) modes (see [2, 25]). By projecting the DSM of a whole periodic structure onto the
space of Fourier modes, a set of uncoupled reduced matrix equations (for the substructures) can be expressed
which can be quickly solved. This interesting feature follows from the orthogonality properties between the
Fourier modes of a periodic structure. Problems arise for modeling assemblies made up of two or more periodic
structures with different numbers of substructures and then, different Fourier modes which are not orthogonal to
each other. In this case, coupling occurs between the harmonic modes of the structures, i.e., the matrix equation
which models a structural assembly cannot be reduced in the same way as in the single structure case. To
solve this issue, the assumption is therefore made to neglect the coupling between the Fourier/harmonic modes
whose nodal diameters are different [3]. In other words, only the harmonics with the same nodal diameters are
coupled together.

To further highlight the relevance of the WFE approach, an additional study case is considered consisting
of an assembly made up of two structures (P36 and P60) with more DOFs as shown in Figure 11. In this
case, the substructures involved in P36 and P60 are meshed with 7482 and 4878 DOFs, respectively, while
n1 = 216 and n2 = 315 DOFs are used to describe the substructure interfaces, i.e., about three times the
numbers of DOFs used in the previous test case (Figure 8). Again, four pairs of point forces acting along the
circumferential direction of structure P36 are considered as shown in Figure 5. However, in the present case,
the magnitudes of the forces are slightly perturbed — i.e., +10% and +20% for the locations θ = 90o and
θ = 180o, respectively — which breaks the cyclically symmetry properties of the excitation conditions and
therefore adds complexities to the previous test case. Moreover, the FRF of the assembly is analyzed over
an extended frequency band of [0 Hz , 10000 Hz] (1000 discrete frequencies) with a view to highlighting the
complex dynamics at high frequencies. In this case, 50 fixed interface modes are considered to compute the
condensed DSMs of the substructures.

Each approach (WFE, FE, cyclic symmetry) is implemented using MATLAB® and simulated using an
Intel® Xeon® CPU E3-1505M 3GHz processor. In order to precisely identify the drawbacks and advantages of
each approach, the condensed DSMs D∗ of the substructures (Eq. (10)) are considered in implementing each
of the three approaches. The numerical impact of this choice on the efficiency of the FE method and the theory
of cyclic symmetry is not strong however, keeping in mind that the condensation of the DSM of a substructure
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is to be performed once for a given periodic structure, and leads to small matrix systems which can be solved
more efficiently compared to the case when the full DSMs of the substructures are used. In this framework, the
numerical tasks involved in the FE method consist of assembling the condensed DSMs of all the substructures
in order to build the whole DSM of a periodic structure, and assembling the DSMs of the periodic structures
in order to build the DSM of a structural assembly (Figures 8 and 14). On the other hand, the theory of cyclic
symmetry involves considering a discrete Fourier transform [2] of the DSM of a periodic structure, as built
from the condensed DSMs of the substructures.

3.1. Single periodic structure

Consider first a structure P36 as shown in Figure 5. Recall that the FE mesh of each substructure is com-
posed of 3786 DOFs, and that each substructure interface (either Γ+ or Γ−) is described with n = 84 DOFs.
The boundary DOFs of the periodic structure, i.e., where excitations can occur, are those located on the inner
circumferential surface (see Figure 5). The boundary DOFs which are considered to model the substructures
(see Section 2.4) are highlighted in red spots in Figure 5.

Figure 5: Periodic structure with 36 substructures (left), and FE mesh of a substructure (right); (red spots) boundary DOFs of the
substructures.

The FRFs of the periodic structure issued from the WFE approach and the FE method are highlighted in
Figure 6. Within the framework of the WFE approach, the displacement vector of the structure is computed
as follows: q = XFB where X is the matrix of dynamic flexibility modes and FB is the vector of boundary
forces. Also, a comparison between the theory of cyclic symmetry and the FE method is proposed in Figure 7.
It is seen that both the WFE approach and the theory of cyclic symmetry are in perfect agreement with the FE
method.

The CPU times involved in these three numerical approaches are listed in Table 1. It is seen that the WFE
approach is about three times faster than the FE method. Also, the theory of cyclic symmetry appears to be
more efficient than the FE method even compared to the WFE approach. In fact, the main advantage of the
WFE approach, compared to the theory of cyclic symmetry, concerns the analysis of coupled systems. This
will be clearly demonstrated in the next subsection.

Table 1: CPU times involved (one structure).
Approach used CPU time Reduction

FE 367 s
WFE 135 s 63%
Cyclic 77 s 79%
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Figure 6: FRF of the periodic structure with 36 substructures: (black solid line) FE method; (pink dotted line) WFE approach.

Figure 7: FRF of the periodic structure with 36 substructures: (black solid line) FE method; (green dotted line) theory of cyclic
symmetry.

3.2. Two periodic structures

Consider now the case of a structure P36 coupled on part of its boundary with a structure P60 as shown
in Figure 8. Concerning the structure P60, 1746 DOFs are used to model each substructure, while n2 = 117
DOFs are used to discretize each substructure interface. The structures P36 and P60 are coupled on twelve
nodes which are periodically distributed around their inner circumferential surfaces as shown in Figure 8 in red
dashed lines, where the continuity of the displacements about the x, y and z directions is assumed.

Again, comparisons are carried out between the WFE approach and the FE method, and between the theory
of cyclic theory and the FE method, as shown in Figures 9 and 10. Again, the accuracy of the WFE approach
can be highlighted over the whole frequency range, without any ambiguity. In contrast, the theory of cyclic
symmetry appears inaccurate for predicting the dynamic response of the structural assembly especially above
2500 Hz where large errors occur. The drawback of the theory of cyclic symmetry comes from the fact that the
coupling between the harmonic modes of the periodic structures is neglected [3]. As it turns out, the potential
of the theory of cyclic symmetry to tackle more complex problems — i.e., assemblies made up of several
periodic structures — is jeopardized, i.e., large errors are expected when expressing the dynamic behavior of
such systems.

The CPU times involved in the FE method, the WFE approach and the theory of cyclic symmetry are
displayed in Table 2. It is shown that the WFE approach works much better than the FE method even compared
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Figure 8: Assembly made up of one structure P36 and one structure P60 (left), and FE mesh of a substructure composing the structure
P60 (right).

Figure 9: FRF of the assembly made up of one structure P36 and one structure P60: (black solid line) FE method; (pink dotted line)
WFE approach.

with the theory of cyclic symmetry. Here, a reduction of 74% of the computational time involved in the FE
method can be achieved with the WFE approach, which appears to be better compared to the single structure
case (see Table 1). The computational burden of the FE method is mainly due to the computation of the DSM
of the whole structural assembly. This is done by building the DSMs of the periodic structures, separately, from
the condensed DSMs of the substructures, and assembling these by considering the displacement compatibility
conditions at the coupling nodes.

Table 2: CPU times involved (two structures).
Approach used CPU time Reduction

FE 1656 s
WFE 425 s 74%
Cyclic 477 s 71%
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Figure 10: FRF of the assembly made up of one structure P36 and one structure P60: (black solid line) FE method; (green dotted line)
theory of cyclic symmetry.

To further highlight the efficiency of the WFE approach, a second numerical example involving substruc-
tures with more DOFs is considered as shown in Figure 11. Recall that, in this case, 7482 and 4878 DOFs
are used to mesh the substructures (for P36 and P60, respectively), and n1 = 216 and n2 = 315 DOFs are
used to mesh the substructure interfaces (respectively). Also, the magnitudes of the forces acting along the
circumferential direction of structure P36 are slightly perturbed to break the cyclically symmetry properties of
the excitation conditions. The boundary DOFs which are considered to model the substructures are highlighted
in red spots in Figure 11.

Figure 11: Assembly made up of one structure P36 and one structure P60 with more DOFs (left), and FE meshes of the substructures
composing the structures P36 and P60 (right).

The FRF of the assembly involving these new structures P36 and P60 is computed with the FE method,
the WFE approach and the theory of cyclic symmetry as shown in Figures 12 and 13. Again, the WFE curve
perfectly matches the FE solution over the whole frequency band (see Figure 12). Here, the FRF shows several
resonance peaks which are not uniformly spread on the frequency band. The dynamic behavior of the structural
assembly appears to be more complex compared to the previous case, which is partly due to the change of the
excitation conditions (non symmetric case), and also to the extended frequency range. Again, the accuracy
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of the WFE approach is well established. In contrast, the theory of cyclic symmetry provides poor results,
especially between 1500 Hz and 6000 Hz as shown in Figure 13. The drawback of the theory has been explained
previously, and is due to the fact that the coupling between the harmonic modes of the periodic structures is not
taken into account in the modeling of the assembly.

Figure 12: FRF of the assembly made up of two structures P36 and P60 with more DOFs: (black solid line) FE method; (pink dotted
line) WFE approach.

Figure 13: FRF of the assembly made up of two structures P36 and P60 with more DOFs: (black solid line) FE method; (green dotted
line) theory of cyclic symmetry.

The CPU times involved in the three approaches (FE, WFE, cyclic symmetry) are displayed in Table 3. It
is seen that the WFE approach shows CPU times which remain (i) of the same order as the theory of cyclic
symmetry, and (ii) small compared to the FE method (reduction of 71%).

Table 3: CPU times involved (two structures with more DOFs).
Approach used CPU time Reduction

FE 17750 s
WFE 5063 s 71%
Cyclic 4592 s 74%
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3.3. Three periodic structures

A last test case is considered to further highlight the efficiency of the WFE approach compared to the FE
method. In this case, an assembly made up of three periodic structures — i.e., two bottom structures P36 and
one top structure P60 — is considered as shown in Figure 14. The upper periodic structures P36 and P60 are
coupled in the same way as the previous case (see Figure 8) — i.e., using twelve nodes — while 36 nodes are
used to couple the two structures P36. Note that the characteristics of the structures P36 and P60 are similar to
those depicted in Figures 5 and 8.

Figure 14: Assembly made up of two structures P36 and one structure P60.

The FRFs issued from the FE method and the WFE approach are shown in Figure 15. Again, the accuracy
of the WFE approach can be clearly highlighted. In this case, a reduction of 78% of the computational time
involved in the FE method can be achieved with the WFE approach (see Table 4), which appears to be better
compared to the previous test cases. It means that the WFE approach becomes more and more efficient as the
number of periodic structures considered increases. This fully gives credit to the proposed approach to address
the dynamic response of assemblies made up of several periodic structures like those involved in the aeronautic
industry (e.g., propellers with multi-stage disks).

Figure 15: FRF of the assembly made up of two structures P36 and one structure P60: (black solid line) FE method; (pink dotted line)
WFE approach.
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Table 4: CPU times involved (three structures).
Approach used CPU time Reduction

FE 1960 s
WFE 430 s 78%

4. Conclusion

A WFE approach has been proposed to model periodic structures with cyclic symmetry, and assemblies
made up of these periodic structures. The key idea behind the proposed approach consists of considering the
wave modes of periodic structures and using these as a means to express the matrices of dynamic flexibility
modes of these structures. The modeling of assemblies made up of several periodic structures involves consid-
ering a coupling problem of small size whose resolution can be quickly achieved. Numerical experiments have
been proposed which clearly highlight the efficiency of the WFE approach compared to the FE method and the
theory of cyclic symmetry.

Appendix. Derivation of Eq. (36)

Let us rewrite the matrices occurring in Eq. (35) as follows:[
Φqµ

N−1 Φ?
q

Φq Φ?
qµ

N−1

]
=

[
Φqµ

N−1 Φ?
qµ

N

Φqµ
N Φ?

qµ
N−1

]
+

[
0 Φ?

q(In − µN )

Φq(In − µN ) 0

]
, (A-1)

and [
−ΦFµ

N−1 −Φ?
F

ΦF Φ?
Fµ

N−1

]
=

[
−ΦFµ

N−1 −Φ?
Fµ

N

ΦFµ
N Φ?

Fµ
N−1

]
+

[
0 −Φ?

F(In − µN )
ΦF(In − µN ) 0

]
. (A-2)

As a result of the eigenproblem (25) and the dynamic equilibrium equation of a non-excited substructure (Eq.
(12)), one has:

D̂∗
[

Φq

Φqµ

]
=

[
−ΦF

ΦFµ

]
, D̂∗

[
Φ?

qµ

Φ?
q

]
=

[
−Φ?

Fµ
Φ?

F

]
. (A-3)

Eq. (A-3) simply means that the amplitudes for the positive-going wave modes vary as In → µ between
the interfaces Γ− and Γ+ of a substructure, while the amplitudes for the negative-going wave modes vary as
In → µ−1, i.e., µ→ In.

Hence, Eq. (A-3) leads to:

D̂∗
[
Φqµ

N−1 Φ?
qµ

N

Φqµ
N Φ?

qµ
N−1

]
=

[
−ΦFµ

N−1 −Φ?
Fµ

N

ΦFµ
N Φ?

Fµ
N−1

]
. (A-4)

By considering Eqs. (A-1)-(A-4), Eq. (35) can be rewritten as follows:

D̂∗
[

0 Φ?
q(In − µN )

Φq(In − µN ) 0

] [
Q
Q?

]
(A-5)

=

[
0 −Φ?

F(In − µN )
ΦF(In − µN ) 0

] [
Q
Q?

]
+HΘΓBFB.

Further simple decompositions of the matrices occurring in Eq. (A-5) lead to the expected result.
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