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The light emitted by all galaxies over the history of the Universe produces
the extragalactic background light (EBL) at ultraviolet, optical, and infrared
wavelengths. The EBL is a source of opacity for γ rays via photon-photon
interactions, leaving an imprint in the spectra of distant γ-ray sources. We
measure this attenuation using 739 active galaxies and one gamma-ray burst
detected by the Fermi Large Area Telescope. This allows us to reconstruct the
evolution of the EBL and determine the star-formation history of the Universe
over 90% of cosmic time. Our star-formation history is consistent with inde-
pendent measurements from galaxy surveys, peaking at redshift z ∼ 2. Upper
limits of the EBL at the epoch of re-ionization suggest a turnover in the abun-
dance of faint galaxies at z ∼ 6.

Stars produce the bulk of the optical light in the Universe and synthesize most of the el-
ements found in galaxies. The cosmic star-formation history (SFH), i.e. the stellar birth rate
as a function of the Universe’s age, summarizes the history of stellar formation since the Big
Bang (1). The rate of star formation is commonly estimated by measuring direct emission
of light from massive short-lived stars, typically in the ultraviolet (UV) and (or) by detecting
the reprocessed radiation from dusty star-forming regions in the infrared (IR). The conversion
from the UV light emitted by a minority of stars to the stellar mass formed per year relies
on assumptions about the mass distribution of the newly formed stellar population (the initial
mass function, IMF), the element enrichment history of the interstellar medium, and obscura-
tion by dust. Such estimates of the SFH rely on the detection of many individual galaxies in
deep surveys (2–4). Because not even the most powerful telescope can detect all the galaxies
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in a representative field, one of the largest sources of uncertainty in the SFH is estimating the
amount of light from undetected galaxies, and the star formation associated with them. This
difficulty becomes particularly relevant within the first billion years after the Big Bang when a
large population of faint, still undetected, galaxies existed (5). These galaxies are expected to
drive the re-ionization of the Universe: the period when energetic UV photons from young stars
escaped into intergalactic space and ionized the neutral hydrogen of the intergalactic medium.
Similarly, recent (i.e. within one billion years from the present age) star formation measured
using space-borne UV observatories is based on surveys extending over small solid angles (6),
and are therefore subject to density fluctuations in the large-scale structure, an effect known as
cosmic variance.

Observational estimates of the SFH are sufficiently uncertain that measurements with mul-
tiple independent methodologies are desirable. Starlight that escapes galaxies is almost never
destroyed and becomes part of the extragalactic background light (EBL), the total light accumu-
lated by all sources over the lifetime of the Universe (7–9). While extremely important, accurate
measurements of this diffuse all-sky background at UV to IR wavelengths, and particularly its
build-up over time, have only just become possible (10).

We present an alternative approach to measure the SFH based on the attenuation that the
EBL produces in the γ-ray spectra of distant sources. γ rays with sufficient energy can an-
nihilate when they collide with EBL photons and produce electron-positron pairs (i.e. the re-
action γγ → e+e−), effectively being absorbed as a result of the interaction (11). Above a
given threshold energy, the attenuation experienced by every γ-ray source at a similar distance
depends on the number density of the EBL target photons integrated along the line of sight;
observations of γ-ray sources at different distances (as measured by the sources redshifts) can
be used to measure the density of EBL photons at different cosmic times.

We analyze γ-ray photons detected by the Large Area Telescope (LAT) instrument on the
Fermi Gamma-ray Space Telescope, over 9 years of operations. Our sample of suitable objects
for this analysis consists of 739 blazars, galaxies hosting a super-massive black hole with a rela-
tivistic jet pointed at a small angle to the line of sight. The distances of these blazars correspond
to lookback times of 0.2-11.6 billion years according to the standard cosmological model (12).
We perform a likelihood analysis to find the EBL attenuation experienced by all blazars whilst
simultaneously optimizing the spectral parameters independently for each blazar (13). This is
accomplished individually for each source, by defining a region of interest that comprises all
γ rays detected within 15◦ of the source position and creating a sky model that includes all
sources of γ rays in the field. The parameters of the sky model are then optimized by a maxi-
mum likelihood method. For every blazar, the fitting is performed below an energy at which the
EBL attenuation is negligible and thus yields a measurement of the intrinsic (i.e., unabsorbed)
blazar spectrum. The intrinsic spectra are described using simple empirical functions (14) and
extrapolated to higher energy, where the γ rays are expected to be attenuated by the EBL.

Potential EBL absorption is added to the fitted spectra as follows:(
dN

dE

)
obs

=

(
dN

dE

)
int

× e−b·τγγ(E,z) (1)

2



where
(

dN
dE

)
obs

and
(

dN
dE

)
int

are the observed and intrinsic blazar spectra respectively, τγγ(E, z)
is the EBL optical depth as estimated from models (at a given energy E and redshift z) and b is
a free parameter. The data from all blazars are combined to yield the best-fitting value of b for
each model. A value of b = 0 implies no EBL attenuation is present in the spectra of blazars,
while b ≈ 1 implies an attenuation compatible with the model prediction. Twelve of the most
recent models that predict the EBL attenuation up to a redshift of z = 3.1 have been tested in
this work. We detect the attenuation due to the EBL in the spectra of blazars at & 16 standard
deviations (σ) for all models tested (see Table S2).

Our analysis leads to detections of the EBL attenuation across the entire 0.03 < z < 3.1
redshift range of the blazars. From this, we identify the redshift at which, for a given energy, the
Universe becomes opaque to γ rays, known as cosmic γ-ray horizon (Figure 1). With the optical
depths measured in six energy bins (10 − 1000 GeV) across twelve redshift bins (14) we are
able to reconstruct the intensity of the EBL at different epochs (Figure 2). We model the cosmic
emissivity (luminosity density) of sources as several simple spectral components at UV, optical,
and near-IR (NIR) wavelengths. These components are allowed to vary in amplitude and evolve
with redshift independently of each other to reproduce, through a Markov Chain Monte Carlo
(MCMC) analysis, the optical depth data. The emissivities as a function of wavelength and
redshift allow us to reconstruct the history of the EBL over ∼ 90 % of cosmic time.

At z = 0 the energy spectrum of the EBL is close to the one inferred by resolving indi-
vidual galaxies in deep fields (15). At all other epochs, Fermi LAT is most sensitive to the
UV-optical component of the EBL, and is only able to constrain the NIR component at more
recent times (see Figure 2). The intensity of the UV background in the local Universe remains
uncertain, with independent studies reporting differing values (16–18). Our determination of
2.56+0.92(2.23)

−0.87(1.49) nW m−2 sr−1, 1σ(2σ), at 0.2µm favors an intermediate UV intensity in agree-

ment with (18). In the NIR our measurement of 11.6
+1.3(2.6)
−1.4(3.1) nW m−2sr−1, 1σ (2σ), at 1.4µm is

consistent with integrated galaxy counts (19,20), leaving little room for additional components,
contrary to some suggestions (21, 22). This notably includes contributions from stars that have
been stripped from galaxies as the technique presented here is sensitive to all photons (23, 24).

At any epoch, the EBL is composed of the emission of all stars (25) that existed up to that
point in time and can therefore be used to infer properties related to the evolution of galaxy pop-
ulations. We focus on the cosmic SFH, which we determine using two independent methods.
First, we use the reconstructed UV emissivity across cosmic time to derive the SFH from es-
tablished relations between the UV luminosity and star-formation rate (26), taking into account
the mean dust extinction within galaxies (10,27,28). The second approach uses a physical EBL
model (29) to calculate the optical depth due to the EBL directly from the SFH. The SFH is
then optimized using a MCMC to reproduce the Fermi-LAT optical depth data (14). The two
approaches yield consistent results for the SFH, which is well constrained out to a redshift of
z ≈ 5, i.e., to the epoch 1.5 billion years after the Big Bang (Figure 3).

Because the optical depth increases with the distance traveled by the γ rays, we obtain the
tightest constraints in the redshift range 0.1 < z < 1.5, beyond which our sensitivity decreases
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due to the lower number of observed blazars. To improve the constraint of the SFH beyond
z = 3, we have complemented the blazar sample with a gamma-ray burst (GRB 080916C) at
z = 4.35 (30). This allows us to place upper limits on the SFH at z & 5, because photons
generated at redshifts higher than the z = 4.35 limit of our sample remain in the EBL, become
redshifted, and start interacting with the γ rays from the blazars and the GRB used here at
z < 4.35.

At z & 6 the far-UV background (photon energy > 13.6 eV) is responsible for the re-
ionization of the neutral hydrogen in the Universe, but the nature of ionizing sources has not
been conclusively identified. One possibility is that ultra-faint galaxies existing in large numbers
can provide the required ionizing photons (31, 32). In this case, the galaxy UV luminosity
function must be steep at the faint end. Recent measurements of the luminosity function in the
deepest Hubble fields remain inconclusive at the faintest levels (absolute AB magnitudeMAB &
−15) with some suggesting a continued steep faint-end slope (33, 34) and others claiming a
turnover (35, 36). Our upper limits at z = 5 − 6 on the UV emissivity ρUV < 3.2(5.3) × 1026

erg s−1 Mpc−3 Hz−1 1σ (2σ), see Figure 4, suggest a turnover of the luminosity function at
MAB ∼ −14 in agreement with (35) and (36). This still allows for abundant photons to drive
the re-ionization.
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5. Università di Pisa and Istituto Nazionale di Fisica Nucleare, Sezione di Pisa I-56127 Pisa,
Italy

6. Laboratoire Astrophysique Interactions Multi-échelles, Commissariat á l’énergie atomique-
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ticules, F-34095 Montpellier, France
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Materials and Methods

Sample Selection and Data Analysis
Our sample is selected starting from the objects reported in the third catalog of active galactic
nuclei detected by the LAT, 3LAC, (43). We exclude all the blazars reported there with a
double association and those lacking a redshift measurement. Most redshift measurements for
BL Lacs reported in 3LAC come from (44). For each source we assess the significance of the
detection (between 1 GeV and 1 TeV) defining a test statistics (TS) as TS = 2∆ log L , where
L represents the likelihood function between models with and without the source of interest.
We use this to exclude all sources that have a TS < 25 in this analysis. Our final sample
comprises 419 FSRQs and 320 BL Lacs distributed (see Figure S1) between a redshift of 0.03
and 3.1.

The analysis relies on 101 months (Aug. 2008 to Jan. 2017) of Pass 8 (P8) class ‘SOURCE’
photons detected by the LAT between 1 GeV and 1 TeV. This dataset was filtered to eliminate
times when the spacecraft was over the South Atlantic Anomaly and to remove photons detected
at angles larger than 100◦ from the zenith. For the analysis of each source we use photons within
15◦ of the source position (region of interest, ROI). For each ROI we define a sky model that
comprises the diffuse Galactic (45) and extragalactic emission (46) as well as the emission
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from background sources in the ROI. The latter includes sources detected in the third Fermi-
LAT catalog, 3FGL, (47) as well as any new source that is detected because of the additional
exposure (with respect to the 3FGL) used here. These sources are found generating a TS map
and identified as excesses above a TS = 25 threshold and added to the sky model with a
power-law spectrum. The LAT ‘P8R2 SOURCE V6’ instrumental response function (IRF) and
a binned likelihood method are used to fit the sky model to the data.

0.01 0.03 0.1 0.3 1 2 3 4 5
Redshift

1

10

100

N

FSRQs
BL Lacs
All blazars 
GRB 080916C

Figure S1 Redshift distribution of the sources used in this analysis on a logarithmic scale.

Intrinsic Spectra of Blazars
To capture the intrinsic curvature in the spectra of blazars we adopt the following strategy that
has been optimized using simulations prior to the data analysis (see below). The data are fitted
only to a maximum energy up to which the attenuation of the EBL is negligible. This is defined
as the energy at which the optical depth τγγ<0.1 for the model of (29). However, we tested that
our analysis is robust against changes of EBL model used to define this maximum energy and
changes to the threshold (from e.g. τγγ< 0.1 to τγγ< 0.05). The optical depth decreases sharply
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Table S1. Criteria, optimized on simulations, adopted to choose a spectral model.

TSc,1 TSc,2 Model Chosen

< 1 < 3 Log-parabola
> 1 < 3 Power law with exponential cut-off with γ1=0.5

> 3 Power law with exponential cut-off with γ1 free

in this regime where not many EBL photons are expected due to a characteristic drop-off at the
Lyman-limit (13.6 eV). Our baseline model for the intrinsic blazar spectrum is a log-parabola:

dN

dE
= N0

(
E

Eb

)−α+β log(E/Eb)

(S1)

where N0 (the normalization), α (photon index), β (curvature) are all free parameters and Eb is
a scaling energy. We also test whether an exponential power law could be a better representation
of the blazar spectrum and this is defined as:

dN

dE
= N0

(
E

Ec

)α
e−(E/Eb)

γ1 (S2)

where Ec (cut off energy) and γ1 (the exponential index) are all free parameters. Smoothed
broken power laws and broken power laws were also tested, but they were never found to
describe the blazar intrinsic spectrum better than the two models reported above in the energy
range used in this work.

When testing the exponential cut-off model we perform a first fit with γ1 fixed at 0.5 (justi-
fied from the observations of hundreds of FSRQs, see (48)) and then another fit leaving γ1 free
to vary. We define two TS of curvature TSc,1 and TSc,2 as follows:

TSc,1 = 2(logLexp,γ1=0.5 − logLlog−parabola) (S3)
TSc,2 = 2(logLexp,γ1=free − logLlog−parabola). (S4)

where logLexp,γ1=0.5 and logLexp,γ1=free are the log-likelihoods derived using the exponen-
tial cut-off model with γ1 = 0.5 and γ1 free to vary respectively and logLlog−parabola is the
log-likelihood of the log-parabola model.

We adopt the criteria reported in Table S1 to choose the model used to describe each blazar’s
intrinsic spectrum. In order to avoid convergence problems, in the analysis presented above, the
exponential index γ1 remains fixed at either 0.5 or the best-fitting value found at this step. The
median of the distribution of fitted γ1 values is ≈0.5.
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Analysis

Results for Blazars
Once the choice of the intrinsic spectrum for the sources has been made, the analysis reverts
to using the full, 1 GeV–1 TeV, energy band and the modeled spectra of all sources include the
EBL attenuation as reported in Equation 1, where b is a parameter, common to all sources, that
is varied to fit the EBL model prediction to the data. A b = 1 would mean that the EBL model
predictions are in agreement with the LAT data, while a b = 0 would imply that there is no
evidence for attenuation due to absorption by EBL photons in the spectra of blazars.

Because of the complexity of the problem, the b parameter is not optimized in one stage.
Instead, for each source we scan the likelihood function in very small steps of b creating a
profile likelihood. In this process, the parameters of the diffuse emission, those of the brightest
sources, and those of the source of interest (except γ1) are all left free to vary. For each source,
the best-fitting b value is the one that maximizes the log-likelihood. A TS of the detection of the
EBL can be built comparing the log-likelihood values at the best-fitting b = b0 and at b = 0 as
TSEBL = 2[logL(b0)− logL(b = 0)]. Because log-likelihoods (and thus TS) are additive, we
can determine the b value that maximizes the global (for all sources) likelihood and produces
the largest TSEBL. In Figure S2, we plot the TS profile, as a function of b, for all sources (and
separately for BL Lacs and FSRQs) for the model of (29). A b=1.03 improves the fit by a TS
of ∼300, which corresponds to ∼17σ for one degree of freedom. We note that the spectral
evolution of the blazar class with redshift has a negligible effect on this analysis, as apparent
from Figure S2, which shows that the level of EBL measured using (mostly) hard-spectrum BL
Lacs is in very good agreement with that found using soft-spectrum FSRQs. As an additional
test we report the values of the b parameter for the model of (29) for BL Lacs with a synchrotron
peak frequency > 1016 Hz (called HSPs) and for the remaining BL Lacs; these are respectively
bHSPs = 0.98+0.09

−0.13 (TSEBL=125.8) and brest = 0.86+0.16
−0.10 (TSEBL = 45.1). These highlight once

more that there is no bias in the level of the EBL due to the spectral evolution of the blazar class.
One can also measure the compatibility of a model prediction with the Fermi-LAT data

defining a TS as TSb=1 = 2[logL(b0)− logL(b = 1)]. By definition a large TSb=1 implies that
the model predictions are in tension with the Fermi-LAT data; this typically happens when the
model predicts a larger-than-observed attenuation. Table S2 shows the results of our analysis for
some of the models available in the literature that have not been found in tension with previous
γ-ray data. The table shows that the high model of (49) and the best-fitting model of (50) are
excluded. Moreover, the models of (51) and (37) are found in tension at the ∼ 3σ level with
the Fermi-LAT observations. All these models predict a larger optical-UV intensity of the EBL
than the models compatible with the LAT data.

The optical depth as a function of energy and redshift can be measured by repeating the
above procedure (i.e., renormalizing the optical depth predicted by a model), but in small en-
ergy and redshift bins. In this process, the uncertainty due to the small disagreement between
different EBL models, about the shape of the optical depth curve within any given bin, has
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Figure S2 Detection of the attenuation of the EBL. Test statistics of the EBL as a function
of the scaling parameter b adopting the model of (29). The shaded regions show the 1σ and
2σ confidence intervals around the best fitting value of b. This TS profile was obtained by
summing the TS profiles of every source, including variable sources.

been included in the final uncertainty of the optical depth. The final uncertainty includes also
the 10 % systematic uncertainty discussed below. The redshift bins were chosen so that similar
values of TSEBL were obtained in all the bins. Figure S3 shows measurements of the optical
depth τγγ due to EBL absorption in different redshift and energy bins. It is apparent from the
figure that most of the constraining power is around τγγ ≈ 1. Formally the τγγ(E, z) = 1 value
marks the cosmic γ-ray horizon, i.e., the energy above which our Universe becomes opaque to
γ rays for a given redshift (56, 57). The energy at which τγγ(E, z) = 1 at any redshift can be
found by renormalizing any EBL model to fit the data presented in Figure S3 and propagating
the (statistical plus systematic) uncertainties. Figure 1 shows that Fermi LAT maps the horizon
position with energy from low (z ≈ 0.03) to high (z ≈ 3.1) redshift. Figure 1 also shows the
highest-energy photons detected from the blazars in our sample.
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Figure S3 Measurements of the optical depth τγγ due to the EBL in different redshift and
energy bins. The lines show the predictions of two EBL models (29, 37).
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GRB 080916C
In order to constrain the EBL and SFH to the highest possible redshifts, we complement the
blazar sample with a single gamma-ray burst (GRB), GRB 080916C, detected by Fermi LAT
at z=4.35 (30, 58). This was an extremely luminous event, whose hard spectrum has already
produced constraints on the SFH at high redshift (59, 60). With respect to previous works, the
release of the Pass 8 event-level analysis has allowed us to recover more high-energy photons,
particularly one at 27.4 GeV, ≈146 GeV in the source frame, from GRB 080916C (61).

The analysis is similar to the one reported by (62). Transient-class photons between 0.1 GeV
and 100 GeV were downloaded around a 10◦ position from the burst and from the time of the
GRB until 1775.9 s later. Photons detected at a zenith angle greater than 105◦ were removed.
The ROI model consists of the burst, the Galactic and isotropic templates (63). We rely on the
‘P8R2 TRANSIENT020’ IRF.

The source intrinsic spectrum is represented (and fitted up to 10 GeV) by a single power
law (with a photon index of 2.25±0.06) employing a time-averaged analysis. No curvature is
observed in the Fermi-LAT spectrum. A time-resolved analysis does not yield any difference
for this work (62). We produce a 95 % upper limit on the optical depth by adopting the same
method as described above for blazars. This upper limit is τγγ < 0.46 at an energy of ≈17 GeV
and z=4.35 and it does not depend on the EBL model used to derive it. This upper limit is a
factor of two lower than that used by (60). This is due to the additional photons detected at
>10 GeV and particularly to the 27.4 GeV photon. The probability that this photon belongs
to the background, rather than to GRB 080916C, is only 5×10−5. A so-called ‘maximally
conservative upper limit’ based on the assumption that the intrinsic spectrum cannot be harder
than a power law with an index Γ = 1.5 is even more constraining; however, it is not adopted
here. The spectrum of GRB 080916C used here is shown in Figure S4.

Tests and Simulations

Simulations of Blazar SEDs
The analysis chain described in the previous section has first been tested and optimized on
Monte Carlo simulation of synthetic spectral-energy distributions (SEDs) of blazars with prop-
erties matching those of blazars observed by Fermi LAT.

The SEDs are generated from physical models of blazars’ emission that include synchrotron
and synchrotron self-Compton as well as (for FSRQs) external Compton scattering and were
generated with the numerical code presented in (64) and (65). These SEDs reproduce the range
of peak frequencies very well (for both the synchrotron and γ-ray components), including peak
curvatures and γ-ray photon indices observed in both Fermi-LAT BL Lacs and FSRQs. They
include all known effects that contribute to determining the curvature of the intrinsic γ-ray
spectrum of Fermi blazars. The crucial transition from the Thomson to the Klein-Nishina cross
section as well as (mostly important for FSRQs) absorption within the broad line region (for

26



Ta
bl

e
S3

.
E

B
L

O
pt

ic
al

D
ep

th
s
τ γ
γ

in
bi

ns
of

re
ds

hi
ft

an
d

en
er

gy
as

re
po

rt
ed

in
Fi

gu
re

S3
.

z̄
z m

in
z m

a
x

[1
0.

0-
21

.4
]

[2
1.

4-
46

.4
]

[4
6.

4-
10

0.
0]

[1
00

.0
-2

15
.4

]
[2

15
.4

-4
64

.1
]

[4
64

.1
-1

00
0]

(G
eV

)
(G

eV
)

(G
eV

)
(G

eV
)

(G
eV

)
(G

eV
)

0.
14

0.
03

0.
23

··
·

··
·

<
0.

02
0.

14
+

0
.0

4
−

0
.0

4
0.

44
+

0
.0

9
−

0
.0

9
0.

96
+

0
.2

3
−

0
.2

1

0.
27

0.
23

0.
34

··
·

··
·

<
0.

11
0.

44
+

0
.1

5
−

0
.1

4
0.

90
+

0
.3

1
−

0
.2

8
>

4.
32

0.
39

0.
34

0.
44

··
·

<
0.

02
<

0.
16

0.
34

+
0
.1

6
−

0
.1

4
1.

59
+

0
.5

6
−

0
.4

4
>

3.
30

0.
52

0.
44

0.
60

··
·

<
0.

01
<

0.
19

0.
69

+
0
.2

4
−

0
.2

2
2.

55
+

0
.8

8
−

0
.7

3
>

3.
72

0.
65

0.
60

0.
68

··
·

<
0.

05
0.

32
+

0
.1

6
−

0
.1

4
1.

24
+

0
.5

2
−

0
.4

2
>

1.
61

>
2.

46
0.

79
0.

69
0.

89
··
·

<
0.

06
0.

36
+

0
.1

6
−

0
.1

5
1.

54
+

0
.6

1
−

0
.4

9
>

5.
57

>
1.

73
0.

92
0.

89
0.

94
<

0.
01

0.
05

+
0
.0

4
−

0
.0

4
0.

51
+

0
.1

8
−

0
.1

7
1.

92
+

0
.7

8
−

0
.6

3
>

4.
56

>
1.

25
1.

01
0.

94
1.

09
<

0.
01

<
0.

08
0.

60
+

0
.1

8
−

0
.1

6
1.

67
+

0
.6

0
−

0
.5

0
>

4.
38

>
2.

16
1.

24
1.

10
1.

37
0.

01
+

0
.0

1
−

0
.0

1
0.

09
+

0
.0

4
−

0
.0

4
0.

69
+

0
.1

7
−

0
.1

6
3.

43
+

1
.3

2
−

0
.9

1
>

5.
59

>
3.

16
1.

47
1.

38
1.

59
<

0.
01

0.
21

+
0
.0

6
−

0
.0

6
1.

48
+

0
.3

8
−

0
.3

3
>

4.
38

>
2.

15
··
·

1.
82

1.
60

2.
14

0.
03

+
0
.0

2
−

0
.0

2
0.

28
+

0
.0

8
−

0
.0

8
1.

27
+

0
.3

2
−

0
.3

0
4.

21
+

2
.9

0
−

1
.5

9
>

3.
03

··
·

2.
40

2.
15

3.
10

0.
05

+
0
.0

5
−

0
.0

4
0.

60
+

0
.1

9
−

0
.1

7
2.

97
+

1
.4

5
−

1
.0

2
>

2.
13

··
·

··
·

27



Figure S4 Spectrum of GRB 080916C between 0.1 GeV and 100 GeV. The solid line and
shaded region represent the best-fitting power-law model and its 1σ uncertainty, respectively.

different distances of the emission region from the broad line region) are all taken into account
and contribute to determine the shape of the blazars’ spectra at high energy.

These SEDs, attenuated by the EBL for a range of redshifts similar to those of Figure S1,
are then used to simulate LAT observations of these synthetic sources and have been used to
optimize the analysis set-up presented above. In particular, the values of the minimum energy
(Emin=1 GeV) and those of TSc,1 and TSc,2 have been derived from the analysis of simula-
tions. Figure S5 shows that the analysis chain employed in this work can effectively recover the
simulated level of EBL.

Variability
Blazars are inherently variable objects (at all wavelengths) and variability may bias or com-
plicate the measurement of the EBL attenuation. In order to cope with blazars’ variability as
much as possible, a time-resolved analysis is performed for all sources that are found variable
at > 10 GeV in the recent third catalog of hard sources, 3FHL, (66). We rely on the time bins
derived by the Bayesian block analysis presented in 3FHL as these are times when the sources
were found to alter their state at > 10 GeV, which is the relevant energy range for detecting the
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Figure S5 Detection of the EBL attenuation in Monte Carlo simulations. Test statistics of
the EBL as a function of the scaling parameter b adopting the model of (29) for our set of Monte
Carlo simulations. The shaded regions show the 1 σ and 2σ confidence intervals around the best
fit.

EBL attenuation. In each time bin, the criteria reported in Table S1 are used to determine the
best intrinsic spectral model. Because for a given source time-resolved spectra can be treated as
independent observations, their contribution to the TSEBL has been summed to the one of the
remainder of the sample. Figure S2 includes the contribution from variable and non-variable
sources. The level of EBL as determined from the variable sources alone is found to be in good
agreement with the rest of the sample. Figure S6 shows the TSEBL as a function of the b pa-
rameter (for the model of (29)) for 4 variable BL Lacs and FSRQs and how that compares to
the result of a time-averaged analysis. In general, we find a time-averaged analysis works well
for objects which vary primarily in flux, while a time-resolved analysis is required for all those
objects experiencing also spectral variability (see right versus left plots in Figure S6). Finally,
we used the Fermi All-sky Variability Analysis tool (67, 68) to search for significant residual
spectral variability within Bayesian blocks, but none could be found.
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Figure S6 Impact of time-resolved analysis. Contribution to the TSEBL as a function of scaling
parameter b, adopting the model of (29), for the time resolved (Summed) and time averaged
(Average) analysis for two BL Lacs (top) and two FSRQs (bottom).

Systematic Uncertainties
In order to gauge the systematic uncertainties of this analysis we have performed the tests
reported below:

• Instead of using a variable maximum energy up to which to fit the intrinsic spectrum
(chosen to be the energy corresponding to τγγ < 0.1 for the model of (29)), we use a
constant maximum energy of 10 GeV for all sources. Repeating the entire analysis we
find b = 1.09± 0.08 in agreement with the results presented in the main text.

• A similar result as above has been obtained using a maximum energy, to measure the
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intrinsic spectrum, defined as that obtained when τγγ< 0.05 (b = 1.07 ± 0.08 for the
model of (29)).

• We use the IRF bracketing method as described in (69). By deriving two different sets
of IRFs and repeating the entire analysis we find that the systematic uncertainty in the
optical depth τγγ is of the order ∼7 %.

The results presented in the above sections are fully confirmed and the systematic uncer-
tainty on the optical depth τγγ due to changing the energy threshold to characterize the intrinsic
spectrum and IRF are, together, .10 %. A systematic uncertainty of 0.1×τγγ (added in quadra-
ture) has been included in the uncertainties reported in Figures 1 and S3 and propagated to all
results that use those data.

Reconstructing the evolving EBL
The optical depth for a γ ray of observed energy Eγ originating in a source at redshift zs is
related to the evolving number density of EBL photons, nEBL(ε, z), (70–72):

τγγ(Eγ, zs) = c

∫ zs

0

∣∣∣∣ dtdz
∣∣∣∣ dz ∫ 1

−1

(1− µ)
dµ

2

∫ ∞
2m2

ec
4/εγ(1−µ)

σ(εEBL, εγ, µ)nEBL(ε, z)dεEBL (S5)

where the rest-frame energy of γ rays and EBL photons are denoted by εγ = Eγ(1 + zs)
and εEBL = EEBL(1 + zs) respectively, µ = cos θ denotes the angle of incidence between
the two photons, and |dt/dz|−1 = H0(1 + z)

√
ΩM(1 + z)3 + ΩΛ, where the Hubble and the

cosmological parameters areH0 = 70 km s−1 Mpc−1, ΩM=0.3, and Ωλ =0.7. The cross section
for the photon-photon interaction appearing in the last integral in Equation S5 is

σ(εEBL, εγ, µ) =
3σT
16

(1− β2)

[
2β(β2 − 2) + (3− β4) ln

(
1 + β

1− β

)]
, (S6)

with

β =

√
1− 2m2

ec
4

εEBLεγ(1− µ)
.

where mec
2 is the electron rest mass. In other words, for a given cosmology, the SED and

evolution of the EBL uniquely specify the optical depth at all redshifts. Conversely, we can use
the measured optical depths τγγ(Eγ, z) to reconstruct nEBL(ε, z).

The physical properties of galaxies, such as star-formation rate, stellar mass and metallicity,
are encoded in their SED. Rather than the EBL, which is accumulated over cosmic time, it
is more informative to study the instantaneous SED of the galaxy population as a whole i.e.,
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the cosmic emissivity. The buildup of the EBL is related to the volume emissivity j(ε, z) (or
equivalently, luminosity density) via:

nEBL(ε, z) = (1 + z)3

∫ ∞
z

j(ε′, z̄)

ε′

∣∣∣∣ dtdz̄
∣∣∣∣ dz̄, (S7)

where ε′ = ε(1 + z̄) is the rest-frame energy at z̄. The EBL spectral intensity (see Figure 2) can
be found from the number density by εI(ε, z) = c

4π
ε2nEBL(ε, z).

Model for the Cosmic Emissivity
Our task is to reconstruct j(ε, z) based on the measured optical depths reported in Figure S3
without making assumptions on galaxy properties or their stellar population. We represent j(λ)
as the sum of several log-normal templates with a fixed peak position:

j(λ) =
∑
i

ai · exp

[
−(log λ− log λi)

2

2σ2

]
[erg · s−1cm−3Hz−1] (S8)

where we fix σ = 0.2, λi = [0.17, 0.92, 2.2, 8.0]µm and the amplitudes ai are left free to
vary. We find that four log-normal templates allow for a sufficiently flexible spectral shape
from UV to the mid-IR. A Lyman-break is imposed by cutting off the spectrum at ε > 13.6 eV
where neutral hydrogen becomes opaque. We have chosen the fixed locations (λi) and width
(σ) of the templates such that common features in galaxy SEDs, a flat far-UV continuum and
a 4000Å/Balmer break, are easily captured. Each template is allowed to evolve independently
with redshift based on a function similar to the SFH parametrization of (1) leading to the full
expression

j(λi, z) =
∑
i

ai · exp

[
−(log λ− log λi)

2

2σ2

]
× (1 + z)bi

1 +
(

1+z
ci

)di . (S9)

At each of the fixed wavelengths λi, one parameter controls the amplitude, ai, and three control
the evolution, bi, ci and di, yielding a total of 4×4 = 16 free parameters. The number of optical
depth data points is 60.

To explore the sensitivity to different functional forms for the evolution, we also test the
parametrization from (73):

j(λi, z) ∝
ai + biz

1 + (z/ci)di
, (S10)

with free parameters ai, bi, ci, and di which we display alongside our main results for the SFH
in Figure S11.
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Markov Chain Monte Carlo: Setup
We use the MCMC code emcee (74), a Python implementation of an affine invariant MCMC
ensemble sampler (75), to constrain the parameters controlling the emissivity. The likelihood
function is estimated as L ∝ exp (−χ2) where χ2 is given by

χ2 =
N∑
i=1

M∑
j=1

[τdata(Ei, zj)− τmodel(~θ|Ei, zj)]2
σ2
i,j

(S11)

where there are N energy (Ei) bins, M redshift (zj) bins, τdata(Ei, zj) is the measured absorp-
tion optical depth presented in Figure S3, τmodel(~θ|Ei, zj) is the model absorption optical depth
with parameters ~θ, and σi,j is the (statistical plus systematic) uncertainty on the absorption
optical depth measurements.

We choose flat priors on all parameters log ai/(ergs−1Mpc−3Hz−1) = [22, 32], bi = [−2, 10],
ci = [1, 7], di = [0, 20]. We restrict the range of the evolution parameter controlling the location
of the peak (or curvature) to ci = [1, 7] since our dataset has limited constraining power for
shape changes at redshifts much larger than our sample coverage (0 < z < 4). Note how-
ever, that this does not force the presence of a peak and a turnover as the function reduces to a
power-law ∝ (1 + z)bi when d→ 0.

With the emissivity specified as a function of wavelength and redshift, we calculate the re-
sulting EBL and optical depth according to Equations S5–S7 respectively for each proposed
step in the MCMC. Each calculation of τγγ involves integrating over wavelength, redshift and
angle of incidence, but we only require τγγ at six energies, for every redshift, making it compu-
tationally manageable. Our final results are based on MCMC chains from 120 walkers exploring
the parameter space in 10,000 steps each. This results in 1,140,000 steps after a burn-in of 500
steps for each walker.

Results and Validation
In Figure S7 we display the 68% and 95% confidence regions for the total cosmic emissivity in
several redshift bins. The Fermi-LAT dataset is tightly constraining at UV, optical and, at low-
z, also near-IR wavelengths. The confidence regions get broader towards mid-IR wavelengths
due to the energy range of Fermi LAT being limited to < 1 TeV. Figure S7 also shows that
the Fermi-LAT dataset provides the tightest constraints around z ' 0.5 − 1.5 as the opacity
increases for larger distances traveled. At z & 2 we are limited by the number of bright blazars
with substantial emission above ∼10 GeV in our sample. Comparing our cosmic emissivity
with measurements of integrated galaxy luminosity functions shows that our results are in good
overall agreement across the wavelength range. This implies that the bulk of the EBL is already
accounted for by galaxy surveys.

We have validated this reconstruction method by creating ten sets of fake τ(E, z) data points
in the same energy and redshift bins, and possessing the same fractional uncertainties, as the
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Figure S7 The cosmic emissivity (luminosity density) as a function of wavelength in sev-
eral redshift slices. The blue shaded regions correspond to the 1σ and 2σ confidence regions
resulting from the empirical EBL reconstruction method. The data points are independent mea-
surements from integrated galaxy luminosity functions in the literature. We have not corrected
the data for evolution from the redshift displayed (e.g. z = 1 panel shows measurements at
0.9< z < 1.15) which may cause some additional scatter. Our results are in general agreement
with the galaxy survey data. The gray lines correspond to the EBL model of (37) where the
luminosity density is found to be dominated by a spiral-type galaxy SED template.
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original dataset. The simulated datasets are generated by drawing random sets of values for the
16 parameters of Equation S9, within their assumed priors, and calculating the optical depths at
each energy and redshift bin. Our reconstruction recovers the fake EBL in all cases within the
derived 2σ uncertainty region. We see no evidence for a systematic over- or underestimation
of the emissivity at any particular wavelength. The largest offsets arise at > 1µm where the
dataset is less constraining.

Comparison with EBL models and data
The literature offers different approaches to estimate the evolving EBL . There are methodolo-
gies that are observationally motivated (15, 37, 38, 52, 76), physically motivated (29, 55, 77, 78),
and based on semi-analytical models of galaxy formation such as (51, 54). Typically these
models are constructed in such a way that the lower redshifts and, in general, the optical/near-
IR peak are better constrained. Figure S8 shows our reconstructed EBL spectral intensities in
comparison with some of the models.

The reconstructed EBL follows galaxy counts (18, 19) leaving little room for substantial
contributions not resolved by deep galaxy surveys. This is in conflict with several direct mea-
surements of EBL (which may be contaminated by foregrounds, see e.g. (22, 79, 80)) and in
tension with some models proposed to explain the anisotropies measured in diffuse light (23).

Relative to EBL models, in the local Universe, we find that our estimate roughly follows the
median of existing models. The models by (29), (55), (37), (38), and (52) reproduce our results
quite well. The fiducial model by (51) tends to follow the upper region of our 1σ band. Finally,
the baseline model by (54) provides too much UV and too little near-IR.

The strategy of using the observation of γ-ray photons to derive constraints on the back-
ground has been used extensively in recent years. Early attempts, characterized by scarcer
γ-ray data, only allowed intensity upper limits as a consequence of assumptions on the intrinsic
spectra of blazars (42, 81, 82). These results were followed by more sophisticated approaches
based on more and better data that allowed the EBL detection and study, both with the LAT
at somewhat lower energies and thus, larger redshifts (13, 62, 83, 84), and with Imaging Atmo-
spheric Cherenkov Telescopes (IACTs). These results from IACTs mostly constrain the local
Universe (39–41), although the MAGIC collaboration also probed the EBL at z ∼ 1 with the
detection of two blazars (85, 86). Notably, our derived EBL at z = 0 is even closer to the
integrated counts compared to previous γ-ray derived EBL measurements.

Table S4 reports the EBL spectral intensities at several redshifts as displayed in Figure 2.
Using Equation S5, we can calculate the optical depth curves as a function of energy and redshift
from our reconstructed EBL. These can be used to correct spectra of cosmological γ-ray sources
for EBL absorption in order to study physical properties of the source and are provided online.
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Table S4. Spectral intensitya (λIλ) of the EBL as a function of redshift and wavelengths as
reported in Figure 2. The intensities reported in the this table are in comoving coordinates. To
reproduce the results of Figure 2 (shown in physical coordinates) they need to be multiplied by
a (1 + z)3 factor. A machine-readable version of this table is provided in Data S1 and online.

λ z = 0 z = 1 z = 2 z = 3
(µm) (nW m−2 sr−1) (nW m−2 sr−1) (nW m−2 sr−1) (nW m−2 sr−1)

0.102 0.12+0.12
−0.07 0.41+0.08

−0.06 0.36+0.11
−0.07 0.21+0.07

−0.08

0.111 0.33+0.31
−0.20 0.90+0.18

−0.13 0.72+0.20
−0.14 0.39+0.14

−0.15

0.120 0.59+0.51
−0.34 1.42+0.29

−0.21 1.05+0.28
−0.21 0.55+0.21

−0.23

0.130 0.90+0.68
−0.49 1.92+0.38

−0.29 1.33+0.36
−0.28 0.68+0.28

−0.30

0.141 1.22+0.83
−0.63 2.37+0.44

−0.37 1.55+0.40
−0.34 0.78+0.34

−0.35

0.153 1.55+0.92
−0.74 2.74+0.50

−0.43 1.71+0.45
−0.38 0.84+0.39

−0.39

0.166 1.87+0.98
−0.84 2.99+0.56

−0.46 1.80+0.47
−0.42 0.87+0.43

−0.42

0.180 2.16+0.99
−0.87 3.15+0.59

−0.48 1.82+0.48
−0.44 0.87+0.45

−0.42

0.195 2.44+0.93
−0.89 3.21+0.58

−0.48 1.79+0.47
−0.45 0.84+0.46

−0.42

0.212 2.68+0.87
−0.86 3.19+0.55

−0.47 1.72+0.46
−0.44 0.80+0.45

−0.41

0.230 2.86+0.79
−0.79 3.10+0.50

−0.44 1.62+0.45
−0.42 0.75+0.45

−0.38

0.249 3.01+0.70
−0.69 2.98+0.45

−0.40 1.52+0.43
−0.40 0.71+0.42

−0.36

0.270 3.12+0.60
−0.56 2.85+0.41

−0.36 1.44+0.40
−0.39 0.68+0.39

−0.35

0.293 3.23+0.50
−0.48 2.75+0.38

−0.33 1.40+0.38
−0.39 0.66+0.41

−0.36

0.318 3.33+0.44
−0.41 2.72+0.34

−0.32 1.39+0.42
−0.43 0.68+0.46

−0.39

0.345 3.46+0.41
−0.42 2.77+0.38

−0.35 1.45+0.52
−0.53 0.70+0.56

−0.43

0.374 3.63+0.46
−0.48 2.96+0.44

−0.43 1.57+0.71
−0.65 0.74+0.75

−0.48

0.405 3.87+0.59
−0.62 3.27+0.57

−0.56 1.77+0.96
−0.83 0.84+0.98

−0.58

0.440 4.21+0.75
−0.80 3.73+0.72

−0.77 2.04+1.28
−1.06 0.99+1.26

−0.72

0.477 4.64+0.92
−0.98 4.34+0.94

−1.01 2.38+1.69
−1.33 1.20+1.63

−0.92

0.517 5.19+1.12
−1.20 5.06+1.20

−1.27 2.80+2.12
−1.63 1.47+2.09

−1.18

0.561 5.84+1.32
−1.42 5.91+1.48

−1.57 3.27+2.58
−1.95 1.78+2.66

−1.45

0.608 6.59+1.50
−1.65 6.81+1.77

−1.93 3.79+3.07
−2.28 2.13+3.32

−1.75

0.660 7.41+1.67
−1.87 7.71+2.14

−2.23 4.32+3.55
−2.60 2.47+4.35

−2.06

0.716 8.25+1.82
−2.02 8.56+2.50

−2.55 4.88+4.01
−2.95 2.88+5.38

−2.41

0.776 9.09+1.90
−2.13 9.30+2.87

−2.84 5.48+4.56
−3.35 3.27+6.58

−2.72

0.842 9.88+1.95
−2.16 9.90+3.23

−3.09 5.98+5.15
−3.72 3.64+7.78

−3.02

0.913 10.60+1.96
−2.18 10.32+3.56

−3.18 6.52+5.88
−4.14 3.94+9.86

−3.25

0.990 11.15+1.88
−2.06 10.60+3.84

−3.36 6.83+6.60
−4.40 4.26+12.24

−3.52

1.074 11.54+1.79
−1.90 10.73+4.04

−3.48 6.97+7.81
−4.51 4.51+15.08

−3.73

1.164 11.79+1.65
−1.76 10.64+4.23

−3.47 7.04+9.00
−4.55 4.65+19.68

−3.87

1.263 11.86+1.50
−1.58 10.46+4.47

−3.65 6.91+11.27
−4.47 4.72+28.24

−3.94

1.370 11.73+1.40
−1.41 10.05+4.94

−3.72 6.87+13.94
−4.59 4.79+40.34

−4.00

36

https://figshare.com/s/14f943002230d69a4afd


0.1 1 10 100 1000
Wavelength [µm]

1

10

100

S
p

ec
tr

al
In

te
ns

it
y

[n
W

m
−

2
sr
−

1 ]

This Work

Finke et al. 2010 Model C (15)

Kneiske & Dole 2010 (55)

Doḿınguez et al. 2011 (16)

Gilmore et al. 2012 Fiducial (51)

Helgason & Kashlinsky 2012 (17)

Inoue et al. 2013 Baseline (54)

Stecker et al. 2016 (76)

Franceschini & Rodighiero 2017 (52)

Andrews et al. 2018 (77)

Figure S8 SED of the EBL at z = 0. Recovered EBL spectral energy distribution at z = 0
(solid black line) with its 1σ uncertainties (shaded blue) in comparison with the some estimates
from empirical models from ultraviolet to far-IR wavelengths. We show some examples for
different modeling methodologies: observationally motivated (solid lines), physically motivated
(dotted lines), and theoretically motivated (dashed lines). Our uncertainties start to diverge
above the near-IR as a consequence of the larger uncertainties of our optical-depth data at the
larger γ-ray energies. A compilation of data from direct detection (open gray symbols) and
galaxy counts (filled red symbols, (15)) is also shown. Our spectral intensities match those
results from galaxy counts leaving little room for substantial contributions from sources that
have not been detected in deep surveys.
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Table S4 (cont’d)

λ z = 0 z = 1 z = 2 z = 3
(µm) (nW m−2 sr−1) (nW m−2 sr−1) (nW m−2 sr−1) (nW m−2 sr−1)

1.485 11.50+1.28
−1.38 9.56+5.80

−3.78 6.81+18.49
−4.68 4.81+58.87

−4.05

1.611 11.07+1.35
−1.35 9.09+6.77

−3.86 6.52+25.41
−4.61 4.67+84.71

−3.96

1.747 10.53+1.46
−1.42 8.54+8.48

−3.96 6.20+37.72
−4.52 4.51+117.34

−3.86

1.895 9.94+1.63
−1.53 7.97+10.94

−4.01 5.77+55.07
−4.28 4.38+156.29

−3.84

2.055 9.34+1.87
−1.70 7.57+14.47

−4.07 5.51+76.16
−4.22 4.40+213.73

−3.90

2.229 8.72+2.14
−1.86 7.01+20.41

−4.10 5.38+101.00
−4.31 4.47+271.37

−4.03

2.417 8.16+2.55
−2.03 6.70+28.53

−4.28 5.24+135.49
−4.33 4.51+341.38

−4.11

2.621 7.57+3.20
−2.16 6.31+39.23

−4.30 5.28+174.14
−4.50 4.72+415.24

−4.37

2.843 7.05+4.08
−2.33 5.95+52.73

−4.31 5.38+223.92
−4.71 4.86+494.98

−4.55

3.083 6.54+5.51
−2.48 · · · · · · · · ·

3.344 6.15+7.44
−2.69 · · · · · · · · ·

3.626 5.85+9.76
−2.91 · · · · · · · · ·

3.933 5.46+13.33
−3.03 · · · · · · · · ·

4.265 5.23+17.70
−3.21 · · · · · · · · ·

4.626 5.11+23.25
−3.44 · · · · · · · · ·

5.017 5.07+30.88
−3.70 · · · · · · · · ·
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Implications for the high-z Universe
In principle, there is always some constraining power beyond the maximum redshift of the
sample of γ-ray sources. This is because the γ rays coming from zmax start interacting with
EBL photons which were built up at still earlier times and the rate of the interactions is related
to nEBL ∝ (1 + z)3. Focusing on the UV, which is important for cosmic re-ionization, Figure
S9 suggests rather minimal UV emissivity at z > 4 with respect to measurements from Lyman-
break galaxy surveys. However, it is possible that the confidence regions at these redshifts may
be artificially narrow due to the lack of flexibility in the parameterized shape of the evolution. In
order to test the robustness of the constraints at high-z we have re-run the MCMC and included
an additional term in Equation S9:

jhigh−z(λ, z) = ahigh−z exp

[
−(z − z0)2

2σ2

](
λ

0.17µm

)−0.5

(S12)

centered at z0 = 6 with σ = 0.08. We find that, while this reveals a relatively unconstrained
lower limit for the UV emissivity, the upper limit remains robust at ∼ 3.2(5.3) × 1026 erg s−1

Mpc−3 Hz−1, 1σ(2σ), at z = 5− 6. In Figure 4, we compare this value with the integrated UV
luminosity functions from the Hubble Frontier Fields (HFF) program, which targets extremely
faint galaxies behind strong gravitational lenses, reaching MAB ∼ −13. Some HFF analyses
have found evidence for a turnover in the steep faint-end of the luminosity function (LF) (35,36),
whereas others do not see such a feature (33, 34). The conflicting results at MAB & −15 could
be due to uncertainties in the magnification factor determined by lens models.

Our constraints limit how far a steep faint-end slope can be extrapolated. In fact, Figure
4 shows that the emissivities from the integrated UV luminosity functions are already close to
our derived upper limits, but are all compatible within 2σ. They favor a turnover of the LF at
MAB ∼ −14 in agreement with (35) and (36). The UV emissivity implied by (34) for example
(with no turnover), would reach the 2σ upper limit if extrapolated to MAB ∼ −10.

In Figure 4, we also show the UV emissivity necessary to sustain a reionized Universe at
z = 6. The required emissivity (at 0.15µm) can be shown to be (87):

jUV = 2.5× 1026 ε−1
53

(
1 + z

6

)3(
Ωbh

2
70

0.0461

)2(
C/fesc

30

)2

erg s−1Mpc−3Hz−1. (S13)

Here, Ωb is the cosmic baryon density, h70 is Hubble parameter in units of 70 km s−1Mpc−1,
C is the clumping factor of ionized hydrogen and fesc is the mean escape fraction of ionizing
photons. The parameter ε53 is the number of Lyman continuum photons per unit of forming
stellar mass in units of 1053 photons ·s−1(M� · yr−1)−1. For this we follow (88) exploring values
of ε53 based on stellar population synthesis models assuming a Salpeter IMF and a constant star
formation rate. The width of the grey regions in Figure 4 correspond to the range 0.9 < ε53 <
1.4 when the metallicity is varied from 0.02Z� to 1.0Z� (where Z� is the solar metallicity). We
display the emissivity for a reasonable assumption of C/fesc = 30, showing that our constraints
accommodate a scenario in which the Universe is reionized at z = 6.
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Our constraints at z > 4 come almost entirely from GRB 080916C which provides a strong
upper limit to the optical depth at z = 4.35 whereas the blazar sample alone (z < 3.1) has lower
constraining power. This is a benefit of detecting more high-z γ-ray sources as probes of the
epoch of re-ionization (89).

The Star-Formation History
We derive the SFH from our constraints on the far-UV emissivity in a similar manner to galaxy
surveys that measure the rest-frame UV emission (5, 6, 31, 90, 91). The conversion into star-
formation rate (SFR) requires two assumptions: i) the amount of UV emission expected per
unit SFR, KUV, which is dictated by the initial mass function (IMF) of choice, and ii) the
mean dust extinction within the host galaxies, AV , since photons become a part of the EBL
only if they escape their progenitor galaxies. For the former quantity, we assume KUV =
7.25× 10−29M� yr−1 erg−1 s Hz which is consistent with a Chabrier IMF (92). Our results on
the SFH can be re-scaled by constant factor of 1.6 to represent a Salpeter IMF (93).

For the dust extinction correction, we rely on measured values of the mean AV from the lit-
erature and fit its evolution with redshift using the following parametrization: AV ∝ (1+z)f

1+( 1+z
c )

d .

The result is shown in Figure S10. The measured values of AV are based on different meth-
ods. For instance, these come from: measured UV continuum slopes (90,94), stellar population
synthesis SED fitting (10, 95) and comparison of the integrated UV and IR luminosity func-
tions (28, 96). We choose to use only those data that are measured from a large sample where
robust uncertainty estimation is provided. Studies that assume or estimate values of AV do
not contribute to the fit but are shown in Figure S10 for reference. We obtain the evolving
extinction:

AV (z) = (1.49± 0.07)
(1 + z)(0.64±0.19)

1 + [(1 + z)/(3.40± 0.44)](3.54±0.47)
. (S14)

The SFH is then calculated as:

ρ?(z) = jUV(z) ·KUV · 100.4AV (S15)

where jUV(z) is our reconstructed emissivity at 1600Å.
The confidence regions for the cosmic SFH are shown in Figure 3 in the main paper along

with data points from UV-derived measurements (1). We also display the same result in Figure
S11 showing data from various studies using different tracers of SFR, including limits from
γ-ray constraints of the EBL (103). At low and intermediate redshifts, our results are in good
agreement with (albeit a little bit above) independent measurements from galaxy surveys. At
z > 3, our results are in agreement, within the uncertainties, but favor a rather low SFH. As dis-
cussed in the previous subsection, this is primarily driven by GRB 080916C. More importantly,
because the SFH derived from γ-ray absorption complements traditional methods that probe the
SFH from sources resolved in surveys, our results imply that the bulk of star formation across
cosmic time is already accounted for by surveys.
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Figure S9 Evolution of the cosmic emissivity. The evolution of the cosmic emissivity at UV
(0.16µm), optical (0.45µm) and NIR (1.6µm), panels A, B and C respectively. The shaded
regions show the 1σ and 2σ confidence regions resulting from the empirical EBL reconstruction
model. The data points shown have rest-frame wavelengths in the range 0.15-0.17µm, 0.42-
0.48µm and 1.25-1.27µm in the UV, optical, and NIR panels respectively. Colors and symbols
follow the same scheme as in Figure S7.
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Figure S10 The effects of dust extinction on the derived SFH. Panel A: The mean dust extinc-
tion as a function of redshift. The solid line is our best fit (see Equation S14) with uncertainty
shown as yellow region. Data points used for the fit (filled circles) are from (10, 27, 28, 97).
Also shown as gray connected points are estimates from other references without published un-
certainties: (98) star, (99) hexagon, (100) triangles, (95) squares, (94) diamonds. Right vertical
axis shows the multiplicative factor kdust = 100.4AV . Panel B: The SFH corrected (dark gray)
and uncorrected (light gray) for dust extinction (in M� yr−1Mpc−3). Yellow region includes
the systematic uncertainty from the dust correction which has been added in quadrature to the
statistical uncertainties. The data points show the corrected (orange) and uncorrected (blue)
SFH from the compilation of (1) with the addition of (101) and (102). Right vertical axis shows
the UV emissivity in units of erg s−1Mpc−3Hz−1.
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Figure S11 The star-formation history of the Universe. Results for the SFH compared with
data from the literature. The blue and red lines compare the median SFH resulting from our EBL
reconstruction using the evolution parameterization in Eq. S9 from (1) versus the parametriza-
tion in Eq. S10 from (73). The blue regions show the 1σ and 2σ confidence intervals for
the EBL reconstruction model. The dashed gray line shows the fit from (1) and dashed green
line are upper limits from γ-ray data derived by (103) where they assume a Chabrier IMF and
β = 0.3. Data points are from the compilation of (1) with the addition of data from (104–107).
The data have been corrected for variations in the adopted IMF to KUV = 7.25× 10−29 consis-
tent with a Chabrier IMF (see text).

Stellar Population Model Method
The cosmic SFH, ρ̇(z), is the starting point in the EBL model of (29, 108) making it a useful
model for further exploration of the parameter space that is made possible by the γ-ray optical
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depth data. The model assumes that stars emit as blackbodies, with their temperatures, lumi-
nosities, and time evolution determined from formulae given by (109). The radiation emitted
by stars is convolved with an IMF and star-formation rate density parameterization to get the
luminosity density j(ε; z). The fraction of light that escapes dust extinction (fesc,dust) is based
on the extinction curve from (110), which was derived from a fit to the luminosity density data
in the local Universe. We let the dust extinction evolve according to Equation S14. The infrared
portion of the EBL is computed assuming that all the energy absorbed by dust is re-radiated
in the infrared. The SFH and IMF model parameters were chosen to reproduce the luminosity
density data available at the time. Once j(ε; z) is calculated, the EBL number density and γ-ray
absorption optical depth are computed from Equations S5–S7 above.

Using the methodology of (29), we have performed an MCMC fit to the γ-ray optical depth
data. We parameterize the SFH and let the parameters vary, calculating the resulting EBL and
optical depths in each step. A similar MCMC model fit, but limited to z ≥ 2, was done by (111)
to the earlier EBL absorption data from (13). We use the standard parameterization for the SFH
(Equation S9), but also consider evolution according to Equation S10. The SFH result from our
MCMC fits, reported in Figure 3 (as the green confidence region), are consistent with the SFH
used for the “model C” of (29), which relied on the (73) parametrization with free parameters
given by (112), at all values of z, but the confidence interval is particularly narrow up to z ≤ 2.5.
Table S5 reports the values of the SFH obtained from both methods as displayed in Figure 3.

The contribution of Active Galactic Nuclei
The methods employed here to derive the SFH of the Universe rest on the assumption that most
of the EBL is the product of stellar emission. While this is almost certainly true in the IR and
optical bands, there could be a non-negligible contribution of active galactic nuclei (AGN) to
the global UV background (37). We estimate this contribution by considering measurements
of the integrated quasar luminosity function. A fitting formula for the resulting emissivity as a
function of redshift was provided by (113) at a rest-frame wavelength of 912Å. We convert this
to 0.16µm (the wavelength used to estimate our SFH) adopting the same power law spectrum
∝ λ−0.61 (114) and show the ratio of the AGN to total (as estimated in this work) emissivities
at 0.16µm in Figure S12. This shows that the contribution from known AGN is no more than
a few percent. This is in agreement with the recent estimate of the AGN contribution to the
EBL (77).
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Table S5. The Cosmic star-formation history as reported in Figure 3, also available online.

z Physical EBL model EBL Reconstruction
(10−2M� yr−1 Mpc−3) (10−2M� yr−1 Mpc−3)

0.0 0.8+0.7
−0.3 1.2+1.3

−0.7

0.1 1.1+0.8
−0.4 1.6+1.4

−0.9

0.2 1.6+0.9
−0.5 2.1+1.4

−1.1

0.3 2.0+0.9
−0.5 2.7+1.4

−1.2

0.4 2.6+0.8
−0.6 3.4+1.4

−1.4

0.5 3.3+0.8
−0.6 4.2+1.4

−1.5

0.6 4.1+0.8
−0.7 5.0+1.4

−1.5

0.8 6.0+1.0
−0.9 6.8+1.5

−1.4

1.0 8.2+1.6
−1.4 8.5+1.6

−1.3

1.2 10.7+2.0
−2.2 10.0+2.1

−1.5

1.4 12.9+2.5
−2.8 11.0+2.3

−1.8

1.6 14.5+2.3
−2.9 11.3+2.9

−2.0

1.8 15.0+2.3
−2.5 11.0+3.1

−2.0

2.0 14.7+2.4
−2.4 10.4+3.0

−1.9

2.5 11.6+3.2
−2.9 7.9+2.2

−1.7

3.0 7.6+3.3
−2.4 5.6+1.8

−1.8

3.5 4.8+2.6
−1.8 4.0+1.5
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Figure S12 Ratio of emissivities of AGN vs total at 0.16µm. The j(ε, z)total comes from the
median UV emissivity derived from the optical depth data. The AGN emissivity is taken from
the empirical fit of integrated quasar luminosity functions (converted to 0.16µm) provided by
(113) and (115), plotted in blue and green respectively.
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