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#### Abstract

In cryptography, for breaking the security of the Generalized DiffieHellman and Naor-Reingold functions, it would be sufficient to have polynomials with small weight and degree which interpolate these functions. We prove lower bounds on the degree and weight of polynomials interpolating these functions for many keys in several fixed points over a finite field.
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## 1 Introduction

The security of most cryptographic protocols relies on some unproven computational assumption which states that a well-defined computational problem is intractable (i.e. cannot be solved by a Turing machine in polynomial time). In group-based cryptography, we generally consider a cyclic group $\mathbb{G}$ (denoted multiplicatively) generated by some element $g$ and the so called computational DiffieHellman assumption states that it is difficult to compute the element $g^{x y}$ from known elements $g^{x}$ and $g^{y}$ (for $x$ and $y$ picked uniformly at random between 1 and the order $\mathbb{G}$ ). This assumption is the basis of the Diffie-Hellman key exchange [1] and the most efficient means known to solve this computational problem in groups used for cryptography is to solve the standard discrete logarithm problem (i.e. given $h$ an element picked uniformly at random in $\mathbb{G}$, compute $x$ such that $g^{x}=h$ ). Unfortunately, even the computational Diffie-Hellman assumption by itself is generally not sufficient to assess the security of protocols proposed and used in group-based cryptography. Cryptographers have then proposed much stronger assumptions in order to analyze the security of cryptosystems. For instance, the decision Diffie-Hellman assumption [2] states that given a cyclic group $\mathbb{G}$ given some elements $g, g^{x}$ and $g^{y}$, no efficient algorithm can distinguish between $g^{x y}$

[^0]and an element picked uniformly at random in $\mathbb{G}$. This assumption has been used in numerous important cryptographic applications.

In 1997, based on the decision Diffie-Hellman assumption, Naor and Reingold $[3,4]$ proposed an efficient pseudo-random function family (i.e. a collection of functions that can be evaluated in polynomial time using a secret-key but for which no polynomial-time algorithm can distinguish (with significant advantage) between a function chosen randomly from the family and a truly random function). Their function takes inputs in $\{0,1\}^{n}$ (for some parameter $n$ ) and outputs an element in a group $\mathbb{G}$ of prime order $\ell$ with generator $g$. The secret key is an $n$ dimensional vector $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in\left((\mathbb{Z} / \ell \mathbb{Z})^{*}\right)^{n}$ and the Naor-Reingold function is defined as

$$
\begin{aligned}
f_{\boldsymbol{a}}: \quad\{0,1\}^{n} & \longrightarrow \mathbb{G} \\
\left(x_{1}, \ldots, x_{n}\right) & \longmapsto f_{\boldsymbol{a}}\left(x_{1}, \ldots, x_{n}\right)=g^{\prod_{i=1}^{n} a_{i}^{x_{i}} \bmod \ell}
\end{aligned}
$$

To simplify the notation, given an $n$-dimensional vector $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in\left((\mathbb{Z} / \ell \mathbb{Z})^{*}\right)^{n}$ and a variable $x$ that will denote indifferently an $n$-bit string $\left(x_{1}, \ldots, x_{n}\right) \in\{0,1\}^{n}$ or an integer $x \in\left\{0,1, \ldots, 2^{n}-1\right\}$ (which implicitly defines $\left(x_{1}, \ldots, x_{n}\right) \in\{0,1\}^{n}$ the bit representation of $x$ with extra leading zeros if necessary), we denote $\boldsymbol{a}^{x}$ the element in $\mathbb{F}_{\ell}=(\mathbb{Z} / \ell \mathbb{Z})$ defined by $\boldsymbol{a}^{x}=a_{1}^{x_{1}} \cdots a_{n}^{x_{n}} \bmod \ell$. In addition, when the generator $g$ is fixed, we will denote $[x]=g^{x}$ for any $x \in \mathbb{F}_{\ell}$. With this notation, the Naor-Reingold function is simply defined by $f_{\boldsymbol{a}}(x)=g^{\boldsymbol{a}^{\boldsymbol{x}}}=\left[\boldsymbol{a}^{x}\right]$.

It is shown in [3,4] that the Naor-Reingold function is pseudo-random if the decision Diffie-Hellman assumption holds in the group $\mathbb{G}$. Two interesting candidates for $\mathbb{G}$ are a subgroup of the multiplicative group of a (prime) finite field and a subgroup of the points of an elliptic curve defined over a finite field.

With the development of pairing-based cryptography, new assumptions in cyclic groups $\mathbb{G}$ were proposed to base the security of more complex or more efficient protocols. Joux [5] notably constructed a one-round tripartite key exchange whose security requires the tripartite decision Diffie-Hellman assumption (or decision"Triffie-Hellman" assumption) which states that given group ${ }^{1}$ elements $g$, $g^{x}, g^{y}$ and $g^{z}$ no efficient algorithm can distinguish between $g^{x y z}$ and an element picked uniformly at random in $\mathbb{G}$. Many generalizations of the decision DiffieHellman assumption were proposed (e.g. [6,7]) and can be stated as follows: given an integer $n$ and some specific values of the Naor-Reingold function, no efficient algorithm can distinguish another value of the Naor-Reingold function from an element picked uniformly at random in $\mathbb{G}$. A salient example is the $n$-partite decision Diffie-Hellman assumption: given some elements $g, g^{a_{1}}, \ldots, g^{a_{n}}$ no efficient algorithm can distinguish between $g^{a_{1} \ldots a_{n}}$ and an element picked uniformly at random in $\mathbb{G}$.

Prior work. In order to refute the computational Diffie-Hellman assumption, it would be sufficient to know a bivariate polynomial $f\left(X_{1}, X_{2}\right)$ over a finite field of small degree or of small weight (i.e. a small number of its non-zero coefficients) over a finite field satisfying $f([x],[y])=[x y]$, for all pairs $(x, y) \in S$ for a large subset $S \subseteq\{0, \ldots, \ell-1\}^{2}$, where $\ell$ is the order of $g$. Lower bounds on the degree and the weight of such polynomials have been obtained (see [8-11] and references

[^1]therein). For the decision Diffie-Hellman assumption, it would be sufficient to know a trivariate polynomial $f\left(X_{1}, X_{2}, X_{3}\right)$ over a finite field of small weight (even if it is of high degree) satisfying: $f([x],[y],[x y])=0$, for all pairs $(x, y) \in S$ for a large subset $S \subseteq\{0, \ldots, \ell-1\}^{2}$. Typically, the complexity of a polynomial is measured by its degree, but a more accurate complexity measure could also be the number of monomials (or weight). Lower bounds on degree of polynomials interpolating Diffie-Hellman triples are also known (see [11] and references therein) but there is no result on the weight of such polynomials.

Several number-theoretic properties and complexity measures have been studied for the Naor-Reingold pseudo-random functions over finite fields as well as over elliptic curves: distribution (see $[12,13]$ and references therein), period (see [14]), linear complexity (see [15-18]) and non-linear complexity (see [19]). Recently [20], the authors of the present paper proved lower bounds on the degree of polynomials interpolating the Naor-Reingold pseudo-random function at several points for fixed keys (over a finite field and over the group of points on an elliptic curve over a finite field). They left open the problem to give lower bounds on the degree of general multivariate polynomials that interpolate the Naor-Reingold function in several fixed points for many keys. The main goal of this paper is to give such lower bounds for the Naor-Reingold and the generalized Diffie-Hellman functions over a finite field (e.g. given $g^{a_{1}}, \ldots, g^{a_{n}} \in \mathbb{G}$, distinguish between $g^{a_{1} \ldots a_{n}}$ from an element picked uniformly at random in $\mathbb{G}[7]$ and other problems from the matrix Diffie-Hellman framework [?]). We prove that polynomials interpolating these functions (implicitly or explicitly) on a large set have degree and weight in $\ell^{O(1)}$ (i.e. exponential in the so-called security parameter in the cryptographic context).

Our contributions. In order to break the security of the Naor-Reingold pseudorandom function, it would be sufficient to have an efficiently computable $k$-variate polynomial $f\left(X_{1}, \ldots, X_{k}\right)$ over a finite field (of low weight) satisfying:

$$
f\left(\left[\boldsymbol{a}^{x^{1}}\right], \ldots,\left[\boldsymbol{a}^{x^{k}}\right]\right)=\left[\boldsymbol{a}^{x^{k+1}}\right]
$$

for all $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in S$ for a large subset $S \subseteq\left(\mathbb{F}_{\ell}^{*}\right)^{n}$, for some $k \geq 1$ and for some known values $x^{1}, \ldots, x^{k+1} \in\left\{0, \cdots, 2^{n}-1\right\}$. One can easily see that this polynomial interpolation is a generalization of the polynomial interpolation of the computational Diffie-Hellman assumption in the case $n=2, k=2, x^{1}=(1,0)$, $x^{2}=(0,1)$ and $x^{3}=(1,1)$. Adapting the known lower bounds on the polynomial interpolation on the discrete logarithm and the Diffie-Hellman Problem in subgroups of the multiplication group of a finite field (e.g. $[21-25,10,11]$ and references therein), we prove that a low-weight multivariate polynomial cannot reveal information on the functions values. Using the same methods, we also prove that no low weight polynomial $f$ over a finite field can satisfy: $f\left(\left[a_{1}\right], \ldots,\left[a_{n}\right],\left[a_{1} \ldots a_{n}\right]\right)=0$, for all $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in S$ for a large subset $S \subseteq\left(\mathbb{F}_{\ell}^{*}\right)^{n}$. In particular, for $n=2$, this means that a low weight polynomial cannot break the decision Diffie-Hellman assumption.

## 2 Preliminaries

Let $p$ be an odd prime number and $q$ a prime power of $p$. We denote by $\mathbb{F}_{p}$ the finite field with $p$ elements and the elements of $\mathbb{F}_{p}$ are identified with the set of integers
$\{0, \cdots, p-1\}$ and $\mathbb{F}_{q}$ an extension of the prime finite field $\mathbb{F}_{p}$. Given $g \in \mathbb{F}_{q}^{*}$ with prime order $\ell$ (with $\ell \mid q-1$ ) we can consider the Naor-Reingold pseudo-random function defined over $\mathbb{G}=\langle g\rangle: f_{\boldsymbol{a}}(x)=g^{\boldsymbol{a}^{x}}=\left[\boldsymbol{a}^{x}\right] \in \mathbb{G} \subset \mathbb{F}_{q}^{*}$, for a secret key $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in\left(\mathbb{F}_{\ell}^{*}\right)^{n}$ where as above $x$ will denote indifferently an $n$-bit string $\left(x_{1}, \ldots, x_{n}\right) \in\{0,1\}^{n}$ or an integer $x \in\left\{0,1, \ldots, 2^{n}-1\right\}\left(\right.$ with $\left.x=\sum_{i=1}^{n} x_{i} 2^{i-1}\right)$.

In the following, we will use the following lemmas (see [10]) where the weight $w(f)$ (or sparsity) of a polynomial $f\left(X_{1}, \ldots, X_{n}\right) \in \mathbb{F}_{q}\left[X_{1}, \ldots, X_{n}\right]$ is the number of its non-zero coefficients.

Lemma 1 [[10]] Let $D$ be an integral domain, $n \in \mathbb{N}$ and $f \in D\left[X_{1}, \ldots, X_{n}\right]$ a polynomial of total degree $d$ with at least $N$ zeros in $T^{n}$ with components in $T$. If $f$ is not the zero polynomial, then we have

$$
d \geq \frac{N}{|T|^{n-1}}
$$

Lemma 2 [ $[10]]$ Let $\gamma \in \mathbb{F}_{q}$ be an element of order $d, \mathbb{G}$ the group generated by $\gamma, n$ a positive integer, and $f \in \mathbb{F}_{q}\left[X_{1}, \ldots, X_{n}\right]$ be a nonzero polynomial of local degree at most $d-1$ in each variable with at least $N$ zeros in $\mathbb{G}^{n}$. If $f$ is not the zero polynomial, then we have

$$
w(f) \geq \frac{d^{n}}{d^{n}-N}
$$

## 3 Polynomial Interpolation

In this section, $q$ is a prime power, $n$ is an integer and $g \in \mathbb{F}_{q}^{*}$ is an element of prime order $\ell$ (with $\ell \mid q-1$ ). We prove results on the multivariate polynomial interpolation of the Naor-Reingold functions over a finite field and generalized Diffie-Hellman problems. We consider polynomials that interpolate values of these functions for fixed values in $\left\{0, \cdots, 2^{n}-1\right\}$ and a large set of keys. First, we consider an interpolation by a polynomial with $k$ variables, with $k \leq n$.

Theorem 1 Let $1 \leq k \leq n$ be an integer. Let $S \subseteq\left(\mathbb{F}_{\ell}^{*}\right)^{n}$, with $|S|=(\ell-1)^{n}-s$ with $|S|>k(\ell-1)^{n-1}$. Let $x^{1}, \ldots, x^{k+1} \in\left\{1, \cdots, 2^{n}-1\right\}$ be pairwise distinct and let $f \in \mathbb{F}_{q}\left[X_{1}, \ldots, X_{k}\right]$, be a polynomial satisfying:

$$
\begin{equation*}
f\left(\left[\boldsymbol{a}^{x^{1}}\right], \ldots,\left[\boldsymbol{a}^{x^{k}}\right]\right)=\left[\boldsymbol{a}^{x^{k+1}}\right], \quad \text { for all } \boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in S \tag{1}
\end{equation*}
$$

If the elements $x^{i}, i \in\{1, \ldots, k\}$ seen as vectors over $\mathbb{F}_{2}^{n}$ are linearly independent over $\mathbb{F}_{2}$, then:

$$
\operatorname{deg}(f) \geq \frac{\ell-1}{2}-\frac{s}{(\ell-1)^{n-1}}
$$

and if $\operatorname{deg}_{X_{i}}(f) \leq \frac{\ell-1}{2}$, for all $i \in\{1, \ldots, n\}$, we have

$$
w(f) \geq \frac{\ell^{k / 2}}{2^{1 / 2}\left(\ell^{k}-(\ell-1)^{k}+2 s /(\ell-1)^{n-k}\right)^{1 / 2}}
$$

In particular, for $s=o\left(\ell^{n}\right)$, we have $\operatorname{deg}(f)=\Omega(\ell)$ and and if $\operatorname{deg}_{X_{i}}(f) \leq \frac{\ell-1}{2}$, for all $i \in\{1, \ldots, n\}$, we have $w(f)=\Omega\left(\ell^{k / 2}\right)$.

Proof For any $i \in\{1, \ldots, k+1\}$, we denote $x^{i}=x_{1}^{i} \ldots x_{n}^{i}$ its binary representation and put $\tilde{x^{i}}=x_{1}^{i} \ldots x_{k}^{i} 0 \ldots 0$ which is obtained from $x^{i}$ by considering the $k$ first positions of its binary representation and replacing the $n \underset{\sim}{-} k$ last positions by 0 . We suppose without loss of generality that the elements $\tilde{x^{i}}, i \in\{1, \ldots, k\}$ seen as vectors over $\mathbb{F}_{2}^{n}$ are linearly independent over $\mathbb{F}_{2}$.

Since $|S|>k(\ell-1)^{n-1}$, we have $w(f) \geq 2$ by the following claim:
Claim If $w(f)=1$ then (1) holds for at most $k(\ell-1)^{n-1}$ keys $\boldsymbol{a} \in\left(\mathbb{F}_{\ell}^{*}\right)^{n}$.
Proof If $w(f)=1$, then $f$ is a monomial and there exists $\left(\alpha_{1}, \ldots, \alpha_{k}\right) \in\{0, \ldots, \ell-$ $1\}^{k}$ such that $\alpha_{1} \boldsymbol{a}^{x^{1}}+\cdots+\alpha_{k} \boldsymbol{a}^{x^{k}}=\boldsymbol{a}^{x^{k+1}} \bmod \ell($ where $f$ is the monomial $\left.f\left(X_{1}, \ldots, X_{k}\right)=X_{1}^{\alpha_{1}} \ldots X_{k}^{\alpha_{k}}\right)$. We prove by induction on $k$ that the number of $\boldsymbol{a} \in\left(\mathbb{F}_{\ell}^{*}\right)^{n}$ such that $\alpha_{1} \boldsymbol{a}^{x^{1}}+\cdots+\alpha_{k} \boldsymbol{a}^{x^{k}}=\boldsymbol{a}^{x^{k+1}}$ does not exceed $k(\ell-1)^{n-1}$.

1. For $k=0$, the equation $\boldsymbol{a}^{x^{k+1}}=0$ has no solution and the statement is clearly true.
2. Otherwise, because $x^{k+1} \neq x^{k}$, there exists $j$ such that the $j$-th component of $x^{k+1}$ is different from the $j$-th component of $x^{k}$. Then the above equation can be written in the form $A=B a_{j}$ where $A$ and $B$ do not depend on $a_{j}$. If $B \neq 0$, then for any vector $\left(a_{1}, \cdots, a_{j-1}, a_{j+1}, \cdots, a_{n}\right) \in\left(\mathbb{F}_{\ell}^{*}\right)^{n-1}$, the value of $a_{j}$ is defined uniquely. If $B=0$, then $A=0$ and by induction, the number of $\left(a_{1}, \cdots, a_{j-1}, a_{j+1}, \cdots, a_{n}\right) \in\left(\mathbb{F}_{\ell}^{*}\right)^{n-1}$ does not exceed $(k-1)(\ell-1)^{n-2}$. Therefore, the number of solutions does not exceed $(k-1)(\ell-1)^{n-1}+(\ell-$ $1)^{n-1}=k(\ell-1)^{n-1}$, and the result follows.

There is some $t \in\{1, \ldots, n\}$ such that $x_{t}^{k+1}=1$ and let $T_{0}=\left\{i: x_{t}^{i}=1\right\} \subseteq$ $\{1, \ldots, k\}$ that we denote $T_{0}=\left\{i_{1}, \ldots, i_{v}\right\}$, with $i_{j}<i_{j+1}$ for $j \in\{1, \ldots, v-1\}$. Let

$$
W=\left\{\boldsymbol{a} \in\left(\mathbb{F}_{\ell}^{*}\right)^{n}: \begin{array}{l}
\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in S \\
\text { and }\left(a_{1}, \ldots, a_{t-1}, 2 a_{t}, a_{t+1}, \ldots, a_{n}\right) \in S
\end{array}\right\}
$$

then by the the union bound, $|W| \geq(\ell-1)^{n}-2 s$. By the pigeonhole principle, there exists $\left(b_{k+1}, \ldots, b_{n}\right) \in\left(\mathbb{F}_{\ell}^{*}\right)^{n-k}$ such that the set

$$
T=\left\{\left(a_{1}, \ldots, a_{k}\right) \in\left(\mathbb{F}_{\ell}^{*}\right)^{k}: a^{\prime}=\left(a_{1}, \ldots, a_{k}, b_{k+1}, \ldots, b_{n}\right) \in W\right\}
$$

satisfies $|T| \geq(\ell-1)^{k}-2 s /(\ell-1)^{n-k}$. For all $\boldsymbol{a}_{\mathbf{0}}=\left(a_{1}, \ldots, a_{k}\right) \in T$, putting $\boldsymbol{a}^{\prime}=\left(a_{1}, \ldots, a_{k}, b_{k+1}, \ldots, b_{n}\right)$, we have:

$$
\left\{\begin{array}{l}
f\left(\left[\boldsymbol{a}^{\prime x^{1}}\right], \ldots,\left[\boldsymbol{a}^{\prime x^{k}}\right]\right)=\left[\boldsymbol{a}^{\prime x^{k+1}}\right] \\
f\left(\left[\boldsymbol{a}^{\prime x^{1}}\right], \ldots,\left[\boldsymbol{a}^{\prime x^{i_{1}-1}}\right],\left[2 \boldsymbol{a}^{\prime x^{i_{1}}}\right],\left[\boldsymbol{a}^{\prime x^{i_{1}+1}}\right], \ldots\right. \\
\left.\quad \ldots,\left[\boldsymbol{a}^{x^{i_{v}-1}}\right],\left[2 \boldsymbol{a}^{x^{i_{v}}}\right],\left[\boldsymbol{a}^{x^{i v+1}}\right], \ldots,\left[\boldsymbol{a}^{x^{n}}\right]\right)=\left[2 \boldsymbol{a}^{\prime x^{k+1}}\right]
\end{array}\right.
$$

Since the elements $\tilde{x^{i}}, i \in\{1, \ldots, k\}$ seen as vectors over $\mathbb{F}_{2}^{n}$ are linearly independent over $\mathbb{F}_{2}$, one can verify that the set

$$
T_{1}=\left\{\left(\left[\boldsymbol{a}^{\boldsymbol{x}^{1}}\right], \ldots,\left[\boldsymbol{a}^{\boldsymbol{x}^{k}}\right]\right) \in\left(\mathbb{F}_{q}^{*}\right)^{k}: \boldsymbol{a}^{\prime}=\left(\boldsymbol{a}_{\mathbf{0}}, b_{k+1}, \ldots, b_{n}\right) \in W, \text { and } \boldsymbol{a}_{\mathbf{0}} \in T\right\}
$$

is of the same cardinality as $T$. Hence the polynomial

$$
F\left(X_{1}, \ldots, X_{k}\right)=f\left(X_{1}, \ldots, X_{i_{1}}^{2}, \ldots, \ldots, X_{i_{v}}^{2}, \ldots, X_{k}\right)-f^{2}\left(X_{1}, \ldots, X_{k}\right)
$$

has at least $|T| \geq(\ell-1)^{k}-2 s /(\ell-1)^{n-k}$ zeros. Since $w(f) \geq 2$, one can see that $F$ is a nonzero polynomial and $\operatorname{deg} F \leq 2 \operatorname{deg} f$. By Lemma 1, we obtain:

$$
\operatorname{deg}(f) \geq \frac{\ell-1}{2}-\frac{s}{(\ell-1)^{n-1}}
$$

Furthermore if $\operatorname{deg}_{X_{i}}(f) \leq \frac{\ell-1}{2}$, for all $i \in\{1, \ldots, n\}$, and since $w(F) \leq 2 w(f)^{2}$, then by applying Lemma 2 we have:

$$
w(f) \geq \frac{\ell^{k / 2}}{2^{1 / 2}\left(\ell^{k}-(\ell-1)^{k}+2 s /(\ell-1)^{n-k}\right)^{1 / 2}} .
$$

Remark 1 The previous proof uses only the fact that the $\tilde{x^{i}}$ are linearly independent and we need this assumption to prove that the set $T_{1}$ has the same cardinality as $T$. Note that if $\tilde{x^{i}}=2^{n+i-k-1}$ for $i \in\{1, \ldots, k\}$, then the set $T_{1}$ is of the same cardinality as $T$ and Theorem 1 holds. Theorem 1 is more general and applies to numerous settings. For instance for $k=3, \tilde{x^{1}}=1000 \ldots 0, \tilde{x^{2}}=1100 \ldots 0_{\sim}^{0}$ and $\tilde{x^{3}}=1010 \ldots 0$, the set $T_{1}$ is of the same cardinality as $T$ and the vectors $\tilde{x^{1}}, \tilde{x^{2}}, \tilde{x^{3}}$ are linearly independent.

Remark 2 In Equation (1), if we replace each $\left[\boldsymbol{a}^{x^{i}}\right]$ by $X_{i}$, for $i \in\{1, \ldots, k+1\}$, the polynomial $f\left(X_{1}, \ldots, X_{k}\right)-X_{k+1}$ has $k+1$ indeterminates and has at least $N$ zeros in $\mathbb{G}^{k+1}$, where $N$ is the cardinality of the set

$$
\left\{\left(\boldsymbol{a}^{x^{1}}, \ldots, \boldsymbol{a}^{x^{k+1}}\right) \in\left(\mathbb{F}_{\ell}^{*}\right)^{k+1}: \boldsymbol{a} \in S\right\}
$$

We do not know a lower bound on $N$ but obviously we have $N \leq(\ell-1)^{k+1}$. By applying Lemma 1 , we obtain

$$
\operatorname{deg}(f) \geq \frac{N}{(\ell-1)^{k}}
$$

If the vectors $x^{i}$, for $i \in\{1, \ldots, k\}$ are linearly independent, then $N \geq(\ell-1)^{n}$. Thus we have $n \leq k+1$ and $\operatorname{deg}(f) \geq(\ell-1)^{n-k}$. The result is non-trivial only for $k=n-1$ (and in this case we obtain $\operatorname{deg}(f) \geq \ell-1$ ) but is much less general than Theorem 1.

Remark 3 Note that all the previous results on the polynomial interpolation of the Diffie-Hellman function dealt with $k=n=2, x^{1}=10, x^{2}=01$ and $x^{3}=11$ while our results are more general and holds for many $k, n$ and $x^{i}$, for $i \in\{1, \ldots, k\}$. In the special case, $k=n=2, x^{1}=10, x^{2}=01, x^{3}=11$ and $s=o\left(\ell^{n}\right)$, Mahassni and Shparlinski obtained in [8] the $\operatorname{bound} \operatorname{deg}(f) \geq \ell / 128$ while we obtain the bound $\operatorname{deg}(f) \geq \ell / 2$. The remainding theorems of the paper cannot be compared with the known results on the polynomial interpolation of the Diffie-Hellman map (since $k>n$ ).

Now we consider an interpolation by a polynomial with $k$ variables and $k>n$ with some technical conditions on the input values $x^{i} \in\left\{0, \cdots, 2^{n}-1\right\}$ for $i \in$ $\{1, \ldots, k\}$.

Theorem 2 Let $k>n$ be some integer. Let $S \subseteq\left(\mathbb{F}_{\ell}^{*}\right)^{n}$, with $|S|=(\ell-1)^{n}-s$. Let $x^{1}, \ldots, x^{k+1} \in\left\{0, \cdots, 2^{n}-1\right\}$ be pairwise distinct such that $x^{1}=2^{n-1}=(1,0, \ldots, 0)$, $x_{1}^{k+1}=1$ and $x_{1}^{i}=0$ for $i \in\{2, \ldots, k\}$ and let $f \in \mathbb{F}_{q}\left[X_{1}, \ldots, X_{k}\right]$, with $k>n$ be $a$ polynomial satisfying:

$$
f\left(\left[\boldsymbol{a}^{x^{1}}\right], \ldots,\left[\boldsymbol{a}^{x^{k}}\right]\right)=\left[\boldsymbol{a}^{x^{k+1}}\right], \quad \text { for all } \boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in S
$$

We have

$$
\operatorname{deg}(f) \geq \frac{\ell-1}{2}-\frac{s}{(\ell-1)^{n-1}}
$$

Proof Let $W$ be the set of vectors $\boldsymbol{a} \in\left(\mathbb{F}_{\ell}^{*}\right)^{n}$ such that $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in S$, $\left(a_{1}+1, \ldots, a_{n}\right) \in S$ and $\boldsymbol{a}^{\prime}=\left(1, a_{2}, \ldots, a_{n}\right)$ satisfies $\boldsymbol{a}^{x^{k+1}} \neq \alpha \bmod \ell$ for all $\alpha \in\{1, \ldots, d\}$, where $d$ denotes the degree of $f$.

Claim We have

$$
|W| \geq(\ell-1)^{n}-2 s-\operatorname{deg}(f)(\ell-1)^{n-1}
$$

Proof It is worth noting that, since $k>n$, we cannot prove Theorem 2 in the same way as we proved Theorem 1 . Let $\alpha \in\{1, \ldots, d\}$, the number of $\boldsymbol{a} \in\left(\mathbb{F}_{\ell}^{*}\right)^{n}$ such that $\boldsymbol{a}^{\boldsymbol{x}^{k+1}}=\alpha \bmod \ell$ does not exceed $(\ell-1)^{n-1}$.

Indeed, since $x^{k} \neq x^{1}$, there exists $j \in\{2, \ldots, n\}$ such that $x_{j}^{k+1}=1$, then for any vector $\left(a_{1}, \ldots, a_{j-1}, a_{j+1}, \cdots, a_{n}\right) \in\left(\mathbb{F}_{\ell}^{*}\right)^{n-1}$, the value of $a_{j}$ is defined uniquely by this equation. Since the number of vectors $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in S$ such that $\left(a_{1}+1, \ldots, a_{n}\right) \notin S$ does not exceed $s$, the result follows.

By the pigeonhole principle, there exists $\boldsymbol{b}=\left(1, b_{2}, \ldots, b_{n}\right) \in\left(\mathbb{F}_{\ell}^{*}\right)^{n}$ such that the set

$$
T=\left\{a_{1} \in \mathbb{F}_{\ell}: \boldsymbol{a}=\left(a_{1}, b_{2}, \ldots, b_{n}\right) \in W\right\}
$$

satisfies $|T| \geq \ell-1-\operatorname{deg}(f)-\frac{2 s}{(\ell-1)^{n-1}}$. Then for all $a_{1} \in T$, putting $\boldsymbol{a}=$ $\left(a_{1}, b_{2}, \ldots, b_{n}\right)$, we have:

$$
\left\{\begin{array}{l}
f\left(\left[a_{1}\right],\left[\boldsymbol{b}^{x^{2}}\right] \ldots,\left[\boldsymbol{b}^{x^{k}}\right]\right)=\left[\boldsymbol{a}^{x^{k+1}}\right] \\
f\left(\left[a_{1}+1\right],\left[\boldsymbol{b}^{x^{2}}\right], \ldots,\left[\boldsymbol{b}^{x^{k}}\right]\right)=\left[\left(a_{1}+1, b_{2}, \ldots, b_{n}\right)^{x^{k+1}}\right]=\left[\boldsymbol{b}^{x^{k+1}}\right] \cdot\left[\boldsymbol{a}^{x^{k+1}}\right]
\end{array}\right.
$$

We have for all $a_{1} \in T$

$$
f\left(g .\left[a_{1}\right],\left[\boldsymbol{b}^{x^{2}}\right], \ldots,\left[\boldsymbol{b}^{x^{k}}\right]\right)-\left[\boldsymbol{b}^{x^{k+1}}\right] f\left(\left[a_{1}\right],\left[\boldsymbol{b}^{x^{2}}\right] \ldots,\left[\boldsymbol{b}^{x^{k}}\right]\right)=0
$$

and the polynomial

$$
F(X)=f\left(g X,\left[\boldsymbol{b}^{x^{2}}\right], \ldots,\left[\boldsymbol{b}^{x^{k}}\right]\right)-\left[\boldsymbol{b}^{x^{k+1}}\right] f\left(X,\left[\boldsymbol{b}^{x^{2}}\right] \ldots,\left[\boldsymbol{b}^{x^{k}}\right]\right)
$$

has at least $\ell-1-\operatorname{deg}(f)-\frac{2 s}{(\ell-1)^{n-1}}$ zeros.
The polynomial $f\left(X,\left[\boldsymbol{b}^{x^{2}}\right], \ldots,\left[\boldsymbol{b}^{x^{k}}\right]\right)$ is a nonzero polynomial by the first equation of the previous system and has degree smaller than $\operatorname{deg}(f)$. Let $d_{0}$ its degree, then $\boldsymbol{b}^{x^{k+1}} \neq d_{0} \bmod \ell$ by construction of $W$ and it follows that the leading
monomial of $F$ is nonzero which implies that the polynomial $F$ is nonzero. We also have $\operatorname{deg}(F) \leq \operatorname{deg}(f)$ and hence, by Lemma 1, we obtain:

$$
\operatorname{deg}(f) \geq \ell-1-\operatorname{deg}(f)-\frac{2 s}{(\ell-1)^{n-1}}
$$

and the result follows.
Remark 4 The technical condition on $x^{1}$ seems necessary since using another $x^{1}$, we obtain the polynomial

$$
F(X)=f\left(X^{2},\left[\boldsymbol{b}^{x^{2}}\right], \ldots,\left[\boldsymbol{b}^{x^{k}}\right]\right)-f^{2}\left(X,\left[\boldsymbol{b}^{x^{2}}\right] \ldots,\left[\boldsymbol{b}^{x^{k}}\right]\right)
$$

and it is unknown how to show that this polynomial is nonzero (without adding new technical conditions on the $\boldsymbol{b}$ 's and thus on the $\boldsymbol{a}$ 's).

Theorem 2 can be applied to give lower bounds on the degree of interpolating polynomials for several generalized Diffie-Hellman problems (with $k>n$ variables) from [7].

Since the weight of a polynomial is a more discerning complexity estimate, we now prove a lower bound on the weight of an interpolation by a polynomial with $k$ variables and $k>n$ (and without any condition on the input values $x^{i} \in$ $\left\{0, \cdots, 2^{n}-1\right\}$ for $i \in\{1, \ldots, k\}$ ).

Theorem 3 Let $k>n$ be some integer. Let $S \subseteq\left(\mathbb{F}_{\ell}^{*}\right)^{n}$, with $|S|=(\ell-1)^{n}-s$. Let $x^{1}, \ldots, x^{k+1} \in\left\{1, \cdots, 2^{n}-1\right\}$ be pairwise distinct and let $f \in \mathbb{F}_{q}\left[X_{1}, \ldots, X_{k}\right]$ be $a$ polynomial satisfying:

$$
f\left(\left[\boldsymbol{a}^{x^{1}}\right], \ldots,\left[\boldsymbol{a}^{x^{k}}\right]\right)=\left[\boldsymbol{a}^{x^{k+1}}\right], \quad \text { for all } \boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in S,
$$

for some different values $x^{1}, \ldots, x^{k+1} \in\left\{1, \cdots, 2^{n}-1\right\}$. Then

$$
w(f) \geq\left(\frac{\ell-3-\frac{s}{(\ell-1)^{n-1}}}{2+2 k+\frac{s}{(\ell-1)^{n-1}}}\right)^{1 / 2}
$$

Proof Let $I=\left\{i \in\{1, \ldots, k\}: x_{n}^{i}=1\right\}$ that we denote $I=\left\{i_{1}, \ldots, i_{v}\right\}$ with $i_{1}<i_{2}<\cdots<i_{v}$. Let $A=\left\{\alpha_{i}=\left(\alpha_{i}^{1}, \ldots, \alpha_{i}^{v}\right) \in\{0, \ldots, \operatorname{deg}(f)\}^{v}\right\}$ be a set of cardinality at most $w(f)$ which will be given explicitly later in the proof and $W_{A}$ be the set of vectors $\boldsymbol{a} \in\left(\mathbb{F}_{\ell}^{*}\right)^{n}$ such that:

1. $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in S$
2. $\boldsymbol{a}$ satisfies $\alpha_{i}^{1} \boldsymbol{a}^{x^{i_{1}}-1}+\cdots+\alpha_{i}^{v} \boldsymbol{a}^{x^{i v}-1} \neq \boldsymbol{a}^{x^{k+1}-1}$ for all $\alpha_{i} \in A$

Claim We have $\left|W_{A}\right| \geq(\ell-1)^{n}-T_{0}$, where $T_{0}=s+w(f) k(\ell-1)^{n-1}$.
Proof For a fixed tuple $\alpha_{i} \in A$, by proceeding exactly as in the proof of Claim 1 one can prove by induction in $v$ that the number of $a \in\left(\mathbb{F}_{\ell}^{*}\right)^{n}$ such that $\alpha_{i}^{1} \boldsymbol{a}^{x^{i_{1}}-1}+$ $\cdots+\alpha_{i}^{v} \boldsymbol{a}^{x^{i v}-1} \neq \boldsymbol{a}^{x^{k+1}-1}$ does not exceed $v(\ell-1)^{n-1}$. Since the cardinality of $A$ is at most $w(f)$ and $v \leq k$, we thus have $\left|W_{A}\right| \geq|S|-k w(f)(\ell-1)^{n-1}$.

There exists by the pigeonhole principle $\boldsymbol{b}=\left(b_{1}, \ldots, b_{n-1}, 1\right) \in\left(\mathbb{F}_{\ell}^{*}\right)^{n}$ such that

$$
T=\left\{a_{n} \in \mathbb{F}_{\ell}: \boldsymbol{a}=\left(b_{1}, \ldots, b_{n-1}, a_{n}\right) \in W_{A}\right\}
$$

satisfies $|T| \geq \ell-1-\frac{T_{0}}{(\ell-1)^{n-1}}$. Then for all $a_{n} \in T$, we have:

$$
\begin{aligned}
& f\left(\left[\boldsymbol{b}^{x^{1}}\right], \ldots,\right. {\left[\boldsymbol{b}^{x^{i_{1}-1}}\right],\left[\boldsymbol{b}^{x^{i_{1}}} a_{n}\right],\left[\boldsymbol{b}^{x^{i_{1}+1}}\right], \ldots } \\
&\left.\ldots,\left[\boldsymbol{b}^{x^{i v-1}}\right],\left[\boldsymbol{b}^{x^{i v}-1} a_{n}\right],\left[\boldsymbol{b}^{x^{i v+1}}\right], \ldots,\left[\boldsymbol{b}^{x^{k}}\right]\right)=\left[\boldsymbol{b}^{x^{k+1}-1} a_{n}\right] .
\end{aligned}
$$

Let

$$
\begin{aligned}
H(X)=f( & {\left[\boldsymbol{b}^{x^{1}}\right], \ldots,\left[\boldsymbol{b}^{x^{i_{1}-1}}\right], X^{\boldsymbol{b}^{x_{1}}-1},\left[\boldsymbol{b}^{x^{i_{1}+1}}\right], \ldots } \\
& \left.\ldots,\left[\boldsymbol{b}^{x^{i_{v}-1}}\right], X^{\boldsymbol{x}^{x_{v}-1}},\left[\boldsymbol{b}^{x^{i_{v}+1}}\right], \ldots,\left[\boldsymbol{b}^{x^{k}}\right]\right)-X^{\boldsymbol{x}^{x+1}-1}
\end{aligned}
$$

and $K(X)$ the polynomial obtained from $H(X)$ by reducing the exponents of every monomial modulo $\ell$. If we choose $A$ to be the set of vectors obtained from the multivariate polynomial $f$ by considering the monomials with variables $X_{i_{1}}, \ldots, X_{i_{v}}$ from each monomial of $f$, then $A$ is of cardinality at most $w(f)$ and does not depend on $\boldsymbol{b}$. One can see that $K(X)$ is a nonzero polynomial by the choice of $\boldsymbol{b}$ and has degree less than $\ell$ with at least $|T|$ zeros. Hence by Lemma 2, we obtain:

$$
w(f)+1 \geq w(K) \geq \frac{\ell}{1+\frac{T_{0}}{(\ell-1)^{n-1}}}
$$

and $(w(f)+1)\left(2(\ell-1)^{n-1}+s+w(f) k(\ell-1)^{n-1}\right) \geq(\ell-1)^{n}$. We thus have:

$$
w(f)^{2}\left(2(\ell-1)^{n-1}+s+2 k(\ell-1)^{n-1}\right) \geq(\ell-1)^{n}-2(\ell-1)^{n-1}-s
$$

and the result follows.
Theorem 3 gives a lower bound on the weight of explicit polynomials interpolating the Naor-Reingold pseudo-random function and it immediately gives a lower bound on the weight of explicit polynomials interpolating the $n$-partite DiffieHellman problem by some well chosen inputs:

Corollary 1 Let $S \subseteq\left(\mathbb{F}_{\ell}^{*}\right)^{n}$, with $|S|=(\ell-1)^{n}-s$.
Let $f \in \mathbb{F}_{q}\left[X_{1}, \ldots, X_{n}\right]$ be a polynomial satisfying $f\left(\left[a_{1}\right], \ldots,\left[a_{n}\right]\right)=\left[a_{1} \ldots a_{n}\right]$ for all $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in S$. We have

$$
w(f) \geq\left(\frac{\ell-3-\frac{s}{(\ell-1)^{n-1}}}{2+2 n+\frac{s}{(\ell-1)^{n-1}}}\right)^{1 / 2}
$$

The next theorem extends the previous approach and gives a lower bound on the weight of implicit polynomials interpolating the generalized Diffie-Hellman problem.

Theorem 4 Let $S \subseteq\left(\mathbb{F}_{\ell}^{*}\right)^{n}$, with $|S|=(\ell-1)^{n}-s$.
Let $f \in \mathbb{F}_{q}\left[X_{1}, \ldots, X_{n+1}\right]$ be a polynomial satisfying:

$$
f\left(\left[a_{1}\right], \ldots,\left[a_{n}\right],\left[a_{1} \ldots a_{n}\right]\right)=0, \quad \text { for all } \boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in S
$$

then

$$
w(f) \geq\left(\frac{\ell(\ell-1)^{n-1}}{2(\ell-1)^{n-1}+s}\right)^{1 / 2}
$$

Proof Let $\left.(\alpha, \beta) \in\{0, \ldots, \operatorname{deg}(f)\}^{2}\right\}$ with $(\alpha, \beta) \neq(0,0)$.
Let $A=\left\{\left(\alpha^{\prime}, \beta^{\prime}\right) \in\{0, \ldots, \operatorname{deg}(f)\}^{2}\right\}$ be a set of cardinality at most $w(f)$ with $(\alpha, \beta) \notin A$ and let $W_{A}$ be the set of vectors $\boldsymbol{a} \in\left(\mathbb{F}_{\ell}^{*}\right)^{n}$ such that:

1. $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in S$
2. $\boldsymbol{a}$ satisfies $\alpha+\beta\left(a_{2} \ldots a_{n}\right) \neq \alpha^{\prime}+\beta^{\prime}\left(a_{2} \ldots a_{n}\right) \bmod \ell$ for all $\left(\alpha^{\prime}, \beta^{\prime}\right) \in A$

Claim We have $\left|W_{A}\right| \geq(\ell-1)^{n}-s-w(f)(\ell-1)^{n-1}$.
Proof Given $\left(\alpha^{\prime}, \beta^{\prime}\right) \in A$, the number of $\boldsymbol{a} \in\left(\mathbb{F}_{\ell}^{*}\right)^{n}$ such that

$$
\alpha+\beta\left(a_{2} \ldots a_{n}\right)=\alpha^{\prime}+\beta^{\prime}\left(a_{2} \ldots a_{n}\right) \bmod \ell
$$

does not exceed $(\ell-1)^{n-1}$. Indeed, we have

$$
\alpha-\alpha^{\prime}+\left(\beta-\beta^{\prime}\right)\left(a_{2} \ldots a_{n}\right)=0 \quad \bmod \ell
$$

and we can easily see that $\beta-\beta^{\prime} \neq 0 \bmod \ell$ (since otherwise, we have $\alpha-\alpha^{\prime}=0$ $\bmod \ell)$. Therefore, for any vector $\left(a_{1}, a_{3}, \cdots, a_{n}\right) \in\left(\mathbb{F}_{\ell}^{*}\right)^{n-1}$, the value of $a_{2}$ is defined uniquely.

Since the total number of couples $\left(\alpha^{\prime}, \beta^{\prime}\right)$ does not exceed $w(f)$, the number of $\boldsymbol{a} \in S$ such that $\boldsymbol{a} \notin W_{A}$ does not exceed $w(f)(\ell-1)^{n-1}$.

There exists by the pigeonhole principle $\boldsymbol{b}=\left(b_{2}, \ldots, b_{n}\right) \in\left(\mathbb{F}_{\ell}^{*}\right)^{n-1}$ such that $T=\left\{a_{1} \in \mathbb{F}_{\ell}: \boldsymbol{a}=\left(a_{1}, \boldsymbol{b}\right) \in W_{A}\right\}$ satisfies $|T| \geq \ell-1-w(f)-\frac{s}{(\ell-1)^{n-1}}$. Then for all $a_{1} \in T$, we have:

$$
f\left(\left[a_{1}\right],\left[b_{2}\right], \ldots\left[b_{n}\right],\left[a_{1} b_{2} \ldots b_{n}\right]\right)=0
$$

Let $H(X)=f\left(X,\left[b_{2}\right], \ldots\left[b_{n}\right], X^{b_{2} \ldots b_{n}}\right)$ and $K(X)$ the polynomial obtained from $H(X)$ by reducing the exponents of every monomial modulo $\ell$. If we choose $A$ independent of $\boldsymbol{b}$ and of cardinality at most $w(f)$, as in the proof of Theorem 3 (but this time with variables $X_{1}$ and $X_{n+1}$ ), then $K(X)$ is not a zero polynomial by the choice of $\boldsymbol{b}$ and has degree less than $\ell$ with at least $|T|$ zeros. Hence by Lemma 2, we obtain:

$$
w(f) \geq w(K) \geq \frac{\ell}{1+w(f)+\frac{s}{(\ell-1)^{n-1}}}
$$

and the result follows.

## 4 Conclusion

In this paper, we proved lower bounds on the degree of multivariate polynomial representations of the Naor-Reingold function in several fixed points for many keys over a finite field. We also proved such bounds on the generalized Diffie-Hellman function over a finite field. It is interesting to extend these results to the group of rational points of an elliptic curve over a finite field. Using techniques from [20], one can extend the results of Theorem 2 to this setting but is unclear how to adapt the techniques from Theorem 1, Theorem 3, and Theorem 4 for elliptic curves. Another natural open problem is to generalize our bounds to a smaller set of keys.
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[^1]:    1 Actually, the security of Joux's key exchange relies on the stronger decision bilinear DiffieHellman assumption in groups equipped with a bilinear map. This assumption implies the tripartite decision Diffie-Hellman assumption in the so-called target group of the bilinear map.

