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VORTEX PATTERNS AND SHEETS IN SEGREGATED TWO

COMPONENT BOSE-EINSTEIN CONDENSATES

AMANDINE AFTALION AND ETIENNE SANDIER

Abstract. We study minimizers of a Gross–Pitaevskii energy describing a two-component
Bose-Einstein condensate set into rotation. We consider the case of segregation of the
components in the Thomas-Fermi regime, where a small parameter ε conveys a singular
perturbation. We estimate the energy as a term due to a perimeter minimization and a
term due to rotation. In particular, we prove a new estimate concerning the error of a
Modica Mortola type energy away from the interface. For large rotations, we show that
the interface between the components gets long, which is a first indication towards vortex
sheets.

1. Introduction

In this paper, we study the vortex structure in rotating immiscible two-component Bose
Einstein condensates (BEC) in two dimensions. Indeed, when a two component condensate
is set to high rotation, the ground state goes from a situation of segregation with vortices
in each component, to a vortex sheet structure, as explained in [2, 27]. At zero rotation,
the interface between the two components is given by a perimeter minimization similar to
a Modica Mortola problem [4, 20, 21]. At higher rotation, there seems to be an interplay
between perimeter minimization and vortex energy, leading possibly to a longer interface,
as we will see below. A general numerical picture of the vortex states in rotating two
component condensates is addressed by [2]: the simulation of the coupled Gross-Pitaevskii
equations are shown, discussing various configurations of the vortex states, and, in the case
of immiscible BECs, the vortex sheets with striped patterns, the serpentine sheets, and
the rotating droplets. The case of droplets corresponds to two immiscible components, each
having an individual vortex structure. The case of sheets is when the immiscible structure is
at a lower scale than that of the condensates. The sheets can either be straight (stripes) or
bent and connected (serpentines). There are other condensed-matter systems characterized
by multicomponent order parameters in which vortex sheets are observable [32].

The two component condensate has two interatomic coupling constants denoted by g
(for intracomponents), and g12 (for intercomponent). We confine ourselves to the phase-
separated or segregation regime; in a homogeneous system, the condition is given by g12 > g.
For simplicity, we will set g = 1/ε2 and δ = g12/g.

The ground state of a two component BEC is then described by two complex valued wave
functions u1 and u2 defined in a domain D of R2 minimizing the following energy functional:

EΩ
ε,δ(u1, u2) =

2∑

j=1

∫

D

1

2
|∇uj − iΩx⊥uj|2 +

∫

D

Wε,δ(|u1|2, |u2|2) dx (1.1)
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where

Wε,δ(|u1|2, |u2|2) =
1

4ε2
(1− |u1|2)2 +

1

4ε2
(1− |u2|2)2 +

δ

2ε2
|u1|2|u2|2 −

1

4ε2
, (1.2)

in the space

H =

{
(u1, u2) : uj ∈ H1(D,C), −

∫

D

|uj|2 = αi, j = 1, 2

}
, (1.3)

where −
∫
D
|uj|2 =

∫
D
|uj|2/|D|. The parameters δ, ε and Ω are positive: Ω is the angular

velocity corresponding to the rotation of the condensate, x⊥ = (−x2, x1).
We are interested in studying the existence and behavior of the minimizers in the limit

when ε is small, describing strong interactions, also called the Thomas-Fermi limit.
The potential term can be rewritten as

Wε,δ(|u1|2, |u2|2) =
1

4ε2
(1− |u1|2 − |u2|2)2 +

(δ − 1)

2ε2
|u1|2|u2|2. (1.4)

We focus on the regime where (δ− 1) is small, like a power or function of ε. We expect that
in this limit, (1− |u1|2 − |u2|2) and |u1||u2| tend to zero, probably on different scales.

In particular, we want to estimate the energy in order to understand the vortex patterns.
In order to understand the Γ-limit of EΩ

ε,δ, one needs to understand on the one hand the
behaviour at Ω = 0 (no rotation) which provides a perimeter minimization problem, and on
the other hand the influence of rotation on the vortex structure.

At Ω = 0, the problem is real valued. In the limit when ε tends to 0, the domain D is
divided into two domains D1 et D2, s.t. |D1| = α1|D|, |D2| = α2|D|, and the length of
∂D1 ∩D is minimized. More precisely, for a pair of real valued functions u1, u2 : D → R, let

Fε,δ(u1, u2) :=

∫

D

1

2

(
|∇u1|2 + |∇u2|2

)
+Wε,δ(u

2
1, u

2
2). (1.5)

We also define for any given α ∈ (0, 1)

mα,ε,δ = min

{
Fε,δ(u1, u2) | u1, u2 ∈ H1(D,R), −

∫

D

|u1|2 = α, −
∫

D

|u2|2 = 1− α

}
(1.6)

and

ℓα = min
ω⊂D

|ω|=α|D|

perD(ω). (1.7)

The segregation problem has been studied by many authors [11, 12, 15, 16, 40, 41]. There
are results about the regularity and connectedness, and the fact that the interface goes from
one part of the boundary to another [7, 33, 43]. There are also results about the Γ limit
[4, 21, 20] which rely on similar techniques to those used for the Mumford Shah functional
[8, 9].

The order of magnitude of δ has a strong impact on mα,ε,δ and the boundary layer between
the two components. Let v2ε = u2

1 + u2
2. Then v2ε tends to 1 in each component but on the

boundary between the two components, the behaviour of vε depends on δ. More precisely,

• if δ tends to ∞, then inf vε goes to 0 (see [4]) and the Γ-limit of εFε,δ is

cℓα

where c is an explicit constant corresponding to the Modica Mortola phase transition
problem, and lα is given by (1.7).
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• if δ is of order 1, then inf vε tends to some number between 0 and 1 and the Γ-limit
of εFε,δ is

cδℓα

where cδ > 0 depends on δ (see [21]).

• if δ tends to 1 as ε → 0, then the Γ-limit of
ε√
δ − 1

Fε,δ is

ℓα/2

as proved in [20], and we expect that inf vε tends to 1, though a refined convergence
is still missing.

When Ω increases from 0, we expect that the next order term in the energy will depend
on the existence of vortices in the system. For a one component condensate, the rotating
case is based on the work of [37] and has been detailed in [39] (see also [1, 22, 23]). The
main features are that there exists a critical value Ω1 of the rotational velocity of order ln 1/ε
under which no vortices are present in the system and the energy is of order Ω2. For Ω ≫ Ω1,
the system has a uniform density of vortices and the energy is of order Ω log(1/ε

√
Ω). For a

two component condensate in the coexistence regime (δ < 1), the absence of vortices up to
the first critical velocity has been proved in [3].

In the segregating regime (δ > 1), the analysis is totally open. Nevertheless, we expect
that the minimization of the energy decouples. On the one hand, there is the minimization
of the interface energy, that is the length of the perimeter of the boundary between the two
regions occupied by each component. On the other hand, there is a minimization of the
vortex energy in each region, similar to the case with one condensate, which may lead to a
vortex structure in each region. In fact, simple calculations show that these energies have
different orders of magnitude.

When δ tends to 1, the effective length scale of the phase transition and of the size of the
vortex cores is ε̃ = ε/

√
δ − 1. Therefore, the critical velocity for the nucleation of vortices is

expected to be

Ω1 = c1 log
1

ε̃
.

Moreover, vortices should exist up to Ω2 = c2/ε̃
2.

Remark 1. We have made the choice to include a complete square in the first term of the
energy without subtracting the centrifugal term Ω2x2u2, which for Ω2ε2 ≪ 1 leads to the same
energy expansion and vortex patterns. At Ω = 1/ε, as explained in [17], the energy without
the centrifugal term displays a change of behaviour: the bulk of the condensate becomes
annular. The two energy yield the same structures for rotationnal velocities much lower
than 1/ε; in the case when δ tends to 1, velocities up to 1/ε̃ can be less than 1/ε if ε ≪ ε̃2.

Since we are going to assume that δ tends to 1 as ε tends to 0, we remove the dependencies
in δ and define for any given α ∈ (0, 1) and ε > 0, the energy without rotation of a pair
u1, u2 : D → R by

Fε(u1, u2) :=

∫

D

1

2

(
|∇u1|2 + |∇u2|2

)
+Wε(u1, u2), (1.8)

where

Wε(u1, u2) =
1

4ε2
(1− |u1|2)2 +

1

4ε2
(1− |u2|2)2 +

δ

2ε2
|u1|2|u2|2 −

1

4ε2
. (1.9)
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Moreover we let

mα,ε = min

{
Fε(u1, u2) | u1, u2 ∈ H1(D,R), −

∫

D

|u1|2 = α, −
∫

D

|u2|2 = 1− α

}
. (1.10)

It follows from [20] that mα,ε is of order
√
δ − 1/ε when δ tends to 1 hence of order 1/ε̃. The

relation between ℓα given by (1.7) and mα,ε is well-known since the work of Modica-Mortola
[31] for a similar functional. More precisely, mα,ε ∼ ℓαmε, where

mε := inf
γ:R→R2

γ(−∞)=(1,0)
γ(+∞)=(0,1)

∫ +∞

−∞

|γ′(t)|2
2

+Wε(γ(t)) dt. (1.11)

Note that mε depends on ε and ε̃ but is equivalent to 1/2ε̃ at leading order as proved in [20].
Our main result about the energy expansion and the vortex pattern is the following:

Theorem 1.1. Assume D is a smooth bounded domain in R
2 and that α ∈ (0, 1). Recall

that EΩ
ε,δ is defined by (1.1), where δ = δ(ε) and Ω = Ω(ε), and assume ε̃ = ε/

√
δ − 1 is

such that ε̃ → 0, ε̃ ≪ ε as ε → 0. Let uε = (u1,ε, u2,ε) denote a minimizer of EΩ
ε,δ under the

constraint

−
∫

D

|u1,ε|2 = α, −
∫

D

|u2,ε|2 = 1− α. (1.12)

Then the following behaviours hold, according to different rotation regimes:

A: If Ω/| log ε̃| converges to β ≥ 0 then (|u1,ε|, |u2,ε|) converges weakly in BV to
(χωα, χωc

α
), where ωα is a minimizer of perD(ω) under the constraint |ω| = α|D|.

Moreover, let

j1,ε = (iu1,ε,∇u1,ε)− Ωx⊥|u1,ε|2, j2,ε = (iu2,ε,∇u2,ε)− Ωx⊥|u2,ε|2, (1.13)

then (j1,ε/Ω, j2,ε/Ω) converges weakly in L2 to (j1,β , j2,β), where

j1,β = argmin
div j=0

Jβ(j, ωα), Jβ(j, ωα) =
1

2

∫

ωα

|j|2 + 1

2β

∫

ωα

|curl j + 2| , (1.14)

and j2,β is defined similarly, replacing ωα by ωc
α. In the case β = 0 we have to

interpret the definition of Jβ(j, ω) as follows: it is equal to ‖j‖2L2(ω) if curl j + 2 = 0,

and to +∞ otherwise. Moreover

min
H

EΩ
ε,δ = mεℓα + Ω2

(
min

div j=0
Jβ(j, ωα) + min

div j=0
Jβ(j, ω

c
α)

)
+ o(| log ε̃|2). (1.15)

B: If | log ε̃| ≪ Ω and Ω log
(
1/ε̃

√
Ω
)
≪ 1/ε̃ then (|u1,ε|, |u2,ε|) still converges as above

to (χωα , χωc
α
) and, defining j1,ε, j2,ε as in (1.13), both j1,ε/Ω and j2,ε/Ω converge

weakly to 0 in L2. Moreover

min
H

EΩ
ε,δ = mεℓα +

1

2
|D|Ω log

(
1

ε̃
√
Ω

)
(1 + o(1)) . (1.16)

C: If 1/ε̃ ≪ Ω log
(
1/ε̃

√
Ω
)
≪ 1/ε̃2 then

min
H

EΩ
ε,δ =

1

2
|D|Ω log

(
1

ε̃
√
Ω

)
(1 + o(1)) . (1.17)
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In cases A and B, the leading order term is the interface energy mα,ε which is of order 1/ε̃.
This leads to two droplets having individual vortices. This interface term stays dominant

until Ω log
(
1/ε̃

√
Ω
)
reaches 1/ε̃. For high rotations, we do not know if the interface still

minimizes the perimeter, but we believe that the interface is allowed to increase its length
to reach the sheet pattern. Note that the hypothesis ε2 ≪ ε̃ guarantees that Ω must be less
than 1/ε.

The proof of the above theorem builds upon the analysis of Ginzburg-Landau vortices in
the presence of a magnetic field (see [36, 35, 24, 25] or the book [37]). The problem here is
to factor out the energy of the interface between the set ωα where |u1,ε| ≃ 1, |u2,ε| ≃ 0 and
the set ωc

α where |u1,ε| ≃ 0, |u2,ε| ≃ 1. In cases A and B of the Theorem, this interface energy
is dominant hence it is difficult to separate it from the vortex energy which is computed
separately in each domain ωα, ω

c
α. Note that we cannot separate this leading-order energy by

a splitting argument as in the Ginzburg-Landau case or using the division trick introduced
in [28] and used since in different contexts (see [10, 22, 26] for instance) because of the
segregation pattern: one component has an almost zero density.

We rely instead on the fact that the interface energy is due to the modulus of u1,ε and u2,ε,
while the vortex energy is due to the phase. The argument requires nevertheless to precisely
locate the interface energy and estimate the rest of the energy away from the interface, as
we will see in Theorem 1.2 below. This is a result which to our knowledge is new even in the
case of the Modica-Mortola functional. A more precise lower bound was proved by G.Leoni
and R.Murray [29] but without locating the energy.

Theorem 1.2. Let D be a bounded smooth domain in R2 and α ∈ (0, 1). Assume δ = δ(ε)
is such that δ tends to 1 and ε̃ := ε√

δ−1
tends to 0, as ε → 0. Denote by {ε} a sequence of

real numbers tending to 0.
Let {(u1,ε, u2,ε)}ε be such that

Fε(u1,ε, u2,ε) ≤ mεℓα +∆ε, u2
1,ε + u2

2,ε ≤ 1 + Cε̃, (1.18)

where mε is given by (1.11) and ℓα is given by (1.7), with ∆ε ≪ mεℓα as ε → 0. Then
there exists a subsequence {ε′} such that {(u1,ε′, u2,ε′)}ε′ converges to (χωα, χωc

α
), where ωα is

a minimizer of (1.7).
Moreover writing γα = ∂ωα ∩D, for any η > 0 there exists C > 0 such that if ε′ is small

enough (depending on η), for any Vη which is an η-neighbourhood of γα we have

mεℓα−C(∆ε+ | log ε̃|) ≤ Fε(u1,ε′, u2,ε′, Vη), Fε(u1,ε′, u2,ε′, D\Vη) ≤ C(∆ε+ | log ε̃|). (1.19)

The hypothesis u2
1,ε + u2

2,ε ≤ 1 +Cε̃ is satisfied (see Proposition 2.3 below) for minimizers

of EΩ
ε,δ if Ω is not too large, as in cases A and B of Theorem 1.1. In case C it does not apply,

but in this case the leading order of the energy does not allow to locate the interface anyway.
Theorem 1.2 means that the energy is concentrated close to the interface up to an error

of order | log ε̃|. The proof will follow from a similar concentration of perimeter for problem
(1.7) and by estimating mα,ε in terms of perimeters of level-sets of a certain function, as in
P.Sternberg’s [42] generalization of the method of Modica-Mortola [31].

The proof of Theorem 1.1 relies on precise upper bounds and lower bounds. The upper
bound consists in building a test function whose modulus approaches the interface problem
and whose phase reproduces the expected pattern for vortices depending on the values of Ω.
One difficulty is that we have to keep the mass constraint satisfied and |u1|2 + |u2|2 close to
1. An important tool is the uniform exponential decay when δ tends to 1, proved for the 1D
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problem in [41]. Let us point out that we have chosen the limit δ → 1 because it is only in
this case of weak separation that the sheets exist. In the case where δ is fixed the interface
problem leads to two domains having their own vortices and the proof can be adapted from
what we have done.

When Ω is of the order of 1/ε̃2, assuming 1/ε̃2 ≪ 1/ε, we are no longer able to determine
the leading order of the minimal energy. However a plausible minimizer exists, neglecting
boundary effects, which depends on one variable only and exhibits a stripe pattern. The
construction yields the following

Theorem 1.3. Assume that Ω = λ/ε̃2 and that ε ≪ ε̃2, then

min
H

EΩ
ε,δ ≤ Ω|D|E(α, λ), (1.20)

where

E(λ, α) = min
µ>0

min
θ∈Xα

{(
1

6
+

α

2
− 4

∫ 1/2

0

x sin2 θ

)
µ2 +

1

µ2

∫ 1/2

0

θ′
2
+

1

4λ

∫ 1/2

0

sin2 2θ

}
,

(1.21)
and Xα is the set of θ in H1(0, 1/2) such that

−
∫ 1/2

0

sin2θ = α, θ(0) = 0, θ(1/2) = π/2. (1.22)

Remark 2. If λ is small, the θ energy is of Modica Mortola type and θ varies quickly from
0 to π/2 on a scale

√
λ/µ. In this case sin θ = 0 except on the transition interval therefore

the term
∫ 1/2

0
x sin2 θ can be neglected in front of the constant terms. Optimizing with respect

to θ yields, to first order as λ → 0, µ2(1/6 + α/2) + c0/(µ
√
λ). Optimizing with respect to

µ then yields that E(α, λ) is of order 1/λ1/3. Note however that in this regime of small λ,
Theorem 1.1, case C shows that this upper-bound is not optimal.

An alternative direction of construction of upper bounds could be the framework devel-
opped by [30] for two species polymers.

Still in this regime, one thing we are able to say about minimizers (u1,ε, u2,ε) is that on
most disks of radius Rε̃, both u1,ε and u2,ε are present. More precisely,

Theorem 1.4. Assume that Ω = λ/ε̃2 and that ε ≪ ε̃2, then for all η > 0, there exists
a β > 0, R0 > 0, such that for R > R0, and for all ε sufficiently small, if (u1, u2) is a
minimizer of EΩ

ε,δ in H, then

|{x s.t. −
∫

D(x,R,ε̃)

|u1|2 < β or −
∫

D(x,Rε̃)

|u2|2 < β}| < η (1.23)

where D(x,Rε̃) is the circle of center x and radius Rε̃.

The paper is organized as follows. In section 2, we prove estimates that will be useful all
along the proofs, namely an L∞ estimate, estimates for the corresponding 1D problem and
relations between the minimum for the 2D and 1D problems. Section 3 is devoted to the
proof of Theorem 1.1 assuming that Theorem 1.2 holds: upper bounds and lower bounds
are built carefully leading eventually to the required energy estimates. In Section 4, we
introduce the perimeter related properties that allows us to eventually prove Theorem 1.2.
The last section deals with the sheets case leading to the proofs of Theorems 1.3 and 1.4.
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2. A priori estimates

A minimizer of (1.1) in H given by (1.3) is a solution of the following system,

−∆u1 − 2iΩx⊥ · ∇u1 +
1

ε2
u1(|u1|2 + |u2|2 − 1 + ε2Ω2|x|2) + (δ − 1)

ε2
|u2|2u1 = λ1u1, (2.1a)

−∆u2 − 2iΩx⊥ · ∇u2 +
1

ε2
u2(|u1|2 + |u2|2 − 1 + ε2Ω2|x|2) + (δ − 1)

ε2
|u1|2u2 = λ2u2, (2.1b)

where λj’s are the Lagrange multipliers due to the L2 constraint.

2.1. L∞ estimates. In order to get an a priori estimate for w = |u1|2 + |u2|2 using the
equation satisfied by w, we need to prove that the Lagrange multipliers are positive.

Lemma 2.1. If (u1, u2) is a minimizer of (1.1) in H, then the Lagrange multipliers (λ1, λ2)
in equations (2.1) are nonnegative.

Proof. We multiply (2.1a) by ū1, integrate and add the complex conjugate to find

λ1α1 =

∫

D

|∇u1 − iΩx⊥u1|2 +
|u1|2
ε2

(|u1|2 + |u2|2 − 1) +
(δ − 1)

ε2
|u1|2|u2|2. (2.2)

The corresponding equation holds for λ2. If one computes the second variation of the energy
at a minimizer (u1, u2) against functions ϕ:

∂2EΩ
ε (u1, u2)

∂u1
2 · (ϕ, 0) =

∫

D

1

2
|∇ϕ− iΩx⊥ϕ|2 + |ϕ|2

2ε2
(|u1|2 + |u2|2 − 1)+

+
δ − 1

2ε2
|ϕ|2|u2|2 +

(ū1ϕ+ u1ϕ̄)
2

4ε2

If we assume ∫
ū1ϕ+ u1ϕ̄ = 0, (2.3)

then this second variation is nonnegative, since we are at a minimizer. It turns out that if
one takes ϕ = iu1, then it satisfies pointwise ū1ϕ + u1ϕ̄ = 0, and therefore the expression
for λ1 (2.2) is exactly this second variation, hence is nonnegative. The same works out for
u2 and λ2. �

Lemma 2.2. If (u1, u2) is a minimizer of (1.1) in H, then (λ1, λ2) in equations (2.1) satisfy

λj ≤
4

αj

EΩ
ε,δ(u1, u2), where αj = −

∫

D

|uj|2. (2.4)

Proof. We add (2.2) and the corresponding equation for λ2 to find

α1λ1 + α2λ2 =

∫

D

2∑

j=1

|∇uj − iΩx⊥uj|2 +
|u1|2 + |u2|2

ε2
(|u1|2 + |u2|2 − 1) +

2(δ − 1)

ε2
|u1|2|u2|2

Since we have the L2 constraint, and α1 + α2 = 1, then
∫
|u1|2 + |u2|2 = 1, therefore,

α1λ1 + α2λ2 =

∫

D

2∑

j=1

|∇uj − iΩx⊥uj|2 +
1

ε2
(|u1|2 + |u2|2 − 1)2 +

2(δ − 1)

ε2
|u1|2|u2|2.

Since the λi’s are nonnegative, the result follows. �
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Proposition 2.3. If (u1, u2) is a minimizer of (1.1) in H, then

max(|u1|2 + |u2|2) ≤ 1 + Cε2EΩ
ε,δ(u1, u2). (2.5)

Proof. We look for the equation satisfied by w = |u1|2+ |u2|2: we multiply (2.1a) by ū1, add
the complex conjugate, and add the corresponding term with u2 to find

∆w = 2

2∑

j=1

|∇uj − iΩx⊥uj|2 − 2λ1|u1|2 − 2λ2|u2|2 +
2

ε2
w(w − 1) +

2(δ − 1)

ε2
|u1|2|u2|2.

This leads to

∆w ≥ 2

ε2
w(w − 1− ε2max(λ1, λ2)),

which implies

maxw ≤ 1 + ε2max(λ1, λ2).

The previous Lemma yields the result. �

2.2. the 1D system.

Proposition 2.4. There exists a unique minimizer of
∫ +∞

−∞

1

2
|v′1|2 +

1

2
|v′2|2 +

1

4ε2
(1− |v1|2 − |v2|2)2 +

δ − 1

2ε2
|v1|2|v2|2 dx. (2.6)

(v1, v2) → (0, 1) as x → −∞, (v1, v2) → (1, 0) as x → +∞. (2.7)

Moreover |v1|2 + |v2|2 ≤ 1 and

0 ≤
∫ +∞

−∞
(1− |v1|2 − |v2|2) ≤ C

ε2

ε̃
. (2.8)

Proof. It follows from [6], Theorem 3.1, that there exists a minimizer for problem (2.6)-(2.7).
Moreover, each minimizer satisfies that each component is monotone. Therefore, it follows
from the results of uniqueness of [5] for the solutions of the corresponding Euler-Lagrange
equations with monotone components that the minimizer is unique.

The minimizer is a solution of



−v′′1 +
1
ε2
v1(v

2
1 + v22 − 1) + δ−1

ε2
v22v1 = 0,

−v′′2 +
1
ε2
v2(v

2
1 + v22 − 1) + δ−1

ε2
v21v2 = 0,

(2.9)

In order to prove that |v1|2+ |v2|2 ≤ 1, we define w = |v1|2+ |v2|2 and compute the equation
satisfied by w which yields

w′′ ≥ 2

ε2
w(w − 1)

and implies that the maximum of w is less than 1.
Then, we follow the Pohozaev type proof and multiply the first equation of (2.9) by xv′1,

the second by xv′2 and integrate to find
∫ +∞

−∞

1

2
|v′1|2 +

1

2
|v′2|2 =

∫ +∞

−∞

1

4ε2
(1− |v1|2 − |v2|2)2 +

δ − 1

2ε2
|v1|2|v2|2. (2.10)
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Moreover, if we multiply the first equation of (2.9) by v1, the second by v2, integrate and
add the 2, we find
∫ +∞

−∞

1

4
|v′1|2 +

1

4
|v′2|2 +

1

4ε2
(|v1|2 + |v2|2 − 1)(|v1|2 + |v2|2) +

δ − 1

2ε2
|v1|2|v2|2 = 0. (2.11)

Subtracting the two, we find
∫ +∞

−∞

3

2
|v′1|2 +

3

2
|v′2|2 =

∫ +∞

−∞

1

2ε2
(1− |v1|2 − |v2|2). (2.12)

The energy estimate provides the result. �

The next result is about the decrease at infinity for the rescaled 1D system:

Proposition 2.5. If (2.9) is rescaled by ε̃ then the new system is




−v′′1 +
1

δ−1
v1(v

2
1 + v22 − 1) + v22v1 = 0,

−v′′2 +
1

δ−1
v2(v

2
1 + v22 − 1) + v21v2 = 0,

(2.13)

(v1, v2) → (0, 1) as x → −∞, (v1, v2) → (1, 0) as x → +∞. (2.14)

The solutions converge exponentially fast to its limit at ±∞, uniformly in ε.

Proof. It follows from [6], Theorem 3.1, that there exists a minimizer for problem (2.18).
Moreover, each minimizer satisfies that each component is monotone. Therefore, it follows
from the results of uniqueness of [5] for the solutions of the corresponding Euler-Lagrange
equations with monotone components that the minimizer is unique. The exponential con-
vergence at infinity is a consequence of the results of [41].

To follow the results of [41], the system can be expressed in polar coordinates:

v1 = R sinϕ1, v2 = R cosϕ1.

In order to apply the slow fast theory, one considers the small parameter
√
δ − 1 and rewrite

R = 1− (δ − 1)w1. Then writing w2 = w′
1 and ϕ2 = ϕ′

1, system (2.13) can be rewritten as a
first order system in (w1, w2, ϕ1, ϕ2). The results of [41] imply that

w1 =
e2x

(1 + e2x)2
+O(

√
δ − 1)min(e2x, e−2x) (2.15)

ϕ1 = arctan ex +O(
√
δ − 1)min(ex, e−x) (2.16)

uniformly as δ → 1. This implies the uniform exponential convergence at infinity for the
functions v1 and v2. �

2.3. Upper bound for the scalar problem. From now on, δ(ε) is such that limε→0 δ = 1
and

lim
ε→0

ε̃ = 0, where ε̃ :=
ε√

δ(ε)− 1
.

Therefore the potential Wε only depends on ε and is defined by

Wε(u1, u2) =
1

4ε2
(1− u1

2 − u2
2)2 +

(δ − 1)

2ε2
u1

2u2
2, (2.17)

Firstly we define

mε = inf

{∫ +∞

−∞

1

2
|γ′(t)|2 +Wε(γ(t)) dt | γ : R+ → R

n, lim
−∞

γ = a, lim
+∞

γ = b

}
, (2.18)
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where a = (1, 0) and b = (0, 1) are the two wells of the potential Wε.
The following upper-bound is proved using a standard construction, found for instance in

[20] in this particular case, but with a less precise estimate.

Proposition 2.6. Assume α ∈ (0, 1), D is a smooth bounded domain, and let mα,ε, ℓα be
defined in (1.10), (1.7). There exists C > 0 such that for any small enough ε > 0, the
following estimate holds:

mα,ε ≤ ℓαmε + C. (2.19)

Moreover, let γα = ∂ωα ∩ D, where ωα is a minimizer for (1.7), be a minimal interface.
Then for any η > 0, and denoting by Vη an η-neighbourhood of γα, the above bound may be
achieved by vε = (v1,ε, v2,ε) : D → R+ × R+ such that if ε is small enough then

v1,ε = 1 in ωα\Vη, v1,ε = 0 in ωα
c\Vη, v2,ε = 0 in ωα\Vη and ‖v2,ε−1‖ < Cε in C1(ωα

c\Vη).
(2.20)

Remark 3. The constant C in (2.19) depends on D, α. But, as will be clear from the proof,
it can be chosen so as to remain valid for any α′ in a neighbourhood of α.

Proof. From Propositions 2.4, 2.5, the minimization problem (2.18) admits a minimizer Uε :
R → R2, and the rescaled function t → Uε(ε̃t) converges exponentially fast to its limits a
and b as t → ±∞, uniformly in ε. Moreover, from Proposition 2.4

∫

R

|1− |Uε|2| < Cε.

Now let ωα be a minimizer for (1.7). It is a domain with analytic boundary and we may
define the signed distance function

λα(x) = dist(x, ωα)− dist(x, ωc
α), (2.21)

which is smooth in a neighbourhood of γα := D∩∂ωα, say an η-neighbourhood, with bounds
which are in fact independant of α in a neighbourhood of some, say, α0 ∈ (0, 1) (to adress
the above remark).

Now we modifiy the function Uε as Ũε so that Ũε = a on (−∞,−η/ε̃] and Ũε = b on
[η/ε + ∞). Because of the exponential convergence of t → Uε(ε̃t) at infinity, this can be

done in such a way that ‖Ũε − Uε‖ < Ce−M/ε̃, where M > 0 and the norm is the Ck-norm
for arbitrarily chosen k. It can also be done in such a way that

∫

R

|1− |Ũε|2| < Cε
√
δ − 1. (2.22)

Then we let vε(x) = Ũε(tε + λα(x)/ε̃), for some tε ∈ R. It is straightforward to check that
there exists C > 0 independent of ε such that, for a suitable choice of tε ∈ [−C,C], the map
vε satisfies

−
∫

D

|v1,ε|2 = α, (2.23)

and that moreover Fε(vε) ≤ mεℓα + C. Note that this last estimate could be improved to
Fε(vε) ≤ mεℓα + Cε̃ by using the fact that Uε is symmetric with respect to the origin and
therefore that the curvature effect cancels to leading order on both sides of the interface.
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It remains to modify vε in a way such that the second constraint in (1.10) is satisfied.
From (2.22), (1.10) we know that

∣∣∣∣ −
∫

D

|v2,ε|2 − (1− α)

∣∣∣∣ ≤ Cε. (2.24)

Then we modify v2,ε as follows: we fix x, r depending only on D, α such that D(x, 2r) ⊂ ωα
c.

Then, for ε small enough we have v2,ε = 1 on D(x, r) since vε ∼ b in an ε̃-neighbourhood of
γα.

We let ṽ2,ε(y) = 1 + t(r − |y − x|)+ in D(x, r) and ṽ2,ε = v2,ε elsewhere, for a suitably
chosen t ∈ R. From (2.24), it follows that there exists t ∈ (−Cε, Cε) such that

−
∫

D

|ṽ2,ε|2 = (1− α).

We let ṽε = (v1,ε, ṽ2,ε). It is straightforward to check that,

Fε(ṽε) ≤ Fε(vε) + C ≤ mεℓα + C,

which proves the proposition. �

We deduce from the above the following lower bound for mα,ε.

Corollary 2.7. Assume α ∈ (0, 1), D is a smooth bounded domain, and let mα,ε, ℓα be
defined in (1.10), (1.7). There exists C > 0 depending only on D and α such that

mεℓα − C| log ε̃| ≤ mα,ε. (2.25)

Proof. Choose an arbitrary η > 0 and apply Theorem 1.2 to a minimizer (u1,ε, u2,ε) for (1.10),
the minimum problem defining mα,ε. Then from the estimate (2.19), we have Fε(u1,ε, u2,ε) =
mα,ε ≤ mεℓα + C and therefore (1.19) yields

mεℓα − C(C + | log ε̃|) ≤ Fε(u1,ε′, u2,ε′, Vη).

�

3. Minimizers in the presence of rotation

The minimization of Jβ given by (1.14) gives rise to a free boundary problem by using
convex duality, and allows to define a first critical field as in the case of one component
Bose-Einstein condensates and superconductors [37, 22, 39].

Proposition 3.1. Assume β ≥ 0. Defining Jβ as in (1.14), the minimizer jβ of Jβ(·, ω)
among divergence-free vector fields, where ω is a domain in R2, can be written jβ = ∇⊥hβ,
where hβ is the unique minimizer for the problem

min

{
1

2

∫

ω

|∇h|2 − 2

∫

ω

h, h = 0 on ∂ω and ‖h‖∞ ≤ 1/(2β)

}
. (3.1)

The function hβ is C1,1 and defining µβ := curl jβ + 2 we have µβ = 2χωβ
, where χωβ

is
the characteristic function of the set {hβ = −1/(2β)}. This set is understood to be empty if
β = 0

Finally, |ωβ| = 0 (or equivalently µβ = 0) if and only if

β ≤ β1 :=
1

2max |hω|
, where ∆hω = −2 in ω and hω = 0 on ∂ω. (3.2)
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Proof. Since we minimize among divergence-free vector fields, we may let j = ∇⊥h, and
minimize

I(h) =
1

2

∫

ω

|∇h|2 + Φ(h), Φ(h) =
1

2β

∫

ω

|∆h + 2|,

with the understanding that Φ(h) = +∞ if ∆h+2 is not a measure with finite total variation
in ω, or if β = 0 and ∆h+2 is not equal to 0. Then using standard results in convex analysis
(see for instance [13]) we know that

inf
h
I(h) = −min

h
J(h), J(h) =

1

2

∫

ω

|∇h|2 + Φ∗(−h).

Then we compute

Φ∗(h) = sup
k

∫

ω

∇h · ∇k − 1

2β

∫

ω

|∆k + 2|

= sup
k

{∫

∂ω

h∂νk −
∫

ω

h(∆k + 2)− 1

2β

∫

ω

|∆k + 2|+ 2

∫

ω

h

}
.

It is not difficult to check that the supremum is equal to +∞ if h is not constant on ∂ω, and
we may take the constant to be zero because Φ∗(h+ c) = Φ∗(h) for any constant c. Then we
easily find that, assuming h = 0 on ∂ω, the supremum is +∞ if ‖h‖∞ > 1/(2β), and that it
is otherwise acheived when ∆k + 2 = 0. Therefore

Φ∗(h) = 2

∫

ω

h, min J(h) = min
h∈H1

0 (ω)
‖h‖∞≤1/(2β)

1

2

∫

ω

|∇h|2 − 2

∫

ω

h.

This proves the first part of the proposition, the rest being well known results on the obstacle
problem, see [14], or [39] for the last assertion. �

Upper bound, case A. This follows closely the construction in [37], Chapter 7, see also
[39] for an even more closely related construction, thus we will be a bit sketchy for the parts
of the proof which can be found in these references.

We assume that Ω/| log ε̃| converges to β ≥ 0 and we are going to construct a test couple
(u1,ε, u2,ε) such that

EΩ
ε,δ(u1,ε, u2,ε) ≤ mεℓα + Ω2

(
min

div j=0
Jβ(j, ωα) + min

div j=0
Jβ(j, ω

c
α)

)
+ o(| log ε̃|2), (3.3)

where ωα is a minimizer of (1.7).
We choose an arbitrary η > 0, and let

Vη = {x | d(x, γα) < η}, D1 = ωα ∪ Vη, D2 = ωc
α ∪ Vη. (3.4)

We begin by defining the phase ϕ1,ε (resp. ϕ2,ε) of u1,ε (resp. u2,ε). We need to define
the phase ϕ1,ε on D1 rather than ωα because the modulus of u1,ε will not vanish outside
ωα exactly, but outside a slightly larger set. However η is arbitrary and will be sent to 0
eventually.

Denote by h1 (resp. h2) a minimizer of (3.1) in D1 (resp. D2) and let µi = ∆hi +2, i = 1,
2. Then from Proposition 3.1 we have µi = 2χωα,i

, where χωα,i
is the characteristic function
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of ωα,i, defined as the set where hi is equal to 1/(2β), i.e. saturates the constraint in (3.1).
Note that ωα,1 is a subset of ωα while ωα,2 is a subset of ωc

α. We have

min
div j=0

Jβ(j,Di) = Jβ(∇⊥hi, Di) =
1

2

∫

Di

|∇hi|2 +
1

β
|ωα,i|, (3.5)

where it is understood in the case β = 0 that the second term is equal to 0 since ωα,i = ∅

in this case.
The simplest case is when β < min(β1(ωα), β1(ω

c
α)). Then by choosing η small enough we

have β < min(β1(D1), β1(D2)) and thus ωα,1 and ωα,2 are empty, this is the case without
vortices. Then we define

∇ϕ1,ε = Ω∇⊥h1 + Ωx⊥, ∇ϕ2,ε = Ω∇⊥h2 + Ωx⊥. (3.6)

Note that, since ∆hi + 2 = 0, i = 1, 2, the right-hand sides above are curl-free hence they
are indeed gradients of well defined functions in D1 (resp. D2). Then we let u1,ε = v1,εe

iϕ1,ε ,
u2,ε = v2,εe

iϕ2,ε , where vε = (v1,ε, v2,ε) is defined in Proposition 2.6. We have

EΩ
ε,δ(u1,ε, u2,ε) = Fε(v1,ε, v2,ε) +

1

2

∫

D1

v21,ε|∇ϕ1,ε − Ωx⊥|2 + 1

2

∫

D2

v22,ε|∇ϕ2,ε − Ωx⊥|2. (3.7)

From Prop 2.6, Fε(v1,ε, v2,ε) is bounded above by ℓαmε + C. Still from Proposition 2.6, we
have |v1,ε|2, |v2,ε|2 ≤ 1 + Cε, where C depends only on α, D. Therefore, in view of (3.6) we
have
∫

D1

v21,ε|∇ϕ1,ε −Ωx⊥|2 + 1

2

∫

D2

v22,ε|∇ϕ2,ε −Ωx⊥|2 ≤ Ω2(1 +Cε)

(∫

D1

|∇h1|2 +
∫

D2

|∇h2|2
)
.

Thus, in view of (3.5) and the fact that ωα,1 and ωα,2 are empty, we may write (3.7) as

EΩ
ε,δ(u1,ε, u2,ε) ≤ ℓαmε + (1 + Cε)Ω2

(
min

div j=0
Jβ(j,D1) + min

div j=0
Jβ(j,D2)

)
+ C,

which in turn implies that

lim sup
ε→0

EΩ
ε,δ(u1,ε, u2,ε)− ℓαmε

Ω2
≤ min

div j=0
Jβ(j,D1) + min

div j=0
Jβ(j,D2).

This is not exactly (3.3) since the domain D1 (resp. D2) is not exactly equal to ωα (resp.
ωc
α). However (3.3) follows from the above when we let η → 0.

The case where β > min(β1(ωα), β1(ω
c
α)), or equivalently the case where either ωα,1 or ωα,2

is nonempty is a bit more involved as it involves vortices. As in [37], Chapter 7, or [39], we
may approximate Ωµ1 (resp. Ωµ2) by

µ1,ε = 2π

n1,ε∑

i=1

µ1
i,ε

(
resp. µ2,ε = 2π

n2,ε∑

i=1

µ2
i,ε

)
,

where µ1
i,ε (resp. µ

2
i,ε) is the uniform positive measure of mass 2π in B(ai,ε, ε̃) (resp. B(bi,ε, ε̃))

and {ai,ε}i (resp. {bi,ε}i) are points in ωα,1 (resp. ωα,2) at distance at least 2ε̃ from one
another chosen such that µ1,ε/Ω (resp. µ2,ε) converges to 2χωα,1 (resp. 2χωα,2).

Then, if we define h1,ε ∈ H1
0 (D1) (resp h2,ε ∈ H1

0 (D2)) to satisfy

∆h1,ε = µ1,ε − 2Ω (resp. ∆h2,ε = µ2,ε − 2Ω) , (3.8)
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it can be shown (see [37] or [39]) that, as ε → 0, for k = 1, 2,

1

2

∫

Dk

|∇hk,ε|2 ≤ Ω2Jβ(∇⊥hk, Dk) + o(| log ε̃|2). (3.9)

Then we let
∇ϕ1,ε = ∇⊥h1,ε + Ωx⊥, ∇ϕ2,ε = ∇⊥h2,ε + Ωx⊥. (3.10)

The fact that µ1
i,ε (resp. µ

2
i,ε) is a positive measure of mass 2π supported in B(ai,ε, ε̃) (resp.

B(bi,ε, ε̃)) and (3.8) imply that this indeed defines gradients of functions which are well
defined modulo 2π in D1 \ ∪iB(ai,ε, ε̃) and D2 \ ∪iB(bi,ε, ε̃), respectively (see the aforemen-
tionned references for details.) Note that (3.10) defines ϕ1,ε (resp. ϕ2,ε) only in D1 (resp.
D2). Where it is not defined by (3.10), we let the phases be 0 which apriori induces a dis-
continuity, but in fact does not because the modulus of u1,ε (resp. u2,ε) will be defined to be
zero where the discontinuity occurs.

Now we define the modulus of u1,ε (rep. u2,ε). Define vε = (v1,ε, v2,ε) as in Proposition 2.6.
Recall that v1,ε is equal to 1 in D2

c, and equal to 0 in D1
c while v2,ε is equal to 0 in D2

c and
v2,ε − 1 is bounded by Cε in C1(D1

c).
We modify vε in the vortex balls: Let θ(r) = π/2 if r ∈ [0, 1] and θ(r) = (2 − r)π/2 if

r ∈ (1, 2). Let ρ1,ε = v1,ε and ρ2,ε = v2,ε outside ∪iB(ai,ε, 2ε̃)∪iB(bi,ε, 2ε̃)). For x ∈ B(ai,ε, 2ε̃)
let ρ1,ε(x) = cos θ(r/ε̃), where r = |x − ai,ε| and ρ2,ε(x) = sin θ(r/ε̃). For x ∈ B(bi,ε, 2ε̃)
let ρ2,ε(x) = v2,ε(x) cos θ(r/ε̃) and ρ1,ε = sin θ(r/ε̃). Note that since the balls are centered
at points belonging to either ωα,1 or ωα,2, they are at a fixed distance from the interface
γα hence from (2.20), v1,ε is equal to either 0 or 1 on the balls while v2,ε is either equal to
0 or such that ‖v2,ε − 1‖C1 < Cε. It is straightforward to check that in any vortex ball
B = B(ai,ε, 2ε̃) or B = B(bi,ε, 2ε̃) we have Fε(ρ1,ε, ρ2,ε) < C, where C is independent of ε.
Therefore the total contribution of the balls to Fε(ρ1,ε, ρ2,ε) is bounded by CΩ.

We define u1,ε = ρ1,εe
iϕ1,ε and u2,ε = ρ2,εe

iϕ2,ε . Then (3.7) holds with ρ1,ε replacing v1,ε
(resp. ρ2,ε replacing v2,ε), and we deduce as above from Proposition 2.6 and (3.9) that

EΩ
ε,δ(u1,ε, u2,ε) ≤ ℓαmε + (1 + Cε)Ω2

(
min

div j=0
Jβ(j,D1) + min

div j=0
Jβ(j,D2)

)
+ CΩ. (3.11)

However we may not yet conclude that (3.3) is satisfied as in the previous case because
(u1,ε, u2,ε) does not satisfy the constraint (1.12), due to the modification of (v1,ε, v2,ε) in the
vortex balls. Since the number of balls is bounded by C| log ε̃| and their radius is 2ε̃, we
have ∣∣∣∣ −

∫

D

|u1,ε|2 − α

∣∣∣∣ ≤ Cε̃2| log ε̃|. (3.12)

On the other hand
∣∣∣∣ −
∫

D

|u1,ε|2 + |u2,ε|2 − 1

∣∣∣∣ =
∣∣∣∣ −
∫

D

|u1,ε|2 + |u2,ε|2 − v21,ε − v22,ε

∣∣∣∣ =
∣∣∣∣∣ −
∫

∪iB(bi,ε,2ε̃)

(1− v22,ε) sin
2 θ

∣∣∣∣∣ ,

thus — since v2,ε − 1 is bounded by Cε in D1
c — we deduce

∣∣∣∣ −
∫

D

|u1,ε|2 + |u2,ε|2 − 1

∣∣∣∣ ≤ Cε. (3.13)

To correct the first error we perturb the value of α relative to which (v1,ε, v2,ε) is defined in
the above construction. If (v1,ε, v2,ε) is defined in Proposition 2.6 with a value α + t, and
the definition of u1,ε and u2,ε is otherwise unchanged, then the average of |u1,ε|2 over D is a
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continuous function of t and (3.12) tells us that it is equal to α+ t within an error Cε̃2| log ε̃|.
Thus there exists tε such that |tε| ≤ Cε̃2| log ε̃| and such that the resulting (u1,ε, u2,ε) satisfies

−
∫

D

|u1,ε|2 = α.

Then |u2,ε| needs to be modified in order for the second constraint to be satisfied. In view
of (3.13), this may be done as in the proof of Proposition 2.6 by adding to u2,ε a correction
which is bounded by Cε in C1(D). Still denoting (u1,ε, u2,ε) the modified test configuration,
the following modification of (3.11) holds:

EΩ
ε,δ(u1,ε, u2,ε) ≤ ℓα+tεmε + (1 + Cε)Ω2

(
min

div j=0
Jβ(j,D1) + min

div j=0
Jβ(j,D2)

)
+ CΩ.

Since α → ℓα is locally lipschitz, we have ℓα+tε ≤ ℓα+C|tε| ≤ ℓα+Cε̃2| log ε̃|. Then grouping
the error terms the above may be rewritten as

EΩ
ε,δ(u1,ε, u2,ε) ≤ ℓαmε + Ω2

(
min

div j=0
Jβ(j,D1) + min

div j=0
Jβ(j,D2)

)
+ CΩ.

As in the case without vortices (3.3) follows by taking a suitable diagonal sequence ε → 0,
η → 0.

Upper bound, cases B and C. As above we choose an arbitrary η > 0, and define Vη,
D1 and D2 as in (3.4). We define a test configuration (u1,ε = ρ1,εe

iϕ1,ε , u2,ε = ρ2,εe
iϕ2,ε) and

then prove that

EΩ
ε,δ(u1,ε, u2,ε) ≤

|D|
2

Ω log
1

ε̃
√
Ω

+mεℓα +O(Ω) (3.14)

As in [37, 39] we define the lattice

Λε =

√
π

Ω
Z×

√
π

Ω
Z

and let hε be the Λε-periodic solution of

∆hε = 2π

(
∑

p∈Λε

δp

)
− 2Ω

in R2. Then we let ϕε be such that ∇ϕε = ∇⊥hε + Ωx⊥, so that ϕε is well-defined modulo
2π outside Λε since

curl∇ϕε = ∆hε + 2Ω = 2π
∑

p∈Λε

δp,

As in [37, 39], it is straightforward to check that

1

2

∫

D\∪p∈ΛεB(p,ε̃)

|∇ϕε − Ωx⊥|2 = 1

2

∫

D\∪p∈ΛεB(p,ε̃)

|∇hε|2 ≤
|D|
2

Ω log
1

ε̃
√
Ω

+ CΩ. (3.15)

Then we let

ϕ1,ε = ϕεχD1
, ϕ2,ε = ϕεχD2

. (3.16)

Note that as above, the discontinuity in the phases ϕ1,ε, ϕ2,ε is unimportant since the modulus
will be zero where it occurs.
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To define the modulus, let θε be periodic w.r.t. the square [−1/(2
√
Ω), 1/(2

√
Ω)] ×

[−1/(2
√
Ω), 1/(2

√
Ω)] and on this square let

θε(x) =





π/2 if |x| < ε̃,

(2ε̃− |x|)π/(2ε̃) if ε̃ ≤ |x| < 2ε̃,

0 otherwise.

Then let (v1,ε, v2,ε) be given by Proposition 2.6 and define

ρ1,ε = v1,ε cos θε + v2,ε sin θε, ρ2,ε = −v1,ε sin θε + v2,ε cos θε, (3.17)

so that

−
∫

D

ρ21,ε + ρ22,ε = −
∫

D

v21,ε + v22,ε = 1. (3.18)

Also, since ρ1,ε = v1,ε except on the balls of radius 2ε̃ centered on the lattice
√

π
Ω
Z×

√
π
Ω
Z,

we have ∣∣∣∣ −
∫

D

|ρ1,ε|2 − α

∣∣∣∣ =
∣∣∣∣ −
∫

D

|ρ1,ε|2 − v21,ε

∣∣∣∣ ≤ Cε̃2Ω.

As in the previous cases, there exists a real number tε such that |tε| < Cε̃2Ω and such that
if we define (v1,ε, v2,ε) by applying Proposition 2.6 to α+ tε rather than α and (ρ1,ε, ρ2,ε) by
(3.17) then

−
∫

D

|ρ1,ε|2 = α

and, using (3.18),

−
∫

D

|ρ2,ε|2 = 1− α.

Then let u1,ε = ρ1,εe
iϕ1,ε and u2,ε = ρ2,εe

iϕ2,ε . From the previous considerations they satisfy
the constraints in (1.1) and thus

minEΩ
ε,δ ≤ EΩ

ε,δ(u1,ε, u2,ε),

which we estimate now.
First, since ρ1,ε = 0 outside D1 and ρ2,ε = 0 outside D2 we have

1

2

∫

D

ρ21,ε|∇ϕ1,ε − Ωx⊥|2 + ρ22,ε|∇ϕ2,ε − Ωx⊥|2 = 1

2

∫

D

(ρ21,ε + ρ22,ε)|∇hε|2

≤ (1 + Cε)

( |D|
2

Ω log
1

ε̃
√
Ω

+ CΩ

)
.

(3.19)

To estimate the integral of |∇ρ1,ε|2 ad |∇ρ2,ε|2, we note first that from (3.17) we have

|∇ρ1,ε|2 + |∇ρ1,ε|2 = |∇v1,ε|2 + |∇v2,ε|2 + |∇θε|2(v21,ε + v22,ε) + 2∇θε(v2,ε∇v1,ε − v1,ε∇v2,ε).

Then using the fact that |∇θε| is supported in ∪p∈ΛεB(p, 2ε̃), bounded by C/ε̃, that v1,ε and
v2,ε are bounded uniformly by 1 + Cε, and that ∇v1,ε, ∇v2,ε are bounded by C/ε̃ we easily
deduce that

1

2

∫

D

|∇ρ1,ε|2 + |∇ρ1,ε|2 =
1

2

∫

D

|∇v1,ε|2 + |∇v2,ε|2 +O (Ω) . (3.20)

It remains to estimate the integral of Wε(u1,ε, u2,ε) as defined in (2.17). From (3.17) we have
∫

D

(1− ρ21,ε − ρ22,ε)
2 =

∫

D

(1− v21,ε − v22,ε)
2. (3.21)
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Moreover, outside ∪p∈ΛεB(p, 2ε̃) we have ρ21,ερ
2
2,ε = v21,εv

2
2,ε therefore∫

D

ρ21,ερ
2
2,ε =

∫

D

v21,εv
2
2,ε +O(ε̃2Ω). (3.22)

In view of (3.19), (3.20), (3.21), (3.22) we deduce

EΩ
ε,δ(u1,ε, u2,ε) ≤

|D|
2

Ω log
1

ε̃
√
Ω

+ Fε(v1,ε, v2,ε) +O(Ω) ≤ |D|
2

Ω log
1

ε̃
√
Ω

+mεℓα +O(Ω),

proving (3.14).

Lower bound and convergence, Case A. Assume ε > 0 and let (u1,ε, u2,ε) be a minimizer
of EΩ

ε,δ. We let ρ1,ε = |u1,ε|, ρ2,ε = |u2,ε|. Then
EΩ

ε,δ(u1,ε, u2,ε) = Fε(ρ1,ε, ρ2,ε) +Gε(u1,ε, u2,ε), (3.23)

where, defining j1,ε, j2,ε as in (1.13),

Gε(u1,ε, u2,ε) =
1

2

∫

D

|j1,ε|2
ρ21,ε

+
|j2,ε|2
ρ22,ε

. (3.24)

The term Fε(ρ1,ε, ρ2,ε) contains the terms in the energy which depend only on the positive
scalars ρ1,ε, ρ2,ε, and do not depend on the phases of u1,ε, u2,ε. From the definition (1.10) of
mα,ε and Corollary 2.7 we have

Fε(ρ1,ε, ρ2,ε) ≥ mα,ε ≥ mεℓα − C| log ε̃|. (3.25)

On the other hand, assuming Ω = β| log ε̃|, we know from the upper-bound (3.3) proved
above that EΩ

ε,δ(u1,ε, u2,ε) ≤ mεℓα + C| log ε̃|2, which implies that Fε(ρ1,ε, ρ2,ε) ≤ mεℓα +

C| log ε̃|2. Then from Proposition 2.3 and the bound of the energy by C/ε̃, we have u2
1,ε +

u2
2,ε−1 < Cε̃, hence we may apply Theorem 1.2 to (|u1,ε|, |u2,ε|) to find that any sequence {ε}

converging to 0 admits a subsequence (not relabeled) such that ρ1,ε → χωα and ρ2,ε → χωα
c

for some minimizer ωα of (1.7), and moreover that for any η > 0 we have

Fε(ρ1,ε, ρ2,ε, Vη) ≥ mεℓα − C| log ε̃|2, (3.26)

where Vη denotes an η-neighbourhood of γα := ∂ωα ∩D. Note that γα is smooth. It follows
from (3.26) and (3.3), in view of (3.23), that

Fε(ρ1,ε, ρ2,ε, D \ Vη) ≤ C| log ε̃|2, Gε(u1,ε, u2,ε, D \ Vη) ≤ C| log ε̃|2. (3.27)

To obtain the desired lower-bound we will bound from below Gε(u1,ε, u2,ε) on D1 = ωα\Vη

and D2 = ωα
c \ Vη. For convenience, we choose Vη such that D1 and D2 have smooth

boundaries. The lower bound on each component will be that of a one-component condensate
as computed in [39], see also [36], hence we will be a bit sketchy in the proof. From (3.27)
we have ∫

D1

|∇ρ1,ε|2 + |∇ρ2,ε|2 +
1

ε2
(1− ρ21,ε − ρ22,ε)

2 ≤ C| log ε̃|2.

Since |∇(ρ21,ε+ρ22,ε)|2 ≤ C|∇ρ1,ε|2+ |∇ρ2,ε|2, it follows — using the coarea formula as in [37],
Proposition 4.8, suitably adapted — that the set

{x ∈ D1 | |1− ρ21,ε − ρ22,ε| > | log ε̃|−1}
may be included in the union Aε of a finite number of closed disjoint balls whose sum of
radii is bounded by Cε| log ε̃|4.
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Similarly, still using (3.27), we have
∫

D1

|∇ρ1,ε|2 + |∇ρ2,ε|2 +
1

ε̃2
ρ21,ερ

2
2,ε ≤ C| log ε̃|2,

from which we deduce using the fact that |∇(ρ21,ερ
2
2,ε)|2 ≤ C|∇ρ1,ε|2 + |∇ρ2,ε|2, that the set

{x ∈ D1 | ρ21,ερ22,ε > | log ε̃|−1}
may be covered by the union Bε of a finite number of closed disjoint balls whose sum of radii
is bounded by Cε̃| log ε̃|4.

Let Dε
1 = D1 \ (Aε ∪ Bε). If x ∈ Dε

1 then both ρ21,ερ
2
2,ε and |1 − ρ21,ε − ρ22,ε| are bounded

by C| log ε̃|−1, from which we deduce, for ε̃ > 0 small enough, that for each point, either

|1 − ρ21,ε| ≤ 4C| log ε̃|−1 or |1 − ρ22,ε| ≤ 4C| log ε̃|−1. We prove that if ε > 0 is small enough,

depending on D1, then necessarily |1 − ρ21,ε| ≤ 4C| log ε̃|−1 holds. Indeed the number of
connected components of D1 and Dε

1 is the same if ε is small enough, this is because small
closed disjoint balls are removed from D1, and because the boundary of D1 is smooth. Then,
if |1 − ρ22,ε| ≤ 4C| log ε̃|−1 held for some x ∈ Dε

1, it would hold also on the corresponding
connected component, which would contradict — if ε̃ is small enough — the fact that the
integral of ρ22,ε on D1 converges to 0.

Thus we have |1 − ρ21,ε| ≤ 4C| log ε̃|−1 on Dε
1. From here, we may reproduce the proof of

the lower-bounds in [37], Chapter 7 or [39], to deduce that Bε may be included in a union of

disjoint closed balls B1,. . . ,Bk with total radius bounded by C| log ε̃|−10 (the power is chosen
large enough but is not optimal) in such a way that denoting by di the winding number of
u1,ε on ∂Bi, with di set to 0 if Bi intersects the complement of D1, we have as | log ε̃| → 0,

∫

∪iBi

ρ21,ε|∇ϕ1,ε − Ωx⊥|2 ≥ π

(
k∑

i=1

|di|
)
| log ε̃|(1− o(1)). (3.28)

Moreover, the estimate on the sum of the radii of the balls Bi ensures (see [37] or [39]) that,
as ε → 0 and in the sense of distributions,

curl j1,ε + 2Ω− νε → 0, where νε = 2π
∑

i

diδai , (3.29)

and where ai is the center of Bi.
Now, (3.27) and the fact that u2

1,ε + u2
2,ε − 1 < Cε̃ imply that {j1,ε/Ω}ε is bounded in

L2(D1), hence converges weakly in L2(D1) to some j1, modulo a subsequence. Moreover

lim inf
ε→0

Gε(j1,ε, j2,ε, D1)

Ω2
≥ 1

2

∫

D1

|j1|2. (3.30)

From (3.28) and (3.27) we deduce that {νε/Ω}ε is bounded in the set of measures, hence
again converges weakly modulo a subsequence. Therefore, using (3.29), (curl j1,ε + 2/Ω)/Ω
converges in the sense of distributions to a measure µ1. Obviously we have µ1 = curl j1 + 2.

In the case β = 0, the lower bound (3.28) together with the apriori bound (3.27) implies
that

∑
i |di| ≪ Ω as ε → 0, hence µ1 = 0, using (3.29). Thus in this case curl j1 + 2 = 0 and

we deduce directly from (3.30) that

lim inf
ε→0

Gε(j1,ε, j2,ε, D1)

Ω2
≥ min

div j=0
curl j+2=0

Jβ(j,D1),



19

with a similar lower bound holding in D2 as well.
When β > 0, arguing as in [37] or [39], since ∪iBi has measure tending to 0 as ε → 0, by

going to a further subsequence we may add up the lower bounds (3.28) and (3.30) to find
that

lim inf
ε→0

Gε(j1,ε, j2,ε, D1)

Ω2
≥ 1

2

∫

D1

|j1|2 +
1

2β

∫

D1

| curl j1 + 2|,

where the last integral should be understood as the total variation of the measure µ1. The
same argument in D2 = ωα

c \ Vη yields

lim inf
ε→0

Gε(j1,ε, j2,ε, D2)

Ω2
≥ 1

2

∫

D2

|j2|2 +
1

2β

∫

D1

| curl j2 + 2|,

where j2 is the limit as ε → 0 of j2,ε/Ω.
Adding the above lower bounds, either in the case β = 0 or β > 0, and in view of (3.23)

we find that

lim inf
ε→0

minEΩ
ε,δ −mεℓα

Ω2
≥ min

div j=0
Jβ(j,D1) + min

div j=0
Jβ(j,D2).

We recall that D1 = ωα \ Vη, D2 = ωα
c \ Vη. Since the above lower bound is true for any

η > 0, we deduce that the inequality holds with ωα (resp. ωα
c) replacing D1 (resp. D2).

This proves the lower part of (1.15).
It is readily checked that for minimizers (u1,ε, u2,ε), since the upper and lower bounds

match, then necessarily j1,ε (resp. j2,ε) converges modulo subsequences to a minimizer of Jβ

on ωα (resp. ωα
c). This concludes the proof of Part A of Theorem 1.1.

Lower bound and convergence, Cases B and C. The method to compute the lower
bounds on the energy of minimizers in cases B and C is, as in [35], see also [37], to suitably
rescale things so that in rescaled coordinates the rotation Ω is not too large. Then a lower
bound is computed along the lines of case A on rescaled balls of radius one which correspond
to small balls in the original scale. The latter step is summarized in the following

Lemma 3.2. Let EΩ
ε,δ be as in (1.1) and Fε, Gε be as in (3.23), (3.24). Assume that δ = δ(ε)

and that ε̃ → 0, ε̃ ≫ ε as ε → 0, where ε̃ = ε/
√
δ − 1.

There exists C > 0 such that for any M > 0 the following holds: if

Ω = M log
1

ε̃
√
Ω
, (3.31)

there exist ε0 > 0 such that for any ε < ε0 and any (u1,ε, u2,ε) defined on the unit ball B such

that Fε(|u1,ε|, |u2,ε|) < | log ε̃|4,

Gε(j1,ε, j2,ε, B) ≥ Ω|B|| log ε̃|
(
1− CM−1/3

)
, (3.32)

where j1,ε, j2,ε are defined in (1.13).

We postpone the proof of this lemma to the end of this section.
We consider minimizers {(u1,ε, u2,ε)}ε of EΩ

ε,δ and define ρ1,ε, ρ2,ε as in Case A and the
currents j1,ε, j2,ε as in (1.13). We use the same splitting of the energy (3.23) as in case A.
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Case B. The upper bound (3.14) and Proposition 2.3 imply that, in Case B, we have
u2
1,ε + u2

2,ε − 1 < Cε̃. Hence, following case A, any sequence {ε} converging to 0 admits
a subsequence (not relabeled) such that ρ1,ε → χωα and ρ2,ε → χωα

c for some minimizer ωα

of (1.7) and for any η > 0 we have

Fε(ρ1,ε, ρ2,ε, Vη) ≥ mεℓα − CΩ log
1

ε̃
√
Ω
, (3.33)

where Vη denotes an η-neighbourhood of γα := ∂ωα ∩D. It follows that

Fε(ρ1,ε, ρ2,ε, D \ Vη) ≤ CΩ log
1

ε̃
√
Ω
, Gε(u1,ε, u2,ε, D \ Vη) ≤ CΩ log

1

ε̃
√
Ω
. (3.34)

The right-hand side in these bounds is negligible compared to Ω2 when | log ε̃| ≪ Ω. Thus it
follows that both j1,ε/Ω and j2,ε/Ω converge to 0 on D \ Vη as ε → 0. Since this is true for
arbitrary η > 0, they converge to 0 on D. The rest of this section is devoted to the proof of
(1.16).

We change scales in order to apply Lemma 3.2 on the new scale. Given ε′ = λε, we have
for any open set ω ⊂ D

EΩ
ε,δ(u1,ε, u2,ε, ω) = EΩ′

ε′,δ(u
′
1,ε, u

′
2,εω

′), (3.35)

where

EΩ′

ε′,δ(u
′
1,ε, u

′
2,ε, ω

′) =
2∑

k=1

∫

ω′

1

2
|∇u′

k,ε−iΩ′x⊥u′
k,ε|2+

1

4ε′2
(1−|u′

1,ε|2−|u′
2,ε|2)2+

1

2ε̃′2
|u′

1,ε|2|u′
2,ε|2

and

u′
1,ε(x) = u1,ε(λx), u′

2,ε(x) = u2,ε(λx), ω′ = λω, ε′ = λε, ε̃′ = λε̃, Ω′ = Ω/λ2. (3.36)

Note that ε̃′
√
Ω′ = ε̃

√
Ω. For any M , we define λε to be such that

Ω

λε
2 = M log

1

ε̃
√
Ω
, (3.37)

then

Ω′ = M log
1

ε̃′
√
Ω′

.

In cases B and C of Theorem 1.1, we have | log ε̃| ≪ Ω ≪ 1/ε̃2, so that 1 ≪ λ and ε̃
√
Ω′ → 0.

Therefore, ε̃′ ≪ 1 as ε → 0 and Ω′ ≃ M | log ε̃′|.
If we define the recaled currents j′1,ε, j

′
2,ε as in (1.13), replacing there u1,ε, u2,ε, Ω by u′

1,ε,
u′
2,ε, Ω

′, and if we let ρ′1,ε = |u′
1,ε| and ρ′2,ε = |u′

2,ε|, then the rescaled energy splits in a similar
fashion to (3.23), (3.24) as

EΩ′

ε′,δ(u
′
1,ε, u

′
2,ε) = Fε′(ρ

′
1,ε, ρ

′
2,ε) +Gε′(u1,ε, u2,ε), (3.38)

where Fε′, Gε′ are defined as in (3.24).
We are now ready to bound from below Gε(u1,ε, u2,ε) on D1 = ωα \ Vη and D2 = ωα

c \ Vη.
Fom Fubini’s Theorem and using the above rescaling we have

Gε(u1,ε, u2,ε, D1) =

∫

x∈R2

λε
2

π
Gε′(u

′
1,ε, u

′
2,ε, Bλεx ∩D′

1) dx, (3.39)
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where Bλεx denotes the unit ball centered at λεx and D′
1 = λεD1. A similar identity hold

for Fε, and also when replacing D1 with D2. In particular, using (3.34) and (3.36), we have

π

λε
2Fε(u1,ε, u2,ε, D1) =

∫

x∈R2

Fε′(u
′
1,ε, u

′
2,ε, Bλεx ∩D′

1) dx ≤ CΩ′ log
1

ε̃′
√
Ω′

. (3.40)

Let

A = {x ∈ D1 | B(x, 1/λε) ⊂ D1) and Fε′(ρ
′
1,ε, ρ

′
2,ε, Bλεx) ≤ | log ε̃′|4}.

From the definition of A and (3.37) we may apply Lemma 3.2 for each x ∈ A on the ball
B(λεx, 1) to the rescaled configuration (u′

1,ε, u
′
2,ε). Then inserting the lower-bound (3.32) in

(3.39) we find

Gε(u1,ε, u2,ε, D1) ≥ |A|λε
2

π
Ω′|B|| log ε̃′|

(
1− CM−1/3

)
= |A|Ω| log ε̃′|

(
1− CM−1/3

)
.

Using the fact that 1 ≪ λε and using (3.40) we deduce that |A| ≃ |D1| as ε → 0. Moreover,
the fact that Ω′ ≃ M | log ε̃′|, implies that

| log ε̃′| ≃ log
1

ε̃′
√
Ω′

= log
1

ε̃
√
Ω
.

It follows that, as ε → 0,

Gε(u1,ε, u2,ε, D1) ≥ |D1|Ω log
1

ε̃
√
Ω

(
1− CM−1/3 − o(1)

)
.

Summing with the corresponding inequality on D2, using the fact that M can be chosen
arbitrarily large, and as in case A using the fact we can choose the size η of the neighbourhood
of the interface Vη arbitrarily small, we deduce that, as ε → 0,

Gε(u1,ε, u2,ε, D) ≥ |D|Ω log
1

ε̃
√
Ω
(1− o(1)) . (3.41)

We add to the above the lower bound Fε(u1,ε, u2,ε) ≥ mεℓα − C| log ε̃| which follows from
Lemma 2.7, to obtain the lower bound part of (1.16).

Case C. Case C is simpler than case B. Using the same rescaling and using the same notation
as above we have, using the fact that now the interface energy is negligible compared to
Ω log(1/ε̃

√
Ω),

π

λε
2Fε(u1,ε, u2,ε, D) =

∫

x∈R2

Fε′(u
′
1,ε, u

′
2,ε, Bλεx ∩D) dx ≤ CΩ′ log

1

ε̃′
√
Ω′

.

Then we let A be the set of x such that B(x, 1/λε) ⊂ D) and Fε′(ρ
′
1,ε, ρ

′
2,ε, Bλεx) ≤ | log ε̃′|4.

As above |A| ≃ |D| so that if we apply Lemma 3.2 for each x ∈ A on the ball B(λεx, 1) to
the rescaled configuration (u′

1,ε, u
′
2,ε) we find, as ε → 0,

Gε(u1,ε, u2,ε, D) ≥ |D|Ω log
1

ε̃Ω

(
1− CM−1/3 − o(1)

)
.

Using the fact that M can be chosen arbitrarily large and that Gε ≤ EΩ
ε,δ we deduce that

(1.17) holds.
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Proof of Lemma 3.2. We assume in this proof that

Gε(j1,ε, j2,ε) ≤ πΩ| log ε̃| ≤ CM | log ε̃|2, (3.42)

otherwise there is nothing to prove. Here the second inequality is an easy consequence of
(3.31).

To prove the Lemma, we first proceed as in case A to construct vortex balls. Using the
bound ∫

B

|∇ρ1,ε|2 + |∇ρ2,ε|2 +
1

ε̃2
ρ21,ερ

2
2,ε ≤ C| log ε̃|4,

the set

{x ∈ B | ρ21,ερ
2
2,ε > | log ε̃|−1} or |1− ρ21,ε − ρ22,ε ≥ | log ε̃|−1}

may be covered by the union Aε of a finite number of closed disjoint balls whose sum of
radii is bounded by Cε̃| log ε̃|6. Then Bε = B \ Aε is a connected set and such that either

|1−ρ21,ε| ≤ C| log ε̃|−1 or |1−ρ22,ε| ≤ C| log ε̃|−1 on Bε. Without loss of generality, we assume

that |1−ρ21,ε| ≤ C| log ε̃|−1 on Bε. From here, the vortex-ball construction (see [37], Chapter 7
or [39]) implies that Aε may be included in a union of disjoint closed balls B1,. . . ,Bk with
total radius bounded by C| log ε̃|−10 in such a way that denoting by di the winding number
of u1,ε on ∂Bi, with di set to 0 if Bi intersects the complement of B, we have

∫

∪iBi

|j1,ε|2
ρ21,ε

≥ π

(
k∑

i=1

|di|
)
(| log ε̃| − C log | log ε̃|) . (3.43)

Moreover, the estimate on the sum of the radii of the balls Bi ensures (see [37], chapter 6 or
[39]) that, as ε → 0 and in the sense of distributions,

‖curl j1,ε + 2Ω− νε‖(C0,1)∗ ≤ C| log ε̃|−6, where νε = 2π
∑

i

diδai , (3.44)

and where ai is the center of Bi.
Next we use (3.44) to estimate the sum of degrees in (4.22), which will yield the desired

result. Let 0 ≤ ζ ≤ 1 be a function equal to 1 on the ball of radius 1−M−1/3, equal to 0 on
∂B, and such that |∇ζ | ≤ M1/3. Then we have, using (3.42), that

∣∣∣∣
∫

B

ζ curl j1,ε

∣∣∣∣ =
∣∣∣∣
∫

B

∇⊥ζ · j1,ε
∣∣∣∣ ≤ CM1/6‖j1,ε‖L2(B) ≤ CM2/3| log ε̃|.

Then, from (3.44), ∣∣∣∣
∫

B

ζ (curl j1,ε + 2Ω− νε)

∣∣∣∣ ≤ C| log ε̃|−5.

We deduce that

2π
∑

i

diζ(ai) ≥ 2Ω

∫

B

ζ − C| log ε̃|−5 − CM2/3| log ε̃|,

and then using the fact that Ω ≃ M | log ε̃|, that when ε is small enough we have

2π
∑

i

diζ(ai) ≥ 2Ω|B|(1− CM−1/3).

Inserting in (3.43) yields the desired result. �
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4. Localisation of the line energy

We recall the definition of the energy Fε of a pair u1, u2 : D → R by (1.8), with (1.9)
where it is understood that δ is a function of ε. We recall the definition of (1.10).

4.1. Localisation of perimeter. We start with the following quantitative convergence
result for the perimeter.

Proposition 4.1. Let D be a bounded smooth domain in R
2 and α ∈ (0, 1). Then for any

η > 0 there exists C > 0 such that if ω ⊂ D is such that |ω| = α|D|, then there exists a
minimizer ωα of (1.7) such that

perD\Vη
(ω) ≤ C (perD(ω)− ℓα) , (4.1)

where we denoted by Vη a η-neighbourhood of the curve γα = D ∩ ∂ωα.

Proof. We will prove the equivalent statement that, under the hypothesis of the proposition
and given η > 0, if {ωn}n is a minimizing sequence for (1.7) then there exists a subsequence
{n′}, a minimizer ωα of (1.7), and C > 0 such that if n′ is large enough (depending on η > 0)
then

perD\Vη
(ωn′) ≤ C (perD(ωn′)− ℓα) .

It is well known that if {ωn}n is a minimizing sequence for (1.7), then there exists a
subsequence {n′} such that {χωn′}n′ converges weakly in BV and strongly in L1 to χωα,
where ωα is a minimizer [19]. From now on we label {n} the subsequence to lighten notation.

Let Vt = {x ∈ D | d(x, ωα) < t} and Wt = {x ∈ D | d(x, ωc
α) < t}. By taking η smaller

if necessary, we may assume that there exists a positive lower bound for the length of the
connected components of ∂Vt ∩D and ∂Wt ∩D for each t ∈ (0, η).

Now, using the above convergence,

lim
n→+∞

∫

Vη\Vη/2

|∇χωn| = 0.

Moreover, let γn := ∂ωn ∩D, using the coarea formula we have, ,
∫

Vη\Vη/2

|∇χωn| ≥
∫ η

η/2

#(γn ∩ ∂Vt) dt,

where #A is the cardinal of A. It follows from the above and a mean value argument that
for n large enough, there exists tn ∈ (η/2, η) such that γn ∩ ∂Vn = ∅, where we wrote Vn for
Vtn . Moreover, from the L1 convergence of χωn to χωα we may assume — by using again a
mean value argument to determine tn — that

lim
n→+∞

ℓ(ωα ∩ ∂Vn) = 0. (4.2)

From γn ∩ ∂Vn = ∅ we deduce that if n is large enough, then each connected component
of D ∩ ∂Vn is either included in ωn or in ωc

n. The former is not possible if n is large because
it would imply a lower-bound for ℓ(ωα ∩ ∂Vn) contradicting (4.2). Therefore

∂Vn ⊂ ωc
n.

Now let An = ωn ∩ Vn, Bn = ωn ∩ V c
n . Then,

α|D| = |An|+ |Bn|, ℓ(γn ∩ V c
n ) = ℓ(∂Bn ∩D), (4.3)

while |Bn| → 0 as n → +∞ from the L1 convergence.
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We now use two well-known facts about isoperimetric problems in two dimensions (see
for instance [33]). First, the function α → ℓα is locally lipschitz on the interval (0, 1) and
second, there exists a constant C depending on the smooth domain D such that for any
ω ⊂ D we have |ω| ≤ Cℓ(ω ∩D)2. In view of (4.3) we deduce that

ℓα − Cℓ(γn ∩ V c
n )

2 = ℓα − Cℓ(∂Bn ∩D)2 ≤ ℓα − C
|Bn|
|D|

≤ ℓ|An|/|D| ≤ ℓ(∂An ∩D) = ℓ(γn ∩ Vn) + ℓ(ωn ∩ ∂Vn)

= ℓ(γn ∩ Vn) = ℓ(γn)− ℓ(γn ∩ V c
n ).

We deduce that
ℓ(γn ∩ V c

n )− Cℓ(γn ∩ V c
n )

2 ≤ ℓ(γn)− ℓ(γα),

and then, using the fact that ℓ(γn)− ℓα tends to 0 as n → +∞, that for n large enough

ℓ(γn ∩ V c
n ) ≤ C (ℓ(γn)− ℓ(γα)) ,

where if fact the constant can be taken as close to 1 as one wishes.
We may similarly find tn ∈ (η/2, η) such that, letting Wn = Wtn we have, for n large

enough,
ℓ(γn ∩W c

n) ≤ C (ℓ(γn)− ℓ(γα)) .

It follows then from V c
η ⊂ V c

n ∪W c
n that

ℓ(γn ∩ V c
η ) ≤ ℓ(γn ∩ V c

n ) + ℓ(γn ∩W c
n) ≤ C (ℓ(γn)− ℓ(γα)) ,

proving (4.1) and the proposition. �

4.2. Lower bound from perimeter. Here we restate a result of P.Sternberg [42].
In what follows we are given a two-well potential W : Rn → R, where n is a positive

integer, such that W is, say, C2, nonnegative, and vanishes at exactly two points a and b
where we assume moreover that the hessian of W is positive definite.

We define for any x ∈ R
n

d(x, a) = inf

{∫ 0

−∞

1

2
|γ′(t)|2 +W (γ(t)) dt | γ : R− → R

n, lim
−∞

γ = a, γ(0) = x

}
. (4.4)

d(x, b) = inf

{∫ +∞

0

1

2
|γ′(t)|2 +W (γ(t)) dt | γ : R+ → R

n, lim
+∞

γ = b, γ(0) = x

}
.

d(a, b) = inf

{∫ +∞

−∞

1

2
|γ′(t)|2 +W (γ(t)) dt | γ : R+ → R

n, lim
−∞

γ = a, lim
+∞

γ = b

}
.

and we let

d(x) =





d(x, a) if d(x, a) < d(a, b)/2,

d(a, b)− d(x, b) if d(x, b) < d(a, b)/2,

d(a, b)/2 otherwise.

(4.5)

Note that with this notation d(b) is the same as d(a, b).

Proposition 4.2. ([42]) Given a smooth bounded domain D ⊂ R2, for any u : D → Rn we
have

F (u) :=

∫

D

1

2
|∇u(x)|2 +W (u(x)) dx ≥

∫ d(a,b)

0

perD ({x ∈ D | d(u(x)) < t}) dt.
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We include a sketch of the proof for the convenience o the reader.

Lemma 4.3. The function x → d(x) is locally lipschitz on Rn and d(x) ∈ [0, d(a, b)] for any

x. Morever |∇d(x)| =
√

2W (x) a.e. on the set of x such that d(x) 6= d(a, b)/2.

Proof (Guy Barles, oral communication). Given x ∈ Rn such that d(x, a) < d(a, b)/2 it is
not difficult to prove by the direct method that the infimum defining d(x, a) is acheived by
a certain γ. Then, given h ∈ Rn, we extend γ by letting

γ(t) = x+
√

2W (x)t
h

|h| , 0 ≤ t ≤ |h|√
2W (x)

.

then γ connects a to x+h and using it as a test path in the definition of d(x, a) we find that

d(x+ h, a) ≤ d(x, a) +
√

2W (x)h + o(|h|). (4.6)

This shows that x → d(x, a) is locally lipschitz and, using a similar argument, we fins that
x → d(x, b) is lipschitz as well, which then implies that x → d(x) is locally lipschitz too.

Using Rademacher’s theorem, the function d is then differentiable almost everywhere and
(4.6) together with its equivalent for d(x + h, b) shows that |∇d(x)| ≤

√
2W (x) at any x

where d is differentiable. To prove the converse inequality we consider again some x ∈ Rn

such that d(x, a) < d(a, b)/2 and a minimizer γ. Then γ is smooth and satisfies γ′′ = ∇W (γ)
and thus (

1

2
|γ′(t)|2 −W (γ(t)

)′
= 0.

Because γ(t) → a and γ′(t) → 0 as t → −∞ we deduce that |γ′(t)| =
√
2W (γ(t)) for every

t. Then the path t → γ(t + τ) defined on (−∞, 0] is a minimizer for d(γ(−τ), a) hence

d(γ(−τ), a) = d(x)− τ

(
1

2
|γ′(0)|2 +W (γ(0))

)
+ o(τ) = d(x)− τ

√
2W (x)|γ′(0)|+ o(τ),

which implies that |∇d(x)| ≥
√
2W (x) if d is differentiable at x. �

Then the proof of the proposition follows the classical argument of Modica-Mortola [31]
using the coarea formula.

First we use the well nown fact that |∇d(x)| = 0 almost everywhere on D0 := {x ∈ D |
d(x) = d(a, b)/2} — this is true of any sobolev function on any level set, the catch being
that generically the level set itself is negligible. Therefore we have

F (u) ≥ 2

∫

D

|∇u|√
2

√
W (u) ≥

∫

D\D0

|∇(d ◦ u)| =
∫

D

|∇(d ◦ u)|.

Using the coarea formula, we deduce that

F (u) ≥
∫ d(a,b)

0

perD{d ◦ u = t} dt.

4.3. Specialization to two-component condensates. We now specialize the preceding
section to the potential Wε defined in (2.17) so that the functional (1.8) may be rewritten
as

Fε(u) =

∫

D

1

2
|∇u(x)|2 +Wε(u(x)) dx.

The potential Wε is a two-well potential with wells a = (1, 0) and b = (0, 1).
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We will denote by dε the distance function associated to the potential Wε by (4.5) and let
mε = dε(a, b) so that mε is given by (2.18). From [4] it follows that mε ∼ m0/ε̃ for some
positive constant m0.

To study the behaviour of dε(x) when x is close to the wells a and b, we use polar coordi-
nates (rx, θx) in R

2. Then, x close to a corresponds to rx close to 1 and θx close to 0, while
x close to b corresponds to rx being close to 1 and θx close to π/2. We have from (4.4) that

dε(x, a) = inf

{∫ 0

−∞

1

2
(r′

2
+ r2θ′

2
) +

1

4ε2
(1− r2)2 +

1

2ε̃2
r4 cos2 θ sin2 θ

}
, (4.7)

where the infimum is taken over all functions r, θ such that r(−∞) = 1, θ(−∞) = 0,
r(0) = rx and θ(0) = θx.

If we only take the infimum with respect to the function r, keeping θ fixed equal to the
constant 0 the minimizer is r(t) = tanh(C− t√

2ε
) or r(t) = coth(C− t√

2ε
) according to wether

rx ≤ 1 or rx ≥ 1 and the minimum is

dε,r(rx) =
(1− rx)

2)(rx + 2)

3ε
√
2

. (4.8)

If on the other hand we fix r to be the constant 1 and minimize with respect to θ we find
that the minimizer is θ(t) = arctan(C + x

ε
), while the minimum is

dε,θ(θx) =
sin2 θx

ε̃
. (4.9)

It is straightforward to check that

dε(x, a) ≤ dε,r(rx) + dε,θ(θx).

Moreover, if we know that the minimizer (r, θ) in (4.7) satisfies min r = rmin then we have

dε,r(rmin) + rmin
2dε,θ(θx) ≤ dε(x, a). (4.10)

From these fact, we deduce the following useful behaviour of dε near a and b.

Lemma 4.4. There exist η, C > 0 such that for any ε small enough and any x = (x1, x2) ∈
R+ × R+ we have, letting ε̃ := ε/

√
δ − 1:

(1) There holds

min(dε(x), mε − dε(x)) ≤ Cε̃Wε(x).

(2) If dε(x) <
η
ε̃
then x2

2

Cε̃
≤ dε(x)

(3) If dε(x) > mε − η
ε̃
then x1

2

Cε̃
≤ mε − dε(x).

Proof. We begin by proving item 2. First we claim that if η is chosen small enough, then
dε(x) < η

ε̃
implies that dε(x) < dε(a, b)/2 hence dε(x) = dε(x, a). Indeed if we consider

a minimizing path for dε(a, b) and let x0 denote its midpoint, then from symmetry con-
siderations we have that θ0 = π/4, where (r0, θ0) denote the polar coordinates of x0, and
dε(x0, a) = dε(a, b)/2. Then, from (4.10) and the apriori bound dε(a, b) ≤ dε,θ(π/2) = 1/ε̃
we deduce, since ε ≪ ε̃ as ε → 0, that rmin > 1/2 if ε is chosen small enough. It follows, still
using (4.10), that 1/(8ε̃) ≤ dε(x0, a). This proves the claim, with η = 1/8.

Now assuming dε(x) < η
ε̃
and considering a minimizing path for dε(a, x), we deduce as

above from (4.8), (4.10) that if ε small enough then rmin > 1/2. Plugging this information
in (4.10) we find that sin2 θx ≤ 4η, which implies that θx < π/4 if η is chosen small enough.
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Then x2 ≤ Cθx for a suitable C > 0 and 1/
√
2 < cos(θx). We deduce that, with a possibly

different constant C,
x2

2

ε̃
≤ C

sin2θx
ε̃

= Cdε,θ(θx) ≤ 4Cdε(x).

This proves item 2 of the lemma. Since the proof of item 3 is very similar, we omit it.
Item 1 easily follows from the bound dε(x, a) ≤ dε,r(rx)+dε,θ(θx) — and a similar inequality

for dε(x, b) — and (4.8), (4.9), using the fact that ε ≪ ε̃. �

4.4. Area of level-sets. We need the following:

Lemma 4.5. Assume that α ∈ (0, 1), that D is a bounded smooth domain in R2 and that
C0 > 0 is an arbitrary constant. Then there exist ε0, C > 0 such that the following holds.

For any ε ∈ (0, ε0) and any locally lipschitz u : D → R2 such that

Fε(u) ≤ mεℓα +∆ε, −
∫

D

u2
1 = α, u2

1,ε + u2
2,ε − 1 ≤ C0ε̃, (4.11)

it holds that, for any t ∈ (C| log ε̃|, mε − C| log ε̃|),
|ωt − α|D|| ≤ Cε̃(| log ε̃|+∆ε), (4.12)

where we used the notation

ωt = |{x ∈ D | dε(u(x)) ≤ t}| . (4.13)

Proof. Since t → |ωt| increases continuously from 0 to |D|, it suffices to prove first that, for
some C > 0, ∣∣ωmε−C| log ε̃| \ ωC| log ε̃|

∣∣ ≤ Cε̃(| log ε̃|+∆ε), (4.14)

and second that, choosing Ĉ > 0 large enough depending on C,

∃t ∈ [C| log ε̃|, mε − C| log ε̃|] , ||ωt| − α|D|| ≤ Ĉε̃| log ε̃|. (4.15)

We begin by proving the second claim, namely that given C > 0 we may choose Ĉ > 0
such that (4.15) holds. For this we assume that (4.15) is not true for some Ĉ > 0 and prove

that Ĉ cannot be too large. Since t → |ωt| is increasing, the fact that (4.15) is false implies
that either

∀t ≤ mε − C| log ε̃|, |ωt| ≤ α|D| − Ĉε̃| log ε̃|, (4.16)

or for every t ≥ C| log ε̃| we have |ωt| ≥ α|D| + Ĉε̃| log ε̃|. We will assume the former, the
other case can be treated in a similar fashion.

We have

α|D| =
∫

ωmε−C| log ε̃|

u2
1 +

∫

D\ωmε−C| log ε̃|

u2
1. (4.17)

Using item 3 of the previous lemma, we know that u2
1 ≤ C1Cε̃| log ε̃| on D \ ωmε−C| log ε̃|,

where C1 is the constant occuring in Lemma 4.4. Moreover, using (4.11),
∫

ωmε−C| log ε̃|

u2
1 = |ωmε−C| log ε̃||+

∫

ωmε−C| log ε̃|

(
u2
1 − 1

)
≤ |ωmε−C| log ε̃||+ C0ε̃.

Then we deduce from (4.17) and (4.16) that

α|D| ≤ α|D| − Ĉε̃| log ε̃|+ C1Cε̃| log ε̃|+ C0ε̃,
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which is clearly a contradiction if Ĉ is large enough and ε̃ is small enough, thus proving
(4.15).

It remains to prove (4.14), which is the crucial point in the proof of Theorem 1.2. First
we introduce some notation: Since u is locally lipschitz, we know that for almost every t > 0
the level set {dε ◦ u = t} is empty or a lipschitz curve and we may define

γt = {x ∈ D | dε(u(x)) = t}, v(t) = −
∫

γt

2Wε(u(x))

|∇(dε ◦ u)(y)|
dℓ(y), a(t) =

∫

γt

dℓ(y)

|∇(dε ◦ u)(y)|
,

where dℓ denotes the line element on the curve γt.
We have, using the coarea formula, and letting Iε = [C| log ε̃|, mε − C| log ε̃|],

∣∣ωmε−C| log ε̃| \ ωC| log ε̃|
∣∣ =

∫

t∈Iε
a(t) dt.

From Lemma 4.4 we know that Wε(u) ≥ (Cε̃)−1min(dε(u), mε − dε(u)). Therefore

a(t) ≤ 1

2

ε̃

t
|γt|v(t),

where |γt| denotes the length of the curve γt. It follows that

∣∣ωmε−C| log ε̃| \ ωC| log ε̃|
∣∣ ≤ 1

2

∫

t∈Iε

ε̃

t
|γt|v(t) dt (4.18)

On the other hand, using again the coarea formula,

Fε(u) =
1

2

∫

D

|∇u|2 +
∫

D

Wε(u)

≥
∫ mε

0

∫

γt

1

2

|∇u|2
|∇(dε ◦ u)|

+
Wε(u)

|∇(dε ◦ u)|
dℓ dt.

Using Jensen’s inequality and the fact that |∇dε ◦ u| ≤ |∇dε(u)||∇u| =
√
2Wε(u)|∇u|, we

have

−
∫ |∇u|2

|∇(dε ◦ u)|
≥
(

−
∫ |∇(dε ◦ u)|

|∇u|2
)−1

≥ 1

v(t)
.

It follows that

Fε(u) ≥
∫ mε

0

|γt|
2

(
v(t) +

1

v(t)

)
dt.

We may then substract mεℓα and obtain, in view of our hypothesis (4.11)

∆ε ≥ Fε(u)−mεℓα

≥
∫ mε

0

|γt|
2

(
v(t) +

1

v(t)

)
dt−mεℓα − Cε̃

≥
∫

t∈Iε

|γt|
2

(
v(t) +

1

v(t)

)
− ℓα dt− C| log ε̃|.

(4.19)

Let δ(t) = |γt|
2

(
v(t) + 1

v(t)

)
−ℓα. We wish to bound from above the integrand in (4.18), possi-

bly in terms of δ(t). We distinguish several cases, C denotes a generic constant independant
of ε.
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- If ℓα ≤ |γt|v(t)/4 then δ(t) ≥ |γt|v(t)/2 and therefore, using the fact that t ≥ C| log ε̃|,
if ε is small enough then

ε̃

t
|γt|v(t) ≤ v(t) ≤ Cε̃δ(t).

- If |γt|v(t) ≤ 4ℓα then, since ℓα is independent of ε,

ε̃

t
|γt|v(t) ≤ C

ε̃

t
.

It follows, in view of (4.19) and since Iε = [C| log ε̃|, mε − C| log ε̃|], that
∣∣ωmε−C| log ε̃| \ ωC| log ε̃|

∣∣ ≤ Cε̃

∫

t∈Iε

1

t
+ δ+(t) dt ≤ Cε̃

(
| log ε̃|+∆ε +

∫

t∈Iε
δ−(t) dt

)
. (4.20)

It remains to bound the last integral on the right-hand side. For this we note that, since
δ(t) ≥ |γ(t)| − ℓα, we have

δ−(t) ≤ (ℓα − |γ(t)|)+ .

But ℓα − |γt| ≤ ℓα − ℓβ, where β = |ωt|/|D|, in view of the definition (1.7). Since the
isoperimetric profile function α → ℓα is lipschitz (see for instance [33]) we deduce that
ℓα − |γt| ≤ C |α|D| − |ωt|| . From (4.15) there exists t0 such that |α|D| − |ωt0 || ≤ Cε̃| log ε̃|,
therefore for any t ∈ Iε we have

δ−(t) ≤ C |α|D| − |ωt|| ≤ |α|D| − |ωt0||+ ||ωt0| − |ωt|| ≤ Cε̃| log ε̃|+
∣∣ωmε−C| log ε̃| \ ωC| log ε̃|

∣∣ .
Together with (4.20) we deduce that

∣∣ωmε−C| log ε̃| \ ωC| log ε̃|
∣∣ ≤ Cε̃

(
| log ε̃|+∆ε +

∣∣ωmε−C| log ε̃| \ ωC| log ε̃|
∣∣) ,

which implies (4.14) and the lemma if ε̃ is small enough. �

4.5. Proof of Theorem 1.2. Assume the hypothesis of Theorem 1.2 are satisfied. We
assume that ∆ε = o(mεℓα) as ε → 0 otherwise the conclusion is trivial. Then, as is well-
known in the scalar case since Modica-Mortola [31] and in this case from Aftalion-Royo
Letellier [4], any sequence {ε} converging to zero admits a subsequence (not relabeled) such
that {(u1,ε′, u2,ε′)}ε′ converges to (χωα, χωc

α
), where ωα is a minimizer of (1.7). We consider

such a subsequence, for which

u1,ε → χωα, u2,ε → χωc
α

(4.21)

weakly in BV , and strongly in L1.
We wish to prove that for any η > 0, denoting Vη an η-neighbourhood of γα := ∂ωα ∩D,

there exists C > 0 such that if ε′ is small enough depending on η we have

Fε(u1,ε′, u2,ε′, Vη) ≥ mεℓα − C (∆ε + | log ε̃|) . (4.22)

(Note that the second assertion in (1.19) follows immediately from the above and (1.18)).
We begin by proving

Lemma 4.6. Assume α ∈ (0, 1) and let ωα be a minimizer of (1.7). Then for any δ > 0 there
exists η > 0 such that if ωα′ is a minimizer for (1.7) with |α− α′| < η and if |ωα△ωα′ | < η,
then

ωα′ ⊂ ωα +Bδ.
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Proof. Assume by contradiction that there exists δ > 0 and a sequence {ωαn}n of minimizers
of (1.7) such that αn → α and |ωαn△ωα| → 0. Then every subsequence of {χωαn

}n has
a subsequence which weakly converges in BV . But the only possible limit is χωα since
|ωαn△ωα| → 0. Therefore the whole sequence converges to χωα weakly in BV .

The result then follows from the regularity of sets with minimal perimeter (see for instance
the book by Giusti [19], or the recent notes by Cozzi and Figalli [18]). �

Proof of Theorem 1.2. Let

ωt = {dε ◦ uε < t}, α(t) =
|ωt|
|D| , ℓ(t) = ℓα(t), Iε = [C| log ε̃|, mε − C| log ε̃|],

where dε is the distance defined in (4.5) choosing as potential the function Wε defined in
(2.17), and where ℓα is defined in (1.7).

We have from (1.18) that
∫ mε

0

perD(ωt) dt ≤ Fε(u) ≤ mεℓα +∆ε, (4.23)

therefore ∫

Iε

perD(ωt) dt ≤
∫

Iε

ℓα dt+∆ε + C| log ε̃|.

From (1.18) we ma apply Lemma 4.5 to (|u1,ε|, |u2,ε|) to find that for every t ∈ Iε we have

|ωt − α|D|| ≤ Cε̃(∆ε + | log ε̃|), (4.24)

which implies, since α → ℓα is Lipschitz, that

perD(ωt) ≥ ℓα(t) ≥ ℓα − Cε̃∆ε + | log ε̃|). (4.25)

Together with (4.23) this yields
∫

Iε

|perD(ωt)− ℓα| dt ≤ C (∆ε + | log ε̃|) . (4.26)

We now make use of the localisation of perimeter proved in Proposition 4.1. According to
Proposition 4.1, for any t ∈ Iε there exists ω̃t which minimizes (1.7) for α(t) such that

ℓ(∂ωt ∩ V c
δ,t) ≤ C(perD(ωt)− ℓα(t)), (4.27)

where Vδ,t denotes a δ-neighbourhood of ∂ω̃t ∩D. This implies in particular the existence of
C > 0 such that if we choose η > 0, then for any t ∈ Iε we have

perD(ωt)− ℓα(t) ≤ η =⇒ |ωt△ω̃t| < Cη. (4.28)

Using Lemma 4.4 there exists β > 0 independent of ε such that ωC| log ε̃| ⊂ uε
−1(B(a, β)).

But from Lemma 4.5 we have that |ωC| log ε̃|| converges to |ωα| as ε → 0 while from (4.21) we
have that |ωα△uε

−1(B(a, β))| converges to 0 as ε → 0. It follows that if ε is small enough
then

|ωC| log ε̃|△ωα| ≤ η, (4.29)

Using Lemma 4.5 we have also that |ωt△ωC| log ε̃|| < η for small ε, which together with (4.28)
and (4.29) implies that given η > 0, if ε > 0 is small enough then for any t ∈ Iε

|ω̃t△ωα| < Cη.

In view of Lemma 4.6, if choosing η small enough we deduce that when ε is small enough

perD(ωt)− ℓα(t) ≤ η =⇒ ∂ω̃t ∩D ⊂ Vη. (4.30)
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Combining (4.27) and (4.30), we thus proved that ∀t ∈ Iε,

perD(ωt)− ℓα(t) ≤ η =⇒ perV c
2δ
(ωt) ≤ C(perD(ωt)− ℓα(t)).

Let T denote the set of t’s such that perD(ωt) − ℓα(t) > η is bounded above by (∆ε +
C| log ε̃|)/η. We have

∫

Iε

perV3δ
(ωt) dt ≥

∫

Iε

perD(ωt)− perV c
2δ
(ωt) dt

≥
∫

t∈Iε\T
ℓα(t) − C(perD(ωt)− ℓα(t)) dt.

Using (4.26) and (4.25) we find
∫

Iε

perV3δ
(ωt) dt ≥

∫

t∈Iε\T
ℓα dt− C(∆ε + | log ε̃|).

But (4.26) also implies that the measure of the set T of t’s such that perD(ωt)− ℓα(t) > η is
bounded above by (∆ε + C| log ε̃|)/η, therefore

∫

Iε

perV3δ
(ωt) dt ≥

∫

Iε

ℓα dt−
ℓα
η
(∆ε + | log ε̃|)− C(∆ε + | log ε̃|).

The left-hand side being bounded above by Fε(u, V3δ) we deduce that

Fε(u, V3δ) ≥ mεℓα − C(∆ε + | log ε̃|),
proving (4.22) and the theorem. �

5. Proof of Theorems 1.3 and 1.4

5.1. Proof of Theorem 1.3. The idea is that the modulus of the wave functions are
invariant in the y direction and will only depend on the x variable, while the gradient
of the phase has a staircase like increase in the x direction. This construction is inspired
from the test function of [27].

We want to use a small scale to build an upper bound with stripes at this scale. We will
assume that u2

1 + u2
2 = 1. The natural scale is therefore proportional to ε̃. We set Ω = λ/ε̃2

and the scale bε = µ/
√
Ω = µε̃/

√
λ. We define vk(x) on a square K of size 1 to be uk(bεx).

Therefore the rescaled energy on K is

E1(v1, v2) =

∫

K

∑

k=1,2

1

2
|∇vk − iµ2x⊥vk|2 +

µ2

2λ
|v1|2|v2|2. (5.1)

The upper bound for our full energy is then, for a well-chosen center of the grid,

|D|
b2ε

minE1. (5.2)

We define ρk = |vk|, vk = ρke
iϕk and jk = ∇ϕk − µ2x⊥. We will assume that neither ρk nor

jk depends on y, and that they are both 1-periodic with respect to x. We will look for ρ1
such that

ρ1(0) = ρ1(1) = 0, ρ1(1/2) = 1, ρ1 is even with respect to 1/2.

Moreover, since ρ21 + ρ22 = 1, then ρ′1
2 + ρ′2

2 = ρ′1
2/(1− ρ21).
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Since the ground state of E1 satisfies div(ρ
2
kjk) = 0, this implies that ρ2kjk,x is constant and

we can set this constant equal to 0, which implies that jk,x = 0. Then, since curl jk = −2µ2,
we have

∂jk,y
∂x

= 2µ2.

We point out that jk,y can only have a jump where ρk vanishes. This yields, for x ∈ [0, 1),

j1,y = 2µ2(x− 1

2
),

j2,y = 2µ2x for x ∈ (0,
1

2
), j1,y = 2µ2(x− 1) for x ∈ (

1

2
, 1).

Since ρ22 = 1− ρ21, we find that

1

2

∑

k=1,2

∫ 1

0

ρ2kj
2
k = 4µ4

∫ 1/2

0

(1− ρ21)x
2 + ρ21(x− 1

2
)2 = µ4

(
1

6
+

α

2
− 4

∫ 1/2

0

xρ21

)
.

The energy E1 of our test function is therefore

µ4

(
1

6
+

α

2

)
+

1

2

∫ 1

0

ρ′1
2

(1− ρ21)
+

µ2

λ
ρ21(1− ρ21)− 4µ4xρ21. (5.3)

We make a change of function ρ1 = sin θ and recall (5.2), which yields as an upper bound

|D|Ω
((

1

6
+

α

2
− 4

∫ 1/2

0

x sin2 θ

)
µ2 +

1

µ2

∫ 1/2

0

θ′
2
+

1

4λ

∫ 1/2

0

sin2 2θ

)
.

This yields the Theorem.

5.2. Proof of Theorem 1.4. Let (u1,ε, u2,ε) be a minimizer of Eε and let Eε(K(x,Rε̃)) be
the energy of (u1,ε, u2,ε) integrated on the square K(x,Rε̃).

Because of Theorem 1.3, we have a bound for Eε(K(x,Rε̃)) of the order of R2 for almost
all squares, in the sense that for all η > 0, there exists a constant C such that

|{x s.t. Eε(K(x,Rε̃)) > CR2}| < η (5.4)

We are going to prove that each x such that Eε(K(x,Rε̃)) < CR2 it holds that

−
∫

K(x,Rε̃)

|u1|2 > α and −
∫

K(x,Rε̃)

|u2|2 > α,

where α depends only on C and λ. The conclusion of the Theorem will follow from (5.4)
and this claim.

We are going to prove the claim by contradiction. Assume that

Eε(K(x,Rε̃)) < CR2

and −
∫
K(x,Rε̃)

|u1|2 < α. From the energy bound, we infer that

−
∫

K(x,Rε̃)

(1− |u1|2 − |u2|2)2 < C
ε2

ε̃2
.

Therefore, for ε small,

−
∫

K(x,Rε̃)

|1− |u1|2 − |u2|2| < α and −
∫

K(x,Rε̃)

|1− |u2|2| < 2α. (5.5)
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We rescale by Rε̃ the length and call ũi the rescaled functions. Then, the rescaled rotation
being defined as Ω̃ = R2ε̃2Ω = R2λ, from the energy bound and (5.5) we deduce that on the
rescaled square K of sidelength 1 we have

∫

K

|∇ũ2 − iũ2Ω̃× r|2 + 1

α
|1− |ũ2|2| < C. (5.6)

On the other hand we may use the energy estimates and vortex constructions from the
Ginzburg-Landau theory [37], using

√
α as the Ginzburg-Landau parameter. These imply,

after considering the different possible cases Ω̃ < C logα, logα ≪ Ω̃ ≪ 1/α and 1/α < CΩ̃

that the following lower-bound holds, where c > 0 is universal, if Ω̃ > 1, α < 1:
∫

K

|∇ũ2 − iũ2Ω̃× r|2 + 1

α
|1− |ũ2|2| ≥ cΩ̃.

Recalling that Ω̃ = R2ε̃2Ω = R2λ, we deduce that if R is sufficiently large, and α small, this
lower-bound contradicts (5.6) and the claim holds. Note that we could also not resort to
Ginzburg-Landau theory and simply argue that the left-hand side of (5.6) must be large if

Ω̃ is large enough and α is small enough by a compactness argument: assume there exists
Ω̃n → +∞, αn → 0 and u2,n satisfying (5.6), then obtain a contradiction.

References

[1] A. Aftalion, Vortices in Bose-Einstein Condensates, Birkhauser, 2006.
[2] A. Aftalion, and P. Mason, Classification of the ground states and topological defects in a rotating

two-component Bose-Einstein condensate, Physical Review A 84 (2011), 033611.
[3] A. Aftalion, B. Noris and C. Sourdis, Thomas-Fermi approximation for coexisting two component

Bose-Einstein condensates and nonexistence of vortices for small rotation. Com. Math. Phys, Vol. 336,
2, p.509-579, 2015.

[4] A. Aftalion, and J. Royo-Letelier, A minimal interface problem arising from a two component

Bose-Einstein condensate via Gamma-convergence, Calc. Var. and PDE’s. Vol. 52, p.165-197, 2015.
[5] A. Aftalion, and C. Sourdis, Interface layer of a two-component BoseEinstein condensate, Commu-

nications in Contemporary Mathematics, 19, 1650052-1600097, (2017).
[6] S. Alama, L. Bronsard, A. Contreras, and D.E. Pelinovsky, Domain walls in the coupled

Gross–Pitaevskii equations, Archive for Rational Mechanics and Analysis, 215, 2, p.579–610, (2015).
[7] N.D. Alikakos, A.C. Faliagas, Stability Criteria for Multiphase Partitioning Problems with Volume

Constraints Discrete and Continuous Dynamical Systems - A, (2017), 37 (2) : 663-683.
[8] L. Ambrosio, N Fusco, and D. Pallara, Functions of Bounded Variation and Free Discontinuity

Problems. Oxford Mathematical Monographs. Oxford University Press, 2000, 24.
[9] L. Ambrosio and V. M. Tortorelli, On the approximation of free discontinuity problems. Boll.

Un. Mat. Ital. B (7), 6(1):105123, 1992.
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dAnalyse Mathématique, 77(1), 1-26, 1999.
[29] G. Leoni, R. Murray, Second-Order Γ-limit for the Cahn-Hilliard Functional, Archive for Rational

Mechanics and Analysis 219.3 (2016): 1383-1451.
[30] S.Luo, X.Ren, J.Wei, N on hexagonal lattices from a two species interacting system. Preprint 2018.
[31] L.Modica, S.Mortola, Il limite nella G-convergenza di una famiglia di funzionali ellittici. Boll. Un.

Mat. Ital. A (5) 14 (1977), no. 3, 526529.
[32] U. Parts, V.M.H. Ruutu, J.H. Koivuniemi, M. Krusius, E.V. Thuneberg, and G.E. Volovik

M easurements on the vortex sheet in rotating superfluid 3He-A Physica B: Condensed Matter Volume
210, Issues 34, 2 May 1995, Pages 311333

[33] A.Ros , The Isoperimetric Problem, Clay Mathematics Institute Summer School on the Global Theory
of Minimal Surfaces, 2001.

[34] E. Sandier and S. Serfaty, Global Minimizers for the Ginzburg-Landau Functional below the First
Critical Magnetic Field, Annales IHP, Analyse non linéaire. 17, 1, (2000), 119-145.
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