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#### Abstract

The modeling of humanoid robots with many degrees-of-freedom (DoF) can be done via the complete dynamic model. However, the complexity of the model can hide the essential factor of the walking, i.e. the equilibrium of the robot. One alternative is to simplify the model by neglecting some dynamical effects like in the 3D Linear Inverted Pendulum (LIP) model. Nonetheless, the assumption that the ZMP will be at the base of the pendulum is not ensured and the resulting walking gaits can make the Zero Moment Point (ZMP) evolves outside of the convex hull of support when they are replicated by the complete model of any humanoid robot. The objective of this paper is to propose a new model for walking that has the same dimensions as the 3D LIP model but considers the complete dynamics of the humanoid. The proposed model is called essential model and it can be written based on the internal states of the robot and/or external information, thereby generating models for different purposes. The main advantage of the essential model is that it allows to generate walking gaits that ensure that the Zero Moment Point (ZMP) is kept in a desired position or


[^0]it follows a desired path while the gait is performed. Furthermore, impacts of the swing foot with the ground can be considered to compute periodic walking gaits. In order to show the advantages of the proposed model, numerical studies are performed to design periodic walking gaits for the humanoid robot ROMEO. Keywords: Modelling, Biped walking, Periodic motions, Humanoid robots

## 1. Introduction

In the design of walking gaits for humanoid robots a simple model is often desired. However, the simpler the model, the more inaccurate the solution that describes the behavior of the physical system. In spite of this weakness, 5 the 3D Linear inverted pendulum (LIP) model is still the most used model to develop 3D walking gaits due to its simplicity and the fact that decoupled analytical expressions can be found. For instance, in [1] and [2] a decomposition of the 3D LIP model is carried out to introduce a concept called Capture point which is useful for starting and stopping phases and also for designing periodic walking gaits. Recently in [3] the 3D LIP model was used to design a biped walking pattern based on a new way of discretization named spatially quantized dynamics (SQD). In [4] the 3D LIP model is studied along with their energyoptimal gait planning based on geodesics in order to control the walking gait. As shown, the 3D LIP model is still largely used in the literature, however, as it is an approximate model, the resulting walking gaits does not have the same performance when they are realized by the complete model, therefore, complementary control techniques or adjustments must be taken into account.

One of the main difficulties of walking studies is the equilibrium of the robot, i.e. to satisfy the contact hypothesis and in particular to avoid the rotation of the stance foot. Thus, the constraint on the Zero Moment Point (ZMP) is crucial (see [5]). One way to ensure this constraint is satisfied is by using high-level control to impose a desired evolution for the ZMP [6].

On the other hand, a walking gait can be an "automatic" task if the floor is flat and empty, or a task precisely defined by the environment. In the first states is made [7, 8, [9, 10, 11]. In the second case, the modeling must be based on a reference linked to the environment to impose a precise pose of the landing foot even in presence of perturbations. In this case, a temporal evolution of the swing foot is often prescribed [6, 12, [13, 14].

The objective of this paper is to propose a new model of the same dimension that the 3D LIP model that considers the whole dynamics of the humanoid robot, in order to develop walking gaits that deals with the issues described above, i.e. fulfilling the equilibrium condition by ensuring the stance foot is in contact with the ground, and defining the body motion as a function of internal and external variables. We have called this model: essential model. This model has been developed by taking into account the notion of zero dynamics, which is a very useful tool to analyze the internal dynamics of a system [15]. Among many applications, this tool has also been used to develop walking motions of underactuated systems such as in [16, 9], 11, 17], among others. However, 40 unlike previous works, the original idea in this paper is to define a 3D dynamic relation between the two internal states (usually the horizontal position of the CoM) and the ZMP without the assumptions of the well-known LIP model. Therefore, the main contribution of this work is the development of a new model for humanoid robots that can be used instead of the 3D LIP with several
case, the assumption that the motion of the robot depends only on its internal
advantages with respect to it, as the following:

1. Unlike the 3D LIP model, the essential model is not based on a mechanical approximation (concentrated mass) of the robot but here the motion and dynamics of all the robot's body are taken into account.
2. It is possible to impose that the ZMP is in a desired location during the whole step (as shown in Cases I and II in Section 6) but also make the ZMP follows a desired path while the robot performs its motion (as shown in Case III in Section 6).
3. Impacts of the swing foot with the ground can be considered to compute periodic walking gaits (as shown in Cases II and III in Section 6).

The paper is structured as follows. In order to put this proposal in context, three dynamic models used in the literature are presented in Section 2. The new model is introduced in Section 3. Then, the connection between the essential model and the complete model in order to deduce the desired joint motions and the corresponding torques is detailed in Section 4. A brief discussion on generation of periodic walking patterns is presented in Section 5. The application of this model to the humanoid robot ROMEO as a case of study is presented in Section 6, where three cases are studied in order to show the effectiveness of the essential model. In there, a comparison with the 3D LIP model, and differ-
ent walking gaits where impacts are considered and the ZMP follows a desired trajectory are found. Finally, the paper ends with several concluding remarks and perspectives in Section 7

## 2. The dynamic model

The considered models of walking locomotion are inherently hybrids. They

The continuous phase

The motion of the humanoid robot during the SS phase is governed by nonlinear differential equations. In general, by considering the generalized coordinates $\boldsymbol{q} \in \mathbb{R}^{n}$ which describe the biped's configuration of dimension $n$, and the vector of velocities $\dot{\boldsymbol{q}} \in \mathbb{R}^{n}$, the dynamic model can be written as

$$
\begin{equation*}
\dot{\boldsymbol{\zeta}}=f_{\zeta}(\boldsymbol{\zeta})+g_{\zeta}(\boldsymbol{\zeta}) \boldsymbol{u} \tag{1}
\end{equation*}
$$

where $\boldsymbol{\zeta}=\left[\boldsymbol{q}^{\top}, \dot{\boldsymbol{q}}^{\top}\right]^{\top}$, is the state vector, $f_{\zeta}: \mathbb{R}^{2 n} \rightarrow \mathbb{R}^{2 n}, g_{\zeta}(\boldsymbol{\zeta}): \mathbb{R}^{2 n} \rightarrow$ $\mathbb{R}^{2 n \times r}$ are non linear functions and $\boldsymbol{u} \in \mathbb{R}^{r}$ is the vector of $r$ control inputs.
Further details of equation (1) in the compact form obtained by the NewtonEuler algorithm are shown in Section 2.1.

Transition between support

In walking, the transition between SS phases occurs after an intermediate DS phase, which is defined when both feet are in contact with the ground. An impact of the swing foot with the ground is typically produced at the end of
the SS phase. However in experimental tests, the impact is sometimes evaded, i.e. the swing foot touches the ground with zero velocity, in order to avoid high internal forces in the structure of the robot (such as in [14]). In any case, when

## i.e.

$$
\begin{equation*}
\boldsymbol{q}^{+}=E \boldsymbol{q}^{-} \tag{3}
\end{equation*}
$$

where superscripts + and - mean the instants just after and just before the impact respectively, and matrix $E$ defines the interchange of joint positions.

If an impact with the ground is considered, a change on the joint velocities occurs. Therefore, the velocities after impact can be expressed in a compact way as

$$
\begin{equation*}
\dot{\boldsymbol{q}}^{+}=\Delta(\boldsymbol{q}) \dot{\boldsymbol{q}}^{-} \tag{4}
\end{equation*}
$$

where $\Delta(\boldsymbol{q}) \in \mathbb{R}^{n \times n}$ is a matrix that relates the joint velocities after and before the impact. Notice that if there is no impact at transition $\Delta(\boldsymbol{q})=E$.

The hybrid model

Therefore, by taking into account the continuous phase described by (1) and the transition equations in position (3) and velocity (4), the hybrid model of the robot can be written as

$$
\left\{\begin{align*}
\dot{\zeta} & =f_{\zeta}(\boldsymbol{\zeta})+g_{\zeta}(\boldsymbol{\zeta}) \boldsymbol{u} & & \zeta \notin \mathcal{S}_{\boldsymbol{q}}  \tag{5}\\
\boldsymbol{\zeta}^{+} & =\Delta_{\zeta}\left(\boldsymbol{\zeta}^{-}\right) & & \boldsymbol{\zeta} \in \mathcal{S}_{\boldsymbol{q}}
\end{align*}\right.
$$

where $\Delta_{\zeta}(\boldsymbol{\zeta})=\left[\left(E \boldsymbol{q}^{-}\right)^{\top},\left(\Delta(\boldsymbol{q}) \dot{\boldsymbol{q}}^{-}\right)^{\top}\right]^{\top}$.


Figure 1: a) Centroidal model. b) Inverted Pendulum model c) Linear Inverted Pendulum model. The gravity force $\boldsymbol{F}_{g}$ acts on the CoM as an external force. The inertial force and inertial moment are denoted as $m_{c} \ddot{\boldsymbol{c}}$ and $\dot{\mathcal{L}}$ respectively. The ground reaction wrench $\boldsymbol{F}_{0}$ and $\boldsymbol{M}_{0}$ are expressed in a reference frame $\Sigma_{0}$. This frame can be placed anywhere. However, if the reaction wrench is expressed on the CoP (point p) it can be formed instead by the reduced vector $\boldsymbol{F}$ and $\boldsymbol{M}$.

In the remaining of this section a brief explanation of the three dynamic models most used in literature to model the continuous phase in SS phase of humanoid robots is carried out in order to set the stages for our proposal: The essential model.

### 2.1. Case 1: The complete dynamic model

The dynamic model which describes the motion of a humanoid robot in the SS phase can be written as

$$
\begin{equation*}
A(\boldsymbol{q}) \ddot{\boldsymbol{q}}+\boldsymbol{d}(\boldsymbol{q}, \dot{\boldsymbol{q}})=B \boldsymbol{\tau} \tag{6}
\end{equation*}
$$

where $\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}} \in \mathbb{R}^{n}$ are the position, velocities, and accelerations of the joints, respectively, $A \in \mathbb{R}^{n \times n}$ is the inertia matrix, $\boldsymbol{d} \in \mathbb{R}^{n}$ is the vector of centrifugal,
${ }_{130}$ Coriolis and gravitational forces, $B \in \mathbb{R}^{n \times r}$ is the input matrix ${ }^{1}$ (a study of

[^1]matrix $B$ for the planar case is found in (19]) and $\boldsymbol{\tau} \in \mathbb{R}^{r}$ is the vector of applied torques by actuators at joints.

The dynamic model (6) considers the inertial frame $\Sigma_{0}$ linked to the stance foot (see Fig1(a)). Therefore, since parametrization with implicit contact is used the particular choice of actuated coordinates when $r=n$, the dynamic equation (6) and the ground reaction wrench $\left[\boldsymbol{F}_{0}^{\top}, \boldsymbol{M}_{0}^{\top}\right]^{\top}$ at the inertial frame $\Sigma_{0}$ can be computed with the Newton-Euler algorithm, namely

$$
\left[\begin{array}{c}
\boldsymbol{F}_{0}  \tag{7}\\
M_{0} \\
\tau
\end{array}\right]=\boldsymbol{N E}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}}),
$$

where $\boldsymbol{F}_{0}=\left[\begin{array}{lll}F_{x}, & F_{y}, & F_{z}\end{array}\right]^{\top}$ and $\boldsymbol{M}_{0}=\left[M_{x}, M_{y}, M_{z}\right]^{\top}$. Furthermore, this equation is linear in the acceleration $\ddot{\boldsymbol{q}}$, i.e.

$$
\left[\begin{array}{c}
\boldsymbol{F}_{0}  \tag{8}\\
\boldsymbol{M}_{0} \\
\boldsymbol{\tau}
\end{array}\right]=\left[\begin{array}{c}
A_{F}(\boldsymbol{q}) \\
A_{M}(\boldsymbol{q}) \\
A(\boldsymbol{q})
\end{array}\right] \ddot{\boldsymbol{q}}+\left[\begin{array}{c}
\boldsymbol{d}_{F}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \\
\boldsymbol{d}_{M}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \\
\boldsymbol{d}(\boldsymbol{q}, \dot{\boldsymbol{q}})
\end{array}\right]
$$

where $A_{F} \in \mathbb{R}^{3 \times n}, A_{M} \in \mathbb{R}^{3 \times n}, \boldsymbol{d}_{F} \in \mathbb{R}^{3}$ and $\boldsymbol{d}_{M} \in \mathbb{R}^{3}$ are matrices and vectors used to compute the reaction wrench. Thus, equation (8) can be arranged as

$$
\left[\begin{array}{c}
\boldsymbol{F}_{0}  \tag{9}\\
\boldsymbol{M}_{0} \\
\boldsymbol{\tau}
\end{array}\right]=A_{e}(\boldsymbol{q}) \ddot{\boldsymbol{q}}+\boldsymbol{d}_{e}(\boldsymbol{q}, \dot{\boldsymbol{q}}),
$$

where $A_{e}=\left[A_{F}^{\top}, A_{M}^{\top}, A^{\top}\right]^{\top} \in \mathbb{R}^{n+6 \times n}$ and $\boldsymbol{d}_{e}=\left[\boldsymbol{d}_{F}^{\top}, \boldsymbol{d}_{M}^{\top}, \boldsymbol{d}^{\top}\right]^{\top} \in \mathbb{R}^{n+6}$.

### 2.2. Case 2: The Centroidal model

The dynamic model that highlights the difficulty of walking is the equilibrium of the complete robot, also called the Centroidal model [20] (see Fig. 11(a)). In here, the position of the CoM w.r.t. the frame $\Sigma_{0}$ is denoted by $\boldsymbol{c}=[x, y, z]^{\top}$, and the mass of the robot is denoted by $m_{c}$. The linear acceleration of the CoM
is $\ddot{\boldsymbol{c}}$ and its angular momentum around its CoM is denoted as $\mathcal{L}^{2}$. In this model, the external forces that act on the robot are emphasized, which are: the gravity force denoted as $\boldsymbol{F}_{g}=\left[0,0,-m_{c} g\right]^{\top}$ where $g$ is the gravitational acceleration; and the forces applied by the ground spread over the sole of the support foot. All the contact forces with the support foot can be regrouped on one unique wrench. This wrench can be written at the center of pressure (CoP) point, as $\boldsymbol{F}=\boldsymbol{F}_{0}$ and $\boldsymbol{M}=\left[0,0, M_{z}^{*}\right]^{\top}$ as shown in Fig. 1(a). Thus, by considering the wrench at the CoP and by computing the equilibrium around the CoM, the dynamic equation w.r.t. $\Sigma_{0}$ can be written as

$$
\begin{align*}
m_{c} \ddot{\boldsymbol{c}} & =\boldsymbol{F}_{g}+\boldsymbol{F}  \tag{10}\\
\dot{\mathcal{L}} & =(\boldsymbol{p}-\boldsymbol{c}) \times \boldsymbol{F}+\boldsymbol{M}, \tag{11}
\end{align*}
$$

where $\boldsymbol{p}=\left[p_{x}, p_{y}, p_{z}\right]^{\top}$ denotes the CoP point w.r.t. the frame $\Sigma_{0}$. The constraint of the contact wrench to avoid takeoff, sliding and rotation of the support foot can be expressed based on equations 10 and 11 for any humanoid robot.

- The constraint of no takeoff implies that $F_{z}>0$, i.e. from the third row of 10 , $\ddot{z}>-g$.
- The constraint of no slipping implies that $F_{t a n}=\sqrt{F_{x}^{2}+F_{y}^{2}}<\mu F_{z}=$ $F_{\text {fric }}$, where $\mu$ is the friction coefficient between the sole of the support foot and the ground. This constraint can be also written in terms of the acceleration of the CoM, i.e. $\ddot{x}^{2}+\ddot{y}^{2}<\mu^{2}(\ddot{z}+g)^{2}$.
- The constraint of no tipping of the foot implies that the ZMP is always kept inside the convex hull of the support area, i.e. $\mathrm{CoP}=\mathrm{ZMP}$. Note that, the dimension of the support area changes when multi-contacts are considered. This constraint can not be easily transformed in terms of $\ddot{\boldsymbol{c}}$.

[^2]The last condition is the more constraining, therefore it is important to know the position of the CoP during all the walking gait. This position can be easily obtained from equations 10 and 11 as

$$
\begin{align*}
& p_{x}=x-\frac{z \ddot{x}}{\ddot{z}+g}-\frac{\dot{\mathcal{L}}_{y}}{m_{c} \ddot{z}+m_{c} g}  \tag{12}\\
& p_{y}=y-\frac{z \ddot{y}}{\ddot{z}+g}+\frac{\dot{\mathcal{L}}_{x}}{m_{c} \ddot{z}+m_{c} g} . \tag{13}
\end{align*}
$$

On the other hand, the position of the ZMP can be computed based on the ground reaction wrench at frame $\Sigma_{0}$, namely

$$
\begin{equation*}
\boldsymbol{M}_{0}-\boldsymbol{p} \times \boldsymbol{F}_{0}=\boldsymbol{M} \tag{14}
\end{equation*}
$$

By considering the inertial frame $\Sigma_{0}$ on a flat ground, $p_{z}=0$. Then, the horizontal position of CoP is obtained from the two first rows of equation 14 , i.e.

$$
\begin{align*}
p_{x} & =\frac{-M_{y}}{F_{z}}  \tag{15}\\
p_{y} & =\frac{M_{x}}{F_{z}} \tag{16}
\end{align*}
$$

The position $\left(p_{x}, p_{y}\right)$ must be always inside the convex hull of support for all time in order to equations $\sqrt{12}$ and $\sqrt{13}$ be valid.

### 2.3. Case 3: 3D LIP model

The equations $\sqrt[12]{ }$ and $\sqrt{13}$ can be used to build a model that contains the main properties of walking. By making the assumptions that the vertical acceleration of the CoM and the derivative w.r.t. time of the angular momentum are zero, the 3D LIP model arises, as shown in Fig. 1(c) (notice that the motion is restricted to a plane not necessary horizontal [21]). The last assumption implies two possibilities: 1) the total mass of the robot is constrained in one point; 2) the total angular momentum around the CoM is constant (this choice could restrict the motion of the CoM, that is why it is not often used). Thus,

From these equations, the well-known 3D LIP model proposed by Kajita [21] is obtained, which is given by

$$
\begin{align*}
\ddot{x} & =\frac{g}{z}\left(x-p_{x}\right),  \tag{19}\\
\ddot{y} & =\frac{g}{z}\left(y-p_{y}\right) . \tag{20}
\end{align*}
$$

The 3D LIP model is often used to study walking gaits due to the fact it captures some essential properties of walking, such as the limit of the ZMP and the effect of gravity. This model is composed of two linear differential equations of second order that allow to define the evolution of the CoM when the position of the CoP is known. Moreover, its dynamics in the sagittal plane (defined by the axis of walking direction $X$ ) is decoupled from those in the frontal plane (defined along $Y$ axis).

In practice, after the calculation of the evolution of the CoM by using the 3D LIP model, a desired motion of a massless swing leg and upper body are often added in order to define joint motions. However, since the evolution of the ZMP is affected by the joint motions in the complete model, the motions of the real swing leg and upper body need to be considered from the beginning of walking gait developments. In the next section, a reduced model that takes into account the motions of the real leg and upper body from the beginning is developed.

## 3. The proposed essential model

A new model for generation of walking gaits for humanoid robots called essential model is proposed. A fully actuated $n$-DOF robot is considered. Notice that in SS phase, due to the limitations of the unilateral force in the stance foot, a very restricted control of the CoM can be achieved due to the limited
ankle torque and the fact that the ZMP must be inside of the support polygon. Therefore, in order to produce a model which is close to the 3D LIP model, the expressed as a function of the position of the CoM, while another is when it is expressed as a function of time. By considering the last case, in this paper the essential model is compared with the 3D LIP model with better performance. Furthermore, this essential model can be used to generate walking gaits that 25 consider impacts with the ground and still keep the ZMP in a desired location as will be shown in further sections.

### 3.1. Development of the Essential Model

The aim of the essential model is to describe the evolution of the noncontrolled (or free) internal state $\boldsymbol{q}_{f} \in \mathbb{R}^{2}$ as a function of the desired position 330 of the ZMP, similar to the 3D LIP model where the dynamics of the CoM is obtained as a function of the CoP, as shown in Fig. 1(c) and equations 19) and (20). For the development of this proposal a fully actuated robot is considered. However, a pointed-feet contact model can be also considered since the position of the ZMP can be imposed.

In order to develop this model, a general biped robot as the one shown in Fig. 1(a) is considered. Thus, the equilibrium equations 15 and 16 given by the Centroidal model, must be satisfied for the desired ZMP positions $p_{x, d}$ and $p_{y, d}$ i.e.

$$
\begin{align*}
& p_{x, d} F_{z}+M_{y}=0  \tag{21}\\
& p_{y, d} F_{z}-M_{x}=0 . \tag{22}
\end{align*}
$$

Subsequently, it is desired that the robot's joints perform a particular evolution such that equations $\sqrt{211}$ and $\sqrt{22}$ be fulfilled for all the time. In order to achieve that, it is proposed (by assuming perfect tracking of the reference trajectories) that the evolution of the joint vector $\boldsymbol{q}$ performs a non-trivial desired trajectory $\boldsymbol{q}_{d}$ based on internal and possible external states, i.e.

$$
\begin{equation*}
\boldsymbol{q}=\boldsymbol{q}_{d}(\boldsymbol{\vartheta}) \tag{23}
\end{equation*}
$$ Let us remark that if the external variable vector $\phi$ is used for modifying the evolution of the joints, the derivatives w.r.t. time, i.e. $\dot{\phi}$ and $\ddot{\boldsymbol{\phi}}$ must be known.

By assuming equation 23 is fulfilled for all time, i.e. by neglecting tracking error in the control, its first and second derivative w.r.t. time are also fulfilled, 250 i.e.

$$
\begin{equation*}
\dot{\boldsymbol{q}}=J_{\vartheta}(\boldsymbol{\vartheta}) \dot{\boldsymbol{\vartheta}} \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
\ddot{\boldsymbol{q}}=J_{\vartheta}(\boldsymbol{\vartheta}) \ddot{\boldsymbol{\vartheta}}+\dot{J}_{\vartheta}(\boldsymbol{\vartheta}, \dot{\boldsymbol{\vartheta}}) \dot{\boldsymbol{\vartheta}} \tag{25}
\end{equation*}
$$

where $J_{\vartheta}(\boldsymbol{\vartheta})=\frac{\partial \boldsymbol{q}_{d}(\boldsymbol{\vartheta})}{\partial \boldsymbol{\vartheta}} \in \mathbb{R}^{n \times m+2}$.
Now, in order to compute the ground reaction force and moment due to the proposed joint trajectories, the Newton-Euler algorithm is used. Thus, by

[^3]substituting (25) into (9) we have
\[

$$
\begin{equation*}
\boldsymbol{N} \boldsymbol{E}=A_{e}\left[J_{\vartheta} \ddot{\boldsymbol{\vartheta}}+\dot{J}_{\vartheta} \dot{\boldsymbol{\vartheta}}\right]+\boldsymbol{d}_{e}(\vartheta, \dot{\boldsymbol{\vartheta}}) \tag{26}
\end{equation*}
$$

\]

where $\boldsymbol{N} \boldsymbol{E}=\left[\boldsymbol{F}_{0}, \boldsymbol{M}_{0}, \boldsymbol{\tau}\right]^{\top}$, and then

$$
\begin{equation*}
\boldsymbol{N} \boldsymbol{E}=A_{\vartheta} \ddot{\boldsymbol{\vartheta}}+\boldsymbol{d}_{\vartheta} \tag{27}
\end{equation*}
$$

where $A_{\vartheta}(\boldsymbol{\vartheta}) \in \mathbb{R}^{n+6 \times m+2}$ and $\boldsymbol{d}_{\vartheta}(\boldsymbol{\vartheta}, \dot{\boldsymbol{\vartheta}}) \in \mathbb{R}^{n+6}$ are given by

$$
\begin{aligned}
A_{\vartheta} & =A_{e} J_{\vartheta} \\
\boldsymbol{d}_{\vartheta} & =A_{e} \dot{J}_{\vartheta} \dot{\boldsymbol{\vartheta}}+\boldsymbol{d}_{e}
\end{aligned}
$$

A numerical procedure for computing matrix $A_{\vartheta}$ and vector $\boldsymbol{d}_{\vartheta}$ is shown in Appendix.

Equation (27) represents the reduced system as a function of $\boldsymbol{\vartheta}$ by assuming the reference trajectories 23 are fulfilled. This equation can be split into

$$
\begin{equation*}
\boldsymbol{N} \boldsymbol{E}=A_{\vartheta}(:, 1) \ddot{x}+A_{\vartheta}(:, 2) \ddot{y}+A_{\vartheta}(:, 3) \ddot{\phi}_{1}+\ldots+A_{\vartheta}(:, m) \ddot{\phi}_{m}+\boldsymbol{d}_{\vartheta} . \tag{28}
\end{equation*}
$$

By taking into account rows 3 to 5 of equation we have that

$$
\begin{align*}
F_{z} & =A_{\vartheta}(3,1) \ddot{x}+A_{\vartheta}(3,2) \ddot{y}+A_{\vartheta}(3,3) \ddot{\phi}_{1}+\ldots+A_{\vartheta}(3, m) \ddot{\phi}_{m}+\boldsymbol{d}_{\vartheta}(3) \\
M_{x} & =A_{\vartheta}(4,1) \ddot{x}+A_{\vartheta}(4,2) \ddot{y}+A_{\vartheta}(4,3) \ddot{\phi}_{1}+\ldots+A_{\vartheta}(4, m) \ddot{\phi}_{m}+\boldsymbol{d}_{\vartheta}(4)  \tag{29}\\
M_{y} & =A_{\vartheta}(5,1) \ddot{x}+A_{\vartheta}(5,2) \ddot{y}+A_{\vartheta}(5,3) \ddot{\phi}_{1}+\ldots+A_{\vartheta}(5, m) \ddot{\phi}_{m}+\boldsymbol{d}_{\vartheta}(5)
\end{align*}
$$

In order to obtain the desired position of the ZMP, equations 21) and 22 must be satisfied. Then, by using 229 into 21 and 22 we get

$$
\begin{align*}
& p_{x, d}\left[A_{\vartheta}(3,1) \ddot{x}+A_{\vartheta}(3,2) \ddot{y}+A_{\vartheta}(3,3) \ddot{\phi}_{1}+\cdots+A_{\vartheta}(3, m) \ddot{\phi}_{m}+\boldsymbol{d}_{\vartheta}(3)\right]+ \\
& {\left[A_{\vartheta}(5,1) \ddot{x}+A_{\vartheta}(5,2) \ddot{y}+A_{\vartheta}(5,3) \ddot{\phi}_{1}+\cdots+A_{\vartheta}(5, m) \ddot{\phi}_{m}+\boldsymbol{d}_{\vartheta}(5)\right]=0}  \tag{30}\\
& p_{y, d}\left[A_{\vartheta}(3,1) \ddot{x}+A_{\vartheta}(3,2) \ddot{y}+A_{\vartheta}(3,3) \ddot{\phi}_{1}+\cdots+A_{\vartheta}(3, m) \ddot{\phi}_{m}+\boldsymbol{d}_{\vartheta}(3)\right]- \\
& {\left[A_{\vartheta}(4,1) \ddot{x}+A_{\vartheta}(4,2) \ddot{y}+A_{\vartheta}(4,3) \ddot{\phi}_{1}+\cdots+A_{\vartheta}(4, m) \ddot{\phi}_{m}+\boldsymbol{d}_{\vartheta}(4)\right]=0 .} \tag{31}
\end{align*}
$$

Equations (30) and (31) can be arranged by splitting the internal states and external variables, such as

$$
\begin{equation*}
A_{f}(\boldsymbol{\vartheta}, \boldsymbol{p}) \ddot{\boldsymbol{q}}_{f}+A_{\phi}(\boldsymbol{\vartheta}, \boldsymbol{p}) \ddot{\boldsymbol{\phi}}+\boldsymbol{d}_{R}(\boldsymbol{\vartheta}, \dot{\boldsymbol{\vartheta}})=0 \tag{32}
\end{equation*}
$$



Figure 2: A summary of the development of the essential model.
where $A_{f}(\boldsymbol{\vartheta}, \boldsymbol{p}) \in \mathbb{R}^{2 \times 2}, A_{\phi}(\boldsymbol{\vartheta}, \boldsymbol{p}) \in \mathbb{R}^{2 \times m}$ and $\boldsymbol{d}_{R}(\boldsymbol{\vartheta}, \dot{\boldsymbol{\vartheta}}) \in \mathbb{R}^{2}$ are given by

$$
\begin{aligned}
A_{f} & =\left[\begin{array}{lll}
p_{x, d} A_{\vartheta}(3,1)+A_{\vartheta}(5,1) & p_{x, d} A_{\vartheta}(3,2)+A_{\vartheta}(5,2) \\
p_{y, d} A_{\vartheta}(3,1)+A_{\vartheta}(4,1) & p_{y, d} A_{\vartheta}(3,2)+A_{\vartheta}(4,2)
\end{array}\right] \\
A_{\phi} & =\left[\begin{array}{lll}
p_{x, d} A_{\vartheta}(3,3)+A_{\vartheta}(5,3) & \cdots & p_{x, d} A_{\vartheta}(3, m)+A_{\vartheta}(5, m) \\
p_{y, d} A_{\vartheta}(3,3)+A_{\vartheta}(4,3) & \cdots & p_{y, d} A_{\vartheta}(3, m)+A_{\vartheta}(4, m)
\end{array}\right] \\
\boldsymbol{d}_{R} & =\left[\begin{array}{l}
p_{x, d} \boldsymbol{d}_{\vartheta}(3)+\boldsymbol{d}_{\vartheta}(5) \\
p_{y, d} \boldsymbol{d}_{\vartheta}(3)+\boldsymbol{d}_{\vartheta}(4)
\end{array}\right] .
\end{aligned}
$$

Finally, due to the good choice of $\boldsymbol{q}_{f}$, matrix $A_{f}$ is invertible. Therefore, from equation $\sqrt{32}$ the essential model is computed as

$$
\begin{equation*}
\ddot{\boldsymbol{q}}_{f}=-A_{f}^{-1}\left(A_{\phi} \ddot{\boldsymbol{\phi}}+\boldsymbol{d}_{R}\right) \tag{33}
\end{equation*}
$$

or well

$$
\left[\begin{array}{l}
\ddot{x}  \tag{34}\\
\ddot{y}
\end{array}\right]=\boldsymbol{f}_{\boldsymbol{\vartheta}}\left(\boldsymbol{\vartheta}, \dot{\boldsymbol{\vartheta}}, \ddot{\boldsymbol{\phi}}, p_{x, d}, p_{y, d}\right) \text {. }
$$

In this way, the dynamic behavior of the humanoid robot that keeps the ZMP in a desired position ( $p_{x, d}, p_{y, d}$ ) during all the gait is described by the essential model (34). A summary of this procedure is shown in Fig. 2. Note that in the essential model, the simplification of the model is not based on any approximation of the dynamics, but on the assumption that the control is such that the reference trajectories of the joints are perfectly tracked. This model can be designed as a function of internal states and possible external
variables. One simple case of the essential model is by developing it only as a function of the horizontal position of the CoM as internal states. Nevertheless, if a desired behaviour is imposed by external information, the motion of the joint can be expressed as a function of other variables and the dimension of the system will be the same. In the following, the most obvious cases of the application of this essential model will be shown. Namely, the cases when there are no external information, i.e. without considering $\phi$, and when the time is included as external information, i.e. $\phi=t$. Let us remark that not only time but other kind of external variables can be used as external information, such as the CoM of another biped robot, the CoM of a human, etc. However, this study is out of the scope of this paper but it is expected to be performed in the future.

### 3.2. Essential model based only on its CoM

The hypothesis for the development of this model is the assumption that the motion of the joints are defined as a function of the internal information $\boldsymbol{q}_{f}$, i.e $\boldsymbol{\vartheta}=\boldsymbol{q}_{f}$. Thus, since $\boldsymbol{\phi}$ is not considered the term $A_{\phi} \ddot{\boldsymbol{\phi}}$ on the essential model (33) vanishes and the model is reduced to

$$
\left[\begin{array}{c}
\ddot{x}  \tag{35}\\
\ddot{y}
\end{array}\right]=-A_{f}^{-1} \boldsymbol{d}_{R}=\boldsymbol{f}_{x, y}\left(x, y, \dot{x}, \dot{y}, p_{x, d}, p_{y, d}\right)
$$

This particular model can be used to perform walking gaits by making the robot walks only by considering its state. This description of the gait is based on virtual constraints and it has been efficiently used in numerous studies such as [7, 8, 9, 10, 11, among others. Notice that, trajectories based on the internal states of the robot are more natural since the robot will not try to catch a time varying function after some perturbation. Nevertheless, the desired step time lapse is not ensured.

### 3.3. Essential model based on its CoM and time

By including the time as external state, the motion of the robot during a step time $T$ at each step is controlled. The hypothesis for the development
of this model is the assumption that the motion of the joints are defined as a function of the internal states $\boldsymbol{q}_{f}$ and $\boldsymbol{\phi}=t$ as external state. Notice that by only including the time, $\dot{\boldsymbol{\phi}}=1$ and $\ddot{\boldsymbol{\phi}}=0$. Thus as the previous case, term $A_{\phi} \ddot{\boldsymbol{\phi}}$ on the essential model (33) vanishes and the model is reduced to

$$
\left[\begin{array}{l}
\ddot{x}  \tag{36}\\
\ddot{y}
\end{array}\right]=-A_{f}^{-1} \boldsymbol{d}_{R}=\boldsymbol{f}_{x, y, t}\left(t, x, y, \dot{x}, \dot{y}, p_{x, d}, p_{y, d}\right)
$$

3 This particular model can be used to develop walking gaits that ensure that each step is performed at the desired step time lapse, as it is done in many works such as in 6, 12, 13, 14. In the following sections this model will be compared with the 3D LIP model to highlight its performance and effectiveness.

## 4. From the essential model to joint motion

As known, it is difficult to propose some desired trajectories for the joints that produce a desired evolution of the ZMP, i.e. fulfil the conditions 21) and (22). Therefore, points of interest of the robot can be chosen as controlled variables in order to define the desired trajectories for them. These points of interest can be the robot's extremities such as the hands or the swing foot, or directly the joints.

Let us define the vector of generalized variables $\boldsymbol{\xi} \in \mathbb{R}^{n}$ of the same dimension as $\boldsymbol{q}$, containing all the coordinates of the chosen points of interest, such as the position and orientation of the swing foot, the orientation of the torso, the joints of the arms, etc. Let notice that, since it is crucial to know the values of the internal states $\boldsymbol{q}_{f}$ to develop the essential model, they must be included as points of interest. Therefore, only $n-2$ controlled outputs $\boldsymbol{q}_{c}(\boldsymbol{q})$ can be chosen. Thus, vector $\boldsymbol{\xi}$ will be composed of the controlled variables $\boldsymbol{q}_{c}(\boldsymbol{q})$ and the two internal non-controlled variables $\boldsymbol{q}_{f}$, i.e.

$$
\boldsymbol{\xi}=\boldsymbol{f}(\boldsymbol{q})=\left[\begin{array}{c}
\boldsymbol{q}_{c}(\boldsymbol{q})  \tag{37}\\
\boldsymbol{q}_{f}(\boldsymbol{q})
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{q}_{c}(\boldsymbol{q}) \\
x(\boldsymbol{q}) \\
y(\boldsymbol{q})
\end{array}\right] .
$$

On the other hand, a desired trajectory for the $n-2$ controlled variables is defined as a function of the generalized vector $\boldsymbol{\vartheta}=\left[x, y, \phi_{1}, \ldots, \phi_{m}\right]^{\top}$, i.e. $\boldsymbol{q}_{c}^{d}(\boldsymbol{\vartheta})$. When trajectories $\boldsymbol{q}_{c}^{d}(\boldsymbol{\vartheta})$ are defined, the output vector is created

$$
\begin{equation*}
\boldsymbol{y}=\boldsymbol{q}_{c}(\boldsymbol{q})-\boldsymbol{q}_{c}^{d}(\boldsymbol{\vartheta}) \tag{38}
\end{equation*}
$$

The choice of the desired trajectories $\boldsymbol{q}_{c}^{d}(\boldsymbol{\vartheta})$ may be not obvious. However, in here, the assumption of well-defined trajectories is made. Let us call $\boldsymbol{\xi}_{d}$ the vector of desired generalized variables defined by

$$
\boldsymbol{\xi}_{d}=\boldsymbol{f}_{d}(\boldsymbol{\vartheta})=\left[\begin{array}{c}
\boldsymbol{q}_{c}^{d}(\boldsymbol{\vartheta})  \tag{39}\\
\boldsymbol{q}_{f}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{q}_{c}^{d}(\boldsymbol{\vartheta}) \\
x \\
y
\end{array}\right]
$$

When the system achieves the desired trajectory $\boldsymbol{q}_{c}^{d}(\boldsymbol{\vartheta})$, i.e. $\boldsymbol{y} \equiv \mathbf{0}$ the internal dynamics due to the non-controlled variables is the only dynamics that remains and it is said the system evolves in the zero dynamics [15]. Therefore, recalling that the simplification of the essential model is based on the assumption of a perfect tracking, equation (37) could be replaced by (39). Then, since $\boldsymbol{\xi} \equiv \boldsymbol{\xi}_{d}$, the position of the controlled variables $\boldsymbol{q}_{c}(\boldsymbol{q})$ can be deduced by just knowing the states $\boldsymbol{\vartheta}$. Furthermore, joint positions, velocities and accelerations (i.e. $\boldsymbol{q}, \dot{\boldsymbol{q}}$ and $\ddot{\boldsymbol{q}})$ that allow to follow the desired trajectory $\boldsymbol{q}_{c}^{d}(\boldsymbol{\vartheta})$ can be also deduced as shown below.

### 4.1. The joint motion

In order to compute the joint motions, the first and second derivative w.r.t. time of equation 37 is needed, i.e

$$
\begin{equation*}
\dot{\boldsymbol{\xi}}=J_{\xi}(\boldsymbol{q}) \dot{\boldsymbol{q}} \tag{40}
\end{equation*}
$$

and

$$
\begin{equation*}
\ddot{\boldsymbol{\xi}}=J_{\xi}(\boldsymbol{q}) \ddot{\boldsymbol{q}}+\dot{J}_{\xi}(\boldsymbol{q}) \dot{\boldsymbol{q}} \tag{41}
\end{equation*}
$$

where $J_{\xi}(\boldsymbol{q})=\frac{\partial \boldsymbol{f}(\boldsymbol{q})}{\partial \boldsymbol{q}} \in \mathbb{R}^{n \times n}$.

On the other hand, from the first and second derivative w.r.t. time of equation (39) we have

$$
\begin{equation*}
\dot{\boldsymbol{\xi}}_{d}=\frac{\partial \boldsymbol{f}_{d}(\boldsymbol{\vartheta})}{\partial \boldsymbol{\vartheta}} \dot{\boldsymbol{\vartheta}}=J_{d}(\boldsymbol{\vartheta}) \dot{\boldsymbol{\vartheta}} \tag{42}
\end{equation*}
$$

and

$$
\begin{equation*}
\ddot{\boldsymbol{\xi}}_{d}=J_{d}(\boldsymbol{\vartheta}) \ddot{\boldsymbol{\vartheta}}+\dot{J}_{d}(\boldsymbol{\vartheta}) \dot{\boldsymbol{\vartheta}} \tag{43}
\end{equation*}
$$

where $J_{d}(\boldsymbol{\vartheta}) \in \mathbb{R}^{n \times m+2}$ is defined as

$$
J_{d}(\boldsymbol{\vartheta})=\left[\begin{array}{ccccc}
\frac{\partial \boldsymbol{q}_{c}^{d}(\boldsymbol{\vartheta})}{\partial x} & \frac{\partial \boldsymbol{q}_{c}^{d}(\boldsymbol{\vartheta})}{\partial y} & \frac{\partial \boldsymbol{q}_{c}^{d}(\boldsymbol{\vartheta})}{\partial \phi_{1}} & \cdots & \frac{\partial \boldsymbol{q}_{c}^{d}(\boldsymbol{\vartheta})}{\partial \phi_{m}} \\
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0
\end{array}\right]
$$

It is assumed that $\boldsymbol{y} \equiv \mathbf{0}, \dot{\boldsymbol{y}} \equiv \mathbf{0}$ and $\ddot{\boldsymbol{y}} \equiv \mathbf{0}$. So, by relating equations 37 and $(39), 40$ and 42 , and 41 and 43 we have

$$
\begin{align*}
\boldsymbol{f}(\boldsymbol{q}) & =\boldsymbol{f}_{d}(\boldsymbol{\vartheta})  \tag{44}\\
J_{\xi}\left(\boldsymbol{q}_{d}(\boldsymbol{\vartheta})\right) \dot{\boldsymbol{q}} & =J_{d}(\boldsymbol{\vartheta}) \dot{\boldsymbol{\vartheta}}  \tag{45}\\
J_{\xi}\left(\boldsymbol{q}_{d}(\boldsymbol{\vartheta})\right) \ddot{\boldsymbol{q}}+\dot{J}_{\xi}\left(\boldsymbol{q}_{d}(\boldsymbol{\vartheta})\right) \dot{\boldsymbol{q}} & =J_{d}(\boldsymbol{\vartheta}) \ddot{\boldsymbol{\vartheta}}+\dot{J}_{d}(\boldsymbol{\vartheta}) \dot{\boldsymbol{\vartheta}} \tag{46}
\end{align*}
$$

Thus, joint variables $\boldsymbol{q}, \dot{\boldsymbol{q}}$ and $\ddot{\boldsymbol{q}}$ can be deduced from the state $\boldsymbol{\vartheta}$ and its derivatives w.r.t. time $\dot{\boldsymbol{\vartheta}}$ and $\ddot{\boldsymbol{\vartheta}}$, as

$$
\begin{align*}
& \boldsymbol{q}=\boldsymbol{f}^{-1}\left(\boldsymbol{f}_{d}(\boldsymbol{\vartheta})\right)  \tag{47}\\
& \dot{\boldsymbol{q}}=J_{\xi}^{-1}(\boldsymbol{\vartheta}) J_{d}(\boldsymbol{\vartheta}) \dot{\boldsymbol{\vartheta}}  \tag{48}\\
& \ddot{\boldsymbol{q}}=J_{\xi}^{-1}(\boldsymbol{\vartheta})\left[J_{d}(\boldsymbol{\vartheta}) \ddot{\boldsymbol{\vartheta}}+\dot{J}_{d}(\boldsymbol{\vartheta}, \dot{\boldsymbol{\vartheta}}) \dot{\boldsymbol{\vartheta}}-\dot{J}_{\xi}(\boldsymbol{\vartheta}, \dot{\boldsymbol{\vartheta}}) J_{\xi}^{-1}(\boldsymbol{\vartheta}) J_{d}(\boldsymbol{\vartheta}) \dot{\boldsymbol{\vartheta}}\right] \tag{49}
\end{align*}
$$

where $J_{\xi}$ is invertible by assuming a good choice of $\boldsymbol{q}_{c}^{d}$, and 49 comes from solving $\ddot{\boldsymbol{q}}$ in 46) and using 48. Finally, by defining

$$
\begin{equation*}
J_{\vartheta}(\boldsymbol{\vartheta})=J_{\xi}^{-1}(\boldsymbol{\vartheta}) J_{d}(\boldsymbol{\vartheta}) \tag{50}
\end{equation*}
$$

equations 24 and 25 are recovered and the essential model can be computed.
The term $\dot{J}_{\vartheta} \dot{\boldsymbol{\vartheta}}$ in 25 is directly obtained from the last two terms of equation (49), i.e.

$$
\begin{equation*}
\dot{J}_{\vartheta} \dot{\boldsymbol{\vartheta}}=J_{\xi}^{-1} \dot{J}_{d} \dot{\boldsymbol{\vartheta}}-J_{\xi}^{-1} \dot{J}_{\xi} J_{\xi}^{-1} J_{d} \dot{\boldsymbol{\vartheta}} \tag{51}
\end{equation*}
$$

Notice that $-J_{\xi}^{-1} \dot{J}_{\xi} J_{\xi}^{-1}=\frac{\mathrm{d}}{\mathrm{d} t}\left(J_{\xi}^{-1}\right){ }^{4}$.
Let us remark that joint positions are not directly obtained from equation (47), but they are computed by finding the numerical solution of $\boldsymbol{\xi}_{d}-\boldsymbol{\xi}$ by means of the Newton-Raphson method.

### 4.2. The joint torques

Once the joint positions, velocities and accelerations are computed the joint torques in SS phase can be obtained by using the NE algorithm (7). In DS phase, the distribution of forces between the feet must be taken into account. However this analysis is not carried out in here.

## 5. Generation of periodic walking patterns

In this section, the generation of periodic walking patterns are studied. The studied gaits are composed of a SS phase and an instantaneous DS phase. The starting and ending phases can also be studied but they are out of the scope of this paper.

### 5.1. The evolution of the CoM

Due to the mass distribution, and to the eventual loss of angular momentum at impact, a periodic motion of the CoM by considering the complete model is not necessarily a symmetric motion along the sagittal and frontal planes 8, as in the case of the 3D LIP model. Therefore, the periodic motion characterised by the state of the CoM at the end of a step is defined as

$$
\begin{equation*}
\boldsymbol{x}^{-*}=\left[x^{-*}, y^{-*}, \dot{x}^{-*}, \dot{y}^{-*}\right]^{\top} \tag{52}
\end{equation*}
$$

with

$$
\begin{aligned}
& x^{-*}=\frac{S}{2}+D_{x} \\
& y^{-*}=\frac{D}{2}+D_{y}
\end{aligned}
$$

[^4] placements of the CoM in $X$ and $Y$ directions.

By using the transition model (3) and (4) the initial states of the CoM at the beginning of a periodic step $\boldsymbol{x}^{+*}\left(\boldsymbol{q}^{+}, \dot{\boldsymbol{q}}^{+}\right)=\left[x^{+*}, y^{+*}, \dot{x}^{+*}, \dot{y}^{+*}\right]^{\top}$ are deduced. During the transition, the configuration of the robot is constant but the stance leg changes, therefore the initial position of the CoM w.r.t the new stance leg is given by

$$
\begin{aligned}
& x^{+*}=-\frac{S}{2}+D_{x} \\
& y^{+*}=\frac{D}{2}-D_{y}
\end{aligned}
$$

Notice that, without impact, the velocities of the CoM before and after the transition are the same (by taking into account the change of the frame in $Y$ direction), i.e. $\dot{x}^{+*}=\dot{x}^{-*} \dot{y}^{+*}=-\dot{y}^{-*}$. In the simulations the periodic state is obtained numerically such that after one cycle (i.e. an instantaneous DS phase plus a SS phase) the same state is obtained.

### 5.1.1. Considering impact

By knowing the states of the CoM before impact $\boldsymbol{x}^{-*}$, the joint velocities ${ }_{380} \dot{\boldsymbol{q}}^{-*}$ are computed by means of 48, with $\boldsymbol{\vartheta}^{-*}=\left[x^{-*}, y^{-*}, \boldsymbol{\phi}^{-\top *}\right]^{\top}$ and $\dot{\boldsymbol{\vartheta}}^{-*}=\left[\dot{x}^{-*}, \dot{y}^{-*}, \dot{\boldsymbol{\phi}}^{-\mathrm{T} *}\right]^{\top}$ where $\boldsymbol{\phi}^{-\mathrm{T} *}$ and $\dot{\boldsymbol{\phi}}^{-\mathrm{T} *}$ are the external information at the end of the step. For instance for the case that $\phi=t, \phi^{-\top *}=T$ and $\dot{\phi}^{-\mathrm{T} *}=1$. Later, by using the transition model $\sqrt{4}$ the joint velocities after impact $\dot{\boldsymbol{q}}^{+}$are obtained. Then, the initial velocity of the generalized variables after the transition $\dot{\boldsymbol{\xi}}\left(\boldsymbol{q}^{+}, \dot{\boldsymbol{q}}^{+}\right)$are deduced by means of 40, namely, the initial velocity of the controlled variables and the CoM are obtained, i.e. $\dot{\boldsymbol{q}}_{c}\left(\boldsymbol{q}^{+}, \dot{\boldsymbol{q}}^{+}\right)$ and $\left(\dot{x}^{+*}, \dot{y}^{+*}\right)$. A diagram that explains the procedure for obtaining periodic walking gaits is shown in Fig. 3.


Figure 3: Periodic motion by using the essential model

### 5.2. The desired motion of the swing foot and upper body

The motion of the swing foot and upper body is defined by the desired controlled coordinates $\boldsymbol{q}_{c}^{d}(\boldsymbol{\vartheta})$. Since the essential model is developed under the assumption that the reference trajectories (38) are fulfilled for all the time, i.e.

$$
\begin{equation*}
\boldsymbol{y} \equiv \mathbf{0}, \quad \dot{\boldsymbol{y}} \equiv \mathbf{0}, \quad \ddot{\boldsymbol{y}} \equiv \mathbf{0} \tag{53}
\end{equation*}
$$

achievable desired trajectories for $\boldsymbol{q}_{c}^{d}(\boldsymbol{\vartheta})$ must be generated in order that any well-suited control law can accomplish (53). Therefore, the change of velocity of the controlled variables after impact $\dot{\boldsymbol{h}}\left(\boldsymbol{q}^{+}, \dot{\boldsymbol{q}}^{+}\right)$(see Section 5.1.1 must be taken into account to compute the desired trajectories $\boldsymbol{q}_{c}^{d}(\boldsymbol{\vartheta})$.

The motion of the swing foot can be split in two: the vertical motion and the horizontal motion. The design of the vertical trajectory is based on the goal of producing or not an impact of the landing foot with the ground. For the horizontal motion, the landing place to step the foot is an important issue on which the performance of the walking gait will largely depend (see [11).

On the other hand, several research works, as in [22, 23, have proven that the motions of the trunk and arms help to improve the walking in the sense of walking efficiency and stability. Furthermore, some tasks that allow the robot to interact with the environment can be performed by the arms while the robot walks. Therefore, depending on the complexity of the task the desired upperbody motion trajectories can be defined by simple polynomials or more complex


Figure 4: The humanoid robot ROMEO
functions.

## 6. Case study: The humanoid robot ROMEO

In this section, the essential model is exploited by taking into account the characteristics on the humanoid robot ROMEO. This robot has a weight of 40.8 kg , a height of 1.46 m and it has 31 DoF ( 6 DoF for each leg, 1 DOF for the torso, 7 DOF for each arm and 4 DOF for the neck and head) as shown in Fig. 4. It has been developed by Softbank robotics [24].

In this paper, as explained in Section 4 the swing foot, the torso and the upper-body joints are chosen as points of interest. Thus, the configuration vector $\boldsymbol{\xi} \in \mathbb{R}^{31}$ is defined as in equation (37) where $\boldsymbol{q}_{c}(\boldsymbol{q})$ is chosen as $\boldsymbol{q}_{c}(\boldsymbol{q})=$ $\left[q_{c, 1}(\boldsymbol{q}), q_{c, 2}(\boldsymbol{q}), \cdots, q_{c, 29}(\boldsymbol{q})\right]^{\top}=\left[z(\boldsymbol{q}), x_{f}(\boldsymbol{q}), y_{f}(\boldsymbol{q}), z_{f}(\boldsymbol{q}), \psi_{f}(\boldsymbol{q}), \theta_{f}(\boldsymbol{q})\right.$ $\left.\varphi_{f}(\boldsymbol{q}), \psi_{t}(\boldsymbol{q}), \theta_{t}(\boldsymbol{q}), \varphi_{t}(\boldsymbol{q}), q_{13}, \ldots, q_{31}\right]^{\top}$, where $z$ is the height of the CoM of the robot, $x_{f}, y_{f}, z_{f}, \psi_{f}, \theta_{f}, \varphi_{f}$ are the position and orientation of the swing
foot (roll, pitch and yaw) ${ }^{5}, \psi_{t}, \theta_{t}, \varphi_{t}$ are the orientation of the lower torso (the orientation of the hip, i.e. frame $\Sigma_{7}$ ). The upper-body joints $q_{13}$ to $q_{31}$ are the rest of controlled variables.

The desired trajectories for the 29 controlled variables as a function of vector $\boldsymbol{\vartheta}$ are defined as $\boldsymbol{q}_{c}^{d}(\boldsymbol{\vartheta})=\left[z(\boldsymbol{\vartheta}), x_{f, d}(\boldsymbol{\vartheta}), y_{f, d}(\boldsymbol{\vartheta}), z_{f, d}(\boldsymbol{\vartheta}), \psi_{f, d}(\boldsymbol{\vartheta}), \theta_{f, d}(\boldsymbol{\vartheta})\right.$, $\left.\varphi_{f, d}(\boldsymbol{\vartheta}), \psi_{t, d}(\boldsymbol{\vartheta}), \theta_{t, d}(\boldsymbol{\vartheta}), \varphi_{t, d}(\boldsymbol{\vartheta}), q_{d, 13}(\boldsymbol{\vartheta}), \ldots, q_{d, 31}(\boldsymbol{\vartheta})\right]^{\top}$.

Three different cases have been proposed to design the essential model in order to show its effectiveness.

1. Time trajectories are proposed to define the desired motion of the controlled variables $\boldsymbol{q}_{c}^{d}$. No impact is considered and a fixed upper-body pose and fixed location of the ZMP is desired for all the step. i.e. $\left(p_{x, d}, p_{y, d}\right)=$ $(0,0)$ w.r.t. $\Sigma_{0}$. Note that in here the inertial frame $\Sigma_{0}$ is attached to the ground under the support ankle (see Fig. 4). By considering a constant CoM vertical position, a comparison with the 3D LIP model is carried out.
2. Virtual constraints define the trajectories of the controlled variables $\boldsymbol{q}_{c}^{d}$ and an impact of the swing foot with the ground is considered to build an essential model where the upper-body and ZMP are kept in a fixed desired position as in the previous case.
3. A curve periodic motion is performed by specifying two different step parameters. Time trajectories are proposed to define the desired motion of the controlled variables $\boldsymbol{q}_{c}^{d}$. An impact of the swing foot with the ground is considered. Furthermore, an upper body motion and a desired trajectory for the ZMP is specified to be achieved during the step.
6.1. Case I. The essential model closest to the 3D LIP model

In order to show the efficiency of the essential model with respect to the 3D LIP model to generate walking gaits, in this section two walking gaits obtained by using these two models are compared. Since the 3D LIP model is a simplified

[^5]model of a general humanoid robot, it only considers the global CoM position of the robot, not its dynamics nor its parameters. On the other hand, the essential model takes into account the dynamical characteristics of the robot. Consequently, in order to compare the 3D LIP model and the essential model under the same conditions, it has been chosen:

- To consider a constant height of the CoM. Therefore, the gait parameters chosen for both models are shown in Table 1 .
- To consider a fixed step length, fixed step width and fixed step time to perform the gait.
- The evolution of the swing foot as functions of time in order to ensure the step is performed at a fixed step time.
- To define the trajectories of the swing foot by cycloidal motions in order to avoid impacts since the 3D LIP model does not consider them.
- To test the obtained periodic motions of both models in the complete model of ROMEO by considering the same swing foot motion and fixed upper body.


### 6.1.1. The desired motion of the swing foot and upper body

The evolution of the swing foot is given by

$$
\begin{aligned}
& x_{f, d}(t)=x_{f 0}+2 S\left[\frac{t}{T}-\frac{1}{2 \pi} \sin \left(\frac{2 \pi t}{T}\right)\right] \\
& y_{f, d}(t)=y_{f 0} \\
& z_{f, d}(t)= \begin{cases}h_{z}\left[\frac{2 t}{T}-\frac{1}{2 \pi} \sin \left(\frac{4 \pi t}{T}\right)\right] & \text { if } t \leq \frac{T}{2} \\
h_{z}-h_{z}\left[\frac{2 t-T}{T}-\frac{1}{2 \pi} \sin \left(\frac{4 \pi t}{T}\right)\right] & \text { if } t>\frac{T}{2}\end{cases}
\end{aligned}
$$

where $h_{z}[\mathrm{~m}]$ is the maximum desired height of the swing foot. As can be seen, the initial and final value for $z_{f, d}$ is zero. The initial values of $x_{f 0}$ and $y_{f 0}$ are always measured with respect to the support foot, i.e. $\left[x_{f 0}, y_{f 0}\right]=[-S, D]$.


Figure 5: Sequence of steps performed by the robot ROMEO for the first case

Regarding the swing foot orientation and the upper body motion, it was decided to keep constant values. Therefore, the upper body is kept straight and the swing foot parallel to the ground during all the step.

### 6.1.2. The essential model for $R O M E O$ case 1

In this case only time is used to define the desired trajectories for the controlled variables i.e. $\boldsymbol{q}_{c}^{d}(t)=\left[z_{0}, x_{f, d}(t), y_{f 0}, z_{f, d}(t), \boldsymbol{k}^{\top}\right]^{\top}$, where the elements of $\boldsymbol{k} \in \mathbb{R}^{25}$ are zero except for the ones in Table 2 . Therefore, $\boldsymbol{\vartheta}=[x, y, t]^{\top}$ since $\boldsymbol{q}_{f}$ is always needed to define the joint motions. The desired position of the ZMP is $\left(p_{x, d}, p_{y, d}\right)=(0,0)$ w.r.t. $\Sigma_{0}$. Then, by following the procedure in Section 4.1 the evolution of the joints can be found as a function of $x, y$ and $t$. Later, by using the procedure in Section 3.3 the essential model is computed.

### 6.1.3. Numerical comparison

By using the gait parameters described previously, the periodic motion for


Figure 6: Comparison of the evolution of the CoM for the gaits obtained with the 3D LIP model and the essential model respectively.


Figure 7: Comparison of the velocity of the CoM w.r.t. time for the gaits obtained with the 3D LIP model and the essential model respectively.
the 3D LIP model is defined by

$$
\boldsymbol{x}^{-*}=\left[\frac{S}{2}, \frac{D}{2}, \dot{x}^{-*}, \dot{y}^{-*}\right]^{\top}=[0.15,0.075,0.777764,0.218303]^{\top}
$$

meanwhile, the periodic motion for the essential model is defined by $\boldsymbol{x}^{-*}=\left[\frac{S}{2}+D_{x}, \frac{D}{2}+D_{y}, \dot{x}^{-*}, \dot{y}^{-*}\right]^{\top}=[0.147532,0.075440,0.663698,0.189616]^{\top}$.

For this particular case, there is about $15 \%$ of difference between the velocities of each model in $X$ and $Y$ directions. The periodic motion for the essential model depends on the motion of the swing foot and upper body. However, the periodic motion of the 3D LIP model is a good initial guest to find periodic motions with the essential model.

For this case, the motion performed by the robot ROMEO for both models


Figure 8: Comparison of the evolution of the ZMP for the gaits obtained with the 3D LIP model and the essential model respectively. It is shown how the gait obtained with the essential model makes the ZMP be kept in the desired location during all the walking gait. The circles and crosses denote the initial and final points of the ZMP respectively. is very similar and it is illustrated in Fig. 5 where a simulation of three steps is shown. A video of the walking gait performed by ROMEO in simulation for Case I is attached to the paper. In order to see the difference between the two produced gaits Figs. 6 and 7 are plotted. Figure 6 shows that the spatial evolutions of the CoM of both models are close. In there, vertical dashed lines are used to indicate that a new step is performed (black for the 3D LIP model and blue for the essential model), and although they are very close, a small displacement $D_{x}$ is between them. On the other hand, the velocity of the CoM is plotted in Fig. 7 In here it can be noticed that the velocity of the CoM in $X$ direction must follow a complex function in order to fulfill the objective of keeping the ZMP in a desired location while the robot walks. Finally, Fig. 8 shows a comparison of the evolution of the ZMP by using the walking gaits obtained by each model. This plot clearly shows the advantage of the essential model. Most of the times, the 3D LIP model produces walking gaits where the ZMP evolves outside of the convex hull of support when they are replicated by the complete model of any humanoid robot. Therefore, some complementary techniques must be taken into account to adjust the evolution of the joints of the robot, in order to at least keep the ZMP into a place inside the convex

Table 1: Gait parameters for the 3D LIP and Essential models

| Parameter <br> [unit] | Cases |  |  |  |  | Description |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | I | II | III(S1) | III(S2) |  |  |
| $S$ | $[\mathrm{~m}]$ | 0.3 | 0.3 | 0.3 | 0.2653 | Step length |
| $D$ | $[\mathrm{~m}]$ | 0.15 | 0.15 | 0.15 | 0.2436 | Step width |
| $T$ | $[\mathrm{~s}]$ | 0.5 | 0.5 | 0.5 | 0.5 | Step time |
| $z_{0}$ | $[\mathrm{~m}]$ | 0.65 | 0.65 | 0.65 | 0.65 | Height of the CoM |
| $h_{z}$ | $[\mathrm{~m}]$ | 0.05 | 0.05 | 0.05 | 0.05 | Max. swing foot amplitude |
| $\varphi_{f, 0}$ | $[\mathrm{deg}]$ | 0 | 0 | 10 | -10 | Free foot initial rotation |
| $\varphi_{f, f}$ | $[\mathrm{deg}]$ | 0 | 0 | -10 | 10 | Free foot final rotation |
| $g$ | $\left[\frac{m}{s^{2}}\right]$ | 9.81 | 9.81 | 9.81 | 9.81 | Gravity acceleration |
| $\alpha_{z}$ | $[\mathrm{~m}]$ | - | 0.05 | 0.05 | 0.05 | Max. CoM amplitude |
| $v_{z}$ | $\left.\frac{m}{s}\right]$ | - | -0.2 | -0.2 | -0.2 | Desired landing velocity |

hull of support. By using the essential model, since the dynamics of the robot is taken into account the produced walking gaits will be always not only inside the support area, but in the desired location. These results suggest that by using a feedback control to track $\boldsymbol{q}_{c}^{d}$ the experimental tests can have good performance if the dynamic model of the robot describes accurately the real prototype.

### 6.2. Case II. The essential model with impact

In this case, the performance of an essential model that depends only on the internal states of the robot is analyzed. As the motion of the robot is constrained as a function of some internal states, the term virtual constraints is often used. Several researchers have used this method to produce sophisticated evolutions of the controlled coordinates $\boldsymbol{q}_{c}^{d}$ based on the horizontal position of the CoM $x$ and $y$ in order to achieve self-stable or self-synchronized walking gaits [8, [11]. However, in here, a simple evolution of the controlled variables is defined, i.e. only as a function of the position of the CoM in $X$ direction. In here, a step with similar characteristics to the previous case is desired. However, a different

Table 2: Upper-body parameters for ROMEO

| $i$ | Case I | Case II | Case III |  | Description |
| :---: | :---: | :---: | :---: | :--- | :--- |
|  | $k_{i}$ | $k_{i}$ | $k_{0, i}$ | $k_{f, i}$ | $[\mathrm{rad}]$ |
| 7 | 0 | 0 | -0.25 | 0.25 | $q_{c, 11}^{d}$ Torso yaw |
| 8 | 0 | 0 | 0.25 | -0.25 | $q_{c, 12}^{d}$ Neck yaw |
| 12 | 1.7 | 0.41 | 1.8 | 1.6 | $q_{c, 16}^{d}$ R. shoulder pitch |
| 13 | 0.2 | 0.19 | 0.2 | 0.2 | $q_{c, 17}^{d}$ R. shoulder yaw |
| 14 | 0 | 0.194 | 1.9 | 1.9 | $q_{c, 18}^{d}$ R. elbow roll |
| 15 | 0.05 | 1.523 | 0.3 | 0.3 | $q_{c, 19}^{d}$ R. elbow Yaw |
| 18 | 0 | -0.415 | 0 | 0 | $q_{c, 22}^{d}$ R. wrist pitch |
| 19 | 1.7 | 0.41 | 1.6 | 1.8 | $q_{c, 23}^{d}$ L. shoulder pitch |
| 20 | -0.2 | -0.085 | -0.2 | -0.2 | $q_{c, 24}^{d}$ L. shoulder yaw |
| 21 | 0 | -0.565 | -1.9 | -1.9 | $q_{c, 25}^{d}$ L. elbow roll |
| 22 | -0.05 | -1.5 | -0.3 | -0.3 | $q_{c, 26}^{d}$ L. elbow yaw |
| 24 | 0 | -0.165 | 0 | 0 | $q_{c, 27}^{d}$ L. wrist roll |
| 25 | 0 | 0.32 | 0 | 0 | $q_{c, 29}^{d}$ L. wrist pitch |

fixed posture for the upper body was chosen. The gait parameters for this case are shown in Tables 1 and 2 Moreover, an impact of the swing foot with the ground at transition is taken into account.

As explained in section 5.1.1, by knowing the states of the CoM before impact $\boldsymbol{x}^{-*}$ the states after impact $\boldsymbol{x}^{+*}$ can be deduced. Then, by taking into account ${ }_{525}$ the initial and final sagittal position of the CoM in the periodic motion, i.e. $x^{+*}$ and $x^{-*}$, the trajectories of the controlled variables are computed.

### 6.2.1. The evolution of the CoM

In this case, a vertical displacement of the CoM is considered. This desired vertical motion of the CoM is defined by using a 5 th order polynomial function
with the following boundary conditions $\sqrt{6}^{6}$

$$
\begin{array}{lll}
z_{d}\left(x^{+*}\right)=z_{0}, & z_{d}\left(x_{m}\right)=z_{0}+\alpha_{z}, & z_{d}\left(x^{-*}\right)=z_{0}  \tag{54}\\
z_{d}^{\prime}\left(x^{+*}\right)=\frac{\dot{q}_{c, 1}}{\dot{x}^{+*}} & z_{d}^{\prime}\left(x_{m}\right)=0 & z_{d}^{\prime}\left(x^{-*}\right)=0
\end{array}
$$

where $\dot{q}_{c, 1}\left(\boldsymbol{q}^{+}, \dot{\boldsymbol{q}}^{+}\right)$is the vertical velocity of the CoM after impact $7^{7}$ and $x^{+*}<$ ${ }_{530} x_{m}<x^{-*}$ is an intermediate desired point which in this case it is chosen exactly at the middle i.e. $x_{m}=D_{x}$.

### 6.2.2. The desired motion of the swing foot and upper body

It is desired that the swing foot land on the ground with a negative velocity. By doing this, the contact with the ground is ensured when the swing foot touches it. Therefore, as in the case of the vertical displacement of the CoM, a 5 th order polynomial function is used to define the vertical evolution of the swing foot, by accomplishing the following boundary conditions

$$
\begin{array}{lll}
z_{f, d}\left(x^{+*}\right)=0 & z_{f, d}\left(x_{m}\right)=h_{z} & z_{f, d}\left(x^{-*}\right)=0  \tag{55}\\
z_{f, d}^{\prime}\left(x^{+*}\right)=\frac{\dot{q}_{c, 4}}{\dot{x}^{+*}} & z_{f, d}^{\prime}\left(x_{m}\right)=0 & z_{f, d}^{\prime}\left(x^{-*}\right)=\frac{v_{z}}{\dot{x}^{-*}}
\end{array}
$$

where $\dot{q}_{c, 4}\left(\boldsymbol{q}^{+}, \dot{\boldsymbol{q}}^{+}\right)$is the vertical velocity of the swing foot after impact $\square^{8}$
For the horizontal motion of the swing foot, 3rd order polynomials are used,

[^6]such as the following boundary conditions are fulfilled
\[

$$
\begin{align*}
x_{f, d}\left(x^{+*}\right) & =-S & x_{f, d}\left(x^{-*}\right) & =S \\
x_{f, d}^{\prime}\left(x^{+*}\right) & =\frac{\dot{q}_{c, 2}}{\dot{x}^{+*}} & x_{f, d}^{\prime}\left(x^{-*}\right) & =0  \tag{56}\\
y_{f, d}\left(x^{+*}\right) & =D & y_{f, d}\left(x^{-*}\right) & =D \\
y_{f, d}^{\prime}\left(x^{+*}\right) & =\frac{\dot{q}_{c, 3}}{\dot{x}^{+*}} & y_{f, d}^{\prime}\left(x^{-*}\right) & =0
\end{align*}
$$
\]

where $\dot{q}_{c, 2}\left(\boldsymbol{q}^{+}, \dot{\boldsymbol{q}}^{+}\right)$and $\dot{q}_{c, 3}\left(\boldsymbol{q}^{+}, \dot{\boldsymbol{q}}^{+}\right)$are the horizontal velocities in $X$ and $Y$ direction of the swing foot respectively.

For the desired trajectories of the rest of the controlled variables $q_{c, i}^{d}$ with $i=5, \ldots, 29$, i.e the orientation of the swing foot and the upper body motion, also 3rd order polynomials are used, such as the following boundary conditions are fulfilled

$$
\begin{align*}
q_{c, i}^{d}\left(x^{+*}\right) & =k_{i} & q_{c, i}^{d}\left(x^{-*}\right) & =k_{i}  \tag{57}\\
q_{c, i}^{d}{ }^{\prime}\left(x^{+*}\right) & =\frac{\dot{q}_{c, i}}{\dot{x}^{+*}} & q_{c, i}^{d \prime}\left(x^{-*}\right) & =0
\end{align*}
$$

where $\dot{q}_{c, i}\left(\boldsymbol{q}^{+}, \dot{\boldsymbol{q}}^{+}\right)$is the velocity of the controlled variable $i$ after impact, and $k_{i}$ is the $i$-element of $\boldsymbol{k}$ whose elements are zero except for the ones defined in Table 2 ,
6.2.3. The essential model for ROMEO case 2

In this case the trajectories for the controlled variables are defined as a function of $x$, i.e. $\boldsymbol{q}_{c}^{d}(x)=\left[z(x), x_{f, d}(x), y_{f, d}(x), z_{f, d}(x), q_{c, 5}(x), \cdots, q_{c, 29}(x)\right]^{\top}$, and $\boldsymbol{\vartheta}=\boldsymbol{q}_{f}=[x, y]^{\top}$. The desired position of the ZMP is $\left(p_{x, d}, p_{y, d}\right)=(0,0)$ ${ }_{545}$ w.r.t. $\Sigma_{0}$ as in the previous case. Then, by following the procedure in Section 4.1 the evolution of the joints can be found as a function of $x$ and $y$. Later, by using the procedure in Section 3.2 the essential model is computed.

### 6.2.4. Numerical results

By using the gait parameters shown in Table 1 and the upper-body configuration for ROMEO shown in Table 2 the periodic motion is defined by

$$
x^{-*}=\left[\frac{S}{2}+D_{x}, \frac{D}{2}+D_{y}, \dot{x}^{-*}, \dot{y}^{-*}\right]^{\top}=[0.153143,0.075467,0.67968,0.191304]^{\top}
$$



Figure 9: Simulation performed by the robot ROMEO for the second case


Figure 10: Essential model and footprints for the steps performed by the robot ROMEO for the second case

This walking gait holds the restriction of contact and no sliding, i.e. $F_{z}>0$
and $F_{t a n}<F_{\text {fric }}$ by considering a friction coefficient $\mu=0.7$. A simulation of three steps performed by the robot ROMEO is shown in Fig. 9a. In there, the trajectory of the CoM is highlighted, where its oscillatory vertical motion is noted. By using a 3D model of the robot, the posture of the upper body is shown in Figure 9b, A video of the walking gait performed by ROMEO in simulation for this case is attached to the paper. Figure 10a shows the three steps performed by using the essential model, where the relation between the CoM and the ZMP is highlighted. Since a fixed ZMP position was imposed, the resulting simulation with the essential model looks very similar to an inverted pendulum model. However, as shown in Fig. 12b, by generating the CoM trajectory with the essential model the ZMP is kept in a desired position at each step when the complete model is used (Fig. 9).
6.3. Case III. The essential model with impact, varying ZMP and upper body motion

In this last case, one of the main benefits of this model is exploited. We are referring to the development of a walking gait that tracks exactly a user-defined trajectory of the ZMP. Furthermore, by defining two different steps it is possible to achieve a periodic walking gait in a 3D space. In this example, a periodic walking gait while the robot turns is shown. The evolution of the controlled variables are also defined as a function of time, i.e. $\boldsymbol{q}_{c}^{d}(t)$, from $t=0$ to $t=T$. Nevertheless, unlike the first case of study, the impact of the swing foot with the ground is taken into account and a simple upper body motion is introduced.

The gait parameters for the first and second steps (S1 and S2 respectively) are shown in Table 1. And as mentioned earlier, in order to achieve a perfect tracking of the reference trajectories for all the time, feasible desired trajectories of the controlled coordinates must be designed. Therefore, as in the case two, the initial velocity after impact of the controlled variables, i.e. $\dot{\boldsymbol{h}}\left(\boldsymbol{q}^{+}, \dot{\boldsymbol{q}}^{+}\right)$, is again considered into the calculations of the desired trajectories $\boldsymbol{q}_{c}^{d}(t)$.

### 6.3.1. The desired evolution of the controlled variables

The desired trajectories for the vertical motion of the CoM, the swing foot and the upper body are designed with polynomials as in the second case. Therefore, similar boundary conditions as (54), (55), (56), and (57) must be fulfilled. However, constant values $k_{i}$ for the desired initial and final positions of the upper body in equation (57) are replaced by $k_{0, i}$ and $k_{f, i}$ whose are defined in Table 2. Therefore, a simple motion of the upper body is performed, in particular a yaw-motion of the torso, a yaw-motion of the neck and a pitchmotion of both shoulders. Moreover, since in this case the trajectories are as functions of time, the polynomials are builded from 0 to $T$, instead of from $x^{+*}$ to $x^{-*}$ and the intermediate value has been chosen as $T / 2$ instead of $x_{m}$. Furthermore, the desired velocities $\dot{q}_{c, i}^{d}$ are computed directly instead of partial derivative $q_{c, i}{ }^{\prime}{ }^{\prime}$. Thereby, the boundary conditions 54, 55, 56, and 57, are used with desired initial velocities $\dot{q}_{c, i}^{d}(0)=\dot{q}_{c, i}\left(\boldsymbol{q}^{+}, \dot{\boldsymbol{q}}^{+}\right)$for $i=1, \ldots, 29$ and desired final velocities zero except for the one of the swing foot, which is $\dot{q}_{c, 4}^{d}(T)=\dot{z}_{f, d}(T)=v_{z}$.

### 6.3.2. The desired motion of the ZMP

Unlike the two previous cases where a desired fix position of the ZMP was chosen, in here it is proposed to define a trajectory for the ZMP while the robot perform a step. Several studies about the evolution of ZMP on a human walking gait, such as 25, 26, 27] can be used with the essential model in order to develop human-like walking gaits.

In this case, 3 rd and 4 th order polynomials functions are used in order to build a soft desired trajectory of the ZMP in $X$ and $Y$ direction respectively, such as the following boundary conditions are fulfilled

$$
\begin{array}{ll}
p_{x, d}(0)=p_{x 0} & p_{x, d}(T)=p_{x f} \\
\dot{p}_{x, d}(0)=0 & \dot{p}_{x, d}(T)=0
\end{array}
$$

and

$$
\begin{array}{lll}
p_{y, d}(0)=p_{y 0} & p_{y, d}(T / 2)=p_{y m} & p_{y, d}(T)=p_{y f} \\
\dot{p}_{y, d}(0)=0 & & \dot{p}_{y, d}(T)=0
\end{array}
$$

where $p_{x 0}=-0.02[\mathrm{~m}], p_{x f}=-0.10[\mathrm{~m}]$, are the initial and final desired positions of the ZMP in $X$ direction w.r.t. the support frame $\Sigma_{0}$, and $p_{y 0}=$ the ZMP in $Y$ direction w.r.t. the frame $\Sigma_{0}$.
6.3.3. The essential model for ROMEO case 3

In this case the trajectories for the controlled variables are defined as a function of time, i.e. $\boldsymbol{q}_{c}^{d}(t)=\left[z(t), x_{f, d}(t), y_{f, d}(t), z_{f, d}(t), q_{c, 5}(t), \cdots, q_{c, 29}(t)\right]^{\top}$, and $\boldsymbol{\vartheta}=\boldsymbol{q}_{f}=[x, y, t]^{\top}$. The polynomials $p_{x, d}(t)$ and $p_{y, d}(t)$ define the desired trajectory of the ZMP in $X$ and $Y$ direction w.r.t. $\Sigma_{0}$. Then, by following the procedure in Section 4.1 the evolution of the joints can be found as a function of $x, y$ and $t$. Later, by using the procedure in Section 3.3 the essential model is computed.

### 6.3.4. Numerical results

By using the gait parameters shown in Table 1 and the upper-body configuration for ROMEO shown in Table 2 the periodic motion is defined by $\boldsymbol{x}^{-*}=\left[\frac{S}{2}+D_{x}, \frac{D}{2}+D_{y}, \dot{x}^{-*}, \dot{y}^{-*}\right]^{\top}=\left[\begin{array}{lll}0.1936, & 0.074921, & 0.583253,\end{array} 0.174165\right]^{\top}$

As in the second case, the restriction of contact and no sliding is ensured, i.e. $\quad F_{z}>0$ and $F_{t a n}<F_{\text {fric }}$ by considering a friction coefficient $\mu=0.7$. A simulation of twelve steps performed by the robot ROMEO is shown in Fig. 11a. In that figure, the trajectory of the CoM is highlighted, where its oscillatory vertical motion is noted. A sequence of a 3 D model of the robot performing the periodic gait while turning is shown in Figure 11b. A video of the walking


Figure 11: Simulation performed by the robot ROMEO for the third case


Figure 12: Essential model and footprints for the steps performed by the robot ROMEO for the third case
gait performed by ROMEO in simulation for Case III is attached to the paper. Figure 12 a shows the first eight steps using the essential model. In there, the relation between the CoM and the ZMP is highlighted. Notice that, since the variable ZMP trajectory can be imposed, this relation could be seen as an inverted pendulum with a mobil base. In the Fig. 12b it is shown the footprints of the support foot for the twelve steps. In each footprint, it can be noted that the evolution of the ZMP follows the desired trajectory.

## 7. Conclusion

The use of simple models, as the 3D LIP model, for building walking trajectories are useful. However, the vertical motion of the CoM is constrained and the ZMP is not keep to its desired location when the complete dynamics of the robot is considered. Therefore, further techniques for keeping the ZMP inside the convex hull of support are usually carried out. In this paper, a new model of the same dimension as the 3D LIP model, called essential model, has been proposed in order to deal with these difficulties. This model is developed by taking into account the whole dynamics of the robot and its simplification is based on the assumption of a perfect tracking of the reference motion. As a consequence, the resulting walking gaits always keep the ZMP in the desired path. Furthermore, impacts of the swing foot with the ground can also be considered in the development of walking gaits. The dynamics of the essential model depends always on the internal states of the robot but can also depends on external information (such as time). Moreover, this model can conceivably be used to develop motions in double support phases, however in this paper, only a continuous single support and an instantaneous double support phases are taken into account. By using the robot ROMEO as a case of study, three essential models where designed in order to show the efficiency of this proposal. This work, only sets the basis for further research in order to achieve walking gaits with better performance. Some future works on this issue are:

- Using the essential model to propose starting and stopping phases.
- Exploiting this model for the motion of the robot during double support or multi-contact phases.
- Introducing optimization to the upper body motion in order to reduce the joint torques.
- Proposing human-like trajectories for the ZMP in order to develop more efficient walking gaits.
- Introducing different external information to define the desired trajectories of the controlled variables, not just the time. This external information could be the CoM of other robots in order to achieve walking synchronization among robots, or joysticks to handle the motion of the robot as a function of them, etc.
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## Appendix. Numerical computing of $A_{\vartheta}$ and $d_{\vartheta}$.

According with equation (7) or (9) by using $\boldsymbol{q}, \dot{\boldsymbol{q}}$ and $\ddot{\boldsymbol{q}}$ as inputs of the Newton-Euler algorithm, the reaction force, reaction moment and joint torques can be computed. This method can be also utilized to compute $\ddot{\boldsymbol{q}}_{f}$. In order to achieve this, let us take advantage of the linearity in the acceleration in (9) and give as input of the NE algorithm the acceleration $\ddot{\boldsymbol{q}}$ "by parts". With this proposal, the NE algorithm will be performed $m+3$ times as shown below.

Notice that equation could be written as

$$
\begin{equation*}
\ddot{\boldsymbol{q}}=J_{\vartheta(:, 1)} \ddot{x}+J_{\vartheta(:, 2)} \ddot{y}+J_{\vartheta(:, 3)} \ddot{\phi}_{1}+\cdots+J_{\vartheta(:, m+2)} \ddot{\phi}_{m}+\dot{J}_{\vartheta} \dot{\boldsymbol{\vartheta}} \tag{A.1}
\end{equation*}
$$

where $J_{\vartheta(:, i)}$ means the $i$-th column of matrix $J_{\vartheta}$.
Thus, considering $\ddot{\boldsymbol{q}}$ from equation A.1 and by giving $\boldsymbol{\Delta}_{i}=J_{\vartheta(:, i)}+\dot{J}_{\vartheta} \dot{\boldsymbol{\vartheta}}$ into equation (9) instead of $\ddot{\boldsymbol{q}}$ we will get

$$
\begin{equation*}
\boldsymbol{N} \boldsymbol{E}_{i}=A_{e}(\boldsymbol{\vartheta})\left[J_{\vartheta(:, i)}+\dot{J}_{\vartheta} \dot{\boldsymbol{\vartheta}}\right]+\boldsymbol{d}_{e}(\boldsymbol{\vartheta}, \dot{\boldsymbol{\vartheta}}) \tag{A.2}
\end{equation*}
$$

for $i=1,2, \ldots, m+2$. Then, by giving $\boldsymbol{\Delta}_{m+3}=\dot{J}_{\vartheta} \dot{\boldsymbol{\vartheta}}$ instead $\ddot{\boldsymbol{q}}$ into equation (9) we get

$$
\begin{equation*}
\boldsymbol{N} \boldsymbol{E}_{m+3}=A_{e} \dot{J}_{\vartheta} \dot{\boldsymbol{\vartheta}}+\boldsymbol{d}_{e} \tag{A.3}
\end{equation*}
$$

Then, by using equations (A.2 and A.3) we can recover 26) and finally 27 as follows

$$
\begin{aligned}
\boldsymbol{N} \boldsymbol{E}= & {\left[\boldsymbol{N} \boldsymbol{E}_{1}-\boldsymbol{N} \boldsymbol{E}_{m+3}\right] \ddot{\boldsymbol{x}}+\left[\boldsymbol{N} \boldsymbol{E}_{2}-\boldsymbol{N} \boldsymbol{E}_{m+3}\right] \ddot{y}+} \\
& {\left[\boldsymbol{N} \boldsymbol{E}_{3}-\boldsymbol{N} \boldsymbol{E}_{m+3}\right] \ddot{\phi}_{1}+\ldots+\left[\boldsymbol{N} \boldsymbol{E}_{m+2}-\boldsymbol{N} \boldsymbol{E}_{m+3}\right] \ddot{\phi}_{m}+\boldsymbol{N} \boldsymbol{E}_{m+3} } \\
= & {\left[A_{e}\left[J_{\vartheta(:, 1)}+\dot{J}_{\vartheta} \dot{\boldsymbol{\vartheta}}\right]+\boldsymbol{d}_{e}-A_{e} \dot{J}_{\vartheta} \dot{\boldsymbol{\vartheta}}-\boldsymbol{d}_{e}\right] \ddot{x}+} \\
& {\left[A_{e}\left[J_{\vartheta(:, 2)}+\dot{J}_{\vartheta} \dot{\boldsymbol{\vartheta}}\right]+\boldsymbol{d}_{e}-A_{e} \dot{J}_{\vartheta} \dot{\boldsymbol{\vartheta}}-\boldsymbol{d}_{e}\right] \ddot{y}+} \\
& {\left[A_{e}\left[J_{\vartheta(:, 3)}+\dot{J}_{\vartheta} \dot{\boldsymbol{\vartheta}}\right]+\boldsymbol{d}_{e}-A_{e} \dot{J}_{\vartheta} \dot{\boldsymbol{\vartheta}}-\boldsymbol{d}_{e}\right] \ddot{\phi}_{1}+\ldots } \\
& +\left[A_{e}\left[J_{\vartheta(:, m+2)}+\dot{J}_{\vartheta} \dot{\boldsymbol{\vartheta}}\right]+\boldsymbol{d}_{e}-A_{e} \dot{J}_{\vartheta} \dot{\boldsymbol{\vartheta}}-\boldsymbol{d}_{e}\right] \ddot{\phi}_{m}+A_{e} \dot{J}_{\vartheta} \dot{\boldsymbol{\vartheta}}+\boldsymbol{d}_{e} \\
= & A_{e} J_{\vartheta(:, 1)} \ddot{\boldsymbol{x}}+A_{e} J_{\vartheta(:, 2)} \ddot{\boldsymbol{y}}+A_{e} J_{\vartheta(:, 3)} \ddot{\phi}_{1}+\ldots+A_{e} J_{\vartheta(:, m+2)} \ddot{\phi}_{m}+A_{e} \dot{J}_{\vartheta} \dot{\boldsymbol{\vartheta}}+\boldsymbol{d}_{e} \\
= & A_{e}\left[J_{\vartheta(:, 1)}, J_{\vartheta(:, 2)}, J_{\vartheta(:, 3)}, \cdots, J_{\vartheta(:, m+2)}\right]\left[\begin{array}{c}
\ddot{x} \\
\ddot{y} \\
\ddot{\phi}_{1} \\
\vdots \\
\ddot{\phi}_{m}
\end{array}\right]+A_{e} \dot{J}_{\vartheta} \dot{\boldsymbol{\vartheta}}+\boldsymbol{d}_{e} \\
= & A_{e} J_{\vartheta} \ddot{\boldsymbol{\vartheta}}+A_{e} \dot{J}_{\vartheta} \dot{\boldsymbol{\vartheta}}+\boldsymbol{d}_{e} \\
= & A_{\vartheta} \ddot{\boldsymbol{\vartheta}}+\boldsymbol{d}_{\vartheta}
\end{aligned}
$$

where it is shown that

$$
\begin{aligned}
A_{\vartheta}= & {\left[\boldsymbol{N} \boldsymbol{E}_{1}-\boldsymbol{N} \boldsymbol{E}_{m+3}, \quad \boldsymbol{N} \boldsymbol{E}_{2}-\boldsymbol{N} \boldsymbol{E}_{m+3},\right.} \\
& \left.\boldsymbol{N} \boldsymbol{E}_{3}-\boldsymbol{N} \boldsymbol{E}_{m+3}, \quad \cdots, \quad \boldsymbol{N} \boldsymbol{E}_{m+2}-\boldsymbol{N} \boldsymbol{E}_{m+3}\right] \\
\boldsymbol{d}_{\vartheta}= & \boldsymbol{N} \boldsymbol{E}_{m+3}
\end{aligned}
$$

Notice that the construction of matrix $A_{\vartheta}$ is not required, but the product $\left[\boldsymbol{N} \boldsymbol{E}_{j+2}-\boldsymbol{N} \boldsymbol{E}_{m+3}\right] \ddot{\phi}_{j}$, with $j=1, \ldots, m$. Thus, if the element $\ddot{\phi}_{j}$ of $\ddot{\boldsymbol{\phi}}$ is zero, $\left[\boldsymbol{N} \boldsymbol{E}_{j+2}-\boldsymbol{N} \boldsymbol{E}_{m+3}\right] \ddot{\phi}_{j}=0$, thus, the use of the NE algorithm can be avoided for that particular iteration saving time of computation.
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[^1]:    ${ }^{1}$ If $n>r$ an underactuated robot is considered. This condition is common when a pointedfeet robot is studied or during the phase where the robot is supported on its foot tip. If $n=r$ a complete actuated robot is considered, namely a robot with feet and flat foot contact.

[^2]:    ${ }^{2}$ For a multi-body system, the angular momentum around its CoM is given by $\mathcal{L}=$ $\sum_{i=1}^{N}\left[I_{i} \omega_{i}+m_{i}\left(\boldsymbol{c}-\boldsymbol{c}_{i}\right) \times \boldsymbol{v}_{i}\right]$, where $N$ is the number of bodies of the robot, $I_{i}$ is the inertia tensor at the $\operatorname{CoM}_{i}, \omega_{i}$ is the angular velocity and $\boldsymbol{c}_{i}$ and $\boldsymbol{v}_{i}$ are the position and velocity of the $\mathrm{CoM}_{i}$

[^3]:    ${ }^{3}$ However, it is conceivable that other coordinates that describe the evolution of the robot in the frontal and sagittal planes can be used as internal variables, such as the horizontal evolution of the hip or the joint evolution of the support ankle (i.e. $q_{1}$ and $q_{2}$ in Figure 4, etc.

[^4]:    ${ }^{4}$ From the fact that $\frac{\mathrm{d}}{\mathrm{d} t}\left(J_{\xi} J_{\xi}^{-1}\right)=0_{n \times n}$, it can be expanded it as $\dot{J}_{\xi} J_{\xi}^{-1}+J_{\xi} \frac{\mathrm{d}}{\mathrm{d} t}\left(J_{\xi}^{-1}\right)=0$ and the equivalence is obtained.

[^5]:    ${ }^{5}$ Roll: turn around x-axis. Pitch: turn around y-axis. Yaw: turn around z-axis.

[^6]:    ${ }^{6}$ In here $z^{\prime}(x(t))=\frac{\partial}{\partial x} z(x(t))$, the same notation is used in the rest of the paper for the other variables.
    ${ }^{7} \dot{q}_{c, i}$ is the $i$-element of the derivative w.r.t. time of $\boldsymbol{q}_{c}$ which is defined at the beginning of Section 6
    ${ }^{8}$ Since there is a change of support, this velocity corresponds to the foot that was used as support in the previous step

