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a  b  s  t  r  a  c  t

When  a fleet  of similar  Systems,  Structures  and  Components  (SSCs)  is  available,  the  use  of all  the  available
information  collected  on  the different  SSCs is  expected  to be  beneficial  for  the  diagnosis  purpose.  Although
different  SSCs  experience  different  behaviours  in  different  environmental  and  operational  conditions,
they  maybe  informative  for the  other  (even  if different)  SSCs.  In the  present  work,  the  objective  is to  build
a fault  diagnostic  tool  aimed  at capitalizing  the available  data  (vibration,  environmental  and  operational
conditions)  and  knowledge  of  a  heterogeneous  fleet  of  P Nuclear  Power  Plants  (NPPs)  turbines.  To  this aim,
a  framework  for incrementally  learning  different  clusterings  independently  obtained  for  the  individual
turbines  is  here  proposed.  The  basic  idea  is to reconciliate  the  most  similar  clusters  across  the  different
plants.  The  data  of shut-down  transients  acquired  from  the  past operation  of  the  P  NPPs  turbines  are
summarized  into  a final,  reconciliated  consensus  clustering  of  the turbines  behaviors  under  different
environmental  and  operational  conditions.  Eventually,  one  can  distinguish,  among  the  groups,  those  of
urbines shut-down anomalous  behavior  and relate  them  to  specific  root  causes.  The  proposed  framework  is applied  on  the
shut-down  transients  of  two  different  NPPs.  Three  alternative  approaches  for  learning  data  are applied
to  the  case  study  and  their  results  are  compared  to those  obtained  by  the proposed  framework:  results
show  that  the  proposed  approach  is  superior  to  the other  approaches  with  respect  to the  goodness  of the
final  consensus  clustering,  computational  demand,  data  requirements,  and  fault  diagnosis  effectiveness.

©  2018  Elsevier  B.V.  All  rights  reserved.
. Introduction

In safety-relevant industries such as nuclear, oil and gas, auto-
otive and chemical, fault diagnosis of Systems, Structures and

omponents (SSCs) is considered a critical task [1–3]. In particu-
ar, efficient fault diagnosis can aid to decide proper maintenance
nd, hence, increase production availability and system safety,
hile reducing overall corrective maintenance costs [4,5]. For these

easons, there is an increasing demand from industry for fault diag-
osis techniques [6–9].

Generally, fault diagnosis techniques can be categorized into
hysics-based and data-driven [10,11]. Physics-based techniques

se explicit physical models to describe the relationships between
he causes that determine the SSCs behavior and the signal evo-
utions [11–13]. Several methods have been proposed and used

∗ Corresponding author.
E-mail address: francesco.dimaio@polimi.it (F. Di Maio).
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for fault diagnosis in nuclear industry, such as observer-based
methods, parity space methods, Kalman filters and parameter
identification-based methods [14–16]. However, the complexity of
the phenomena involved and the highly non-linear relationships
between the causes and the signal evolutions may pose limitations
on their practical deployment [11,13].

On the other hand, data-driven techniques are empirically built
to fit measured process data [17–19]. For example, Artificial Neu-
ral Networks (ANNs), expert systems and fuzzy and neuro-fuzzy
approaches have been successfully applied for fault diagnosis in
the nuclear industry [20–22]. In this work, we  focus on the devel-
opment of a data-driven technique for fault diagnosis.

One attractive way  forward for building effective diagnosis
models is to consider the knowledge coming from the fleet of simi-
lar SSCs [3,23]. In the industrial context, the term fleet refers to a set

of P systems that can share some technical features, environmental
and operational conditions and usage characteristics. On this basis,
three types of fleet can be envisaged: identical, homogenous
and heterogeneous. Table 1 summarizes the types of fleet, their

https://doi.org/10.1016/j.asoc.2018.04.044
http://www.sciencedirect.com/science/journal/15684946
http://www.elsevier.com/locate/asoc
http://crossmark.crossref.org/dialog/?doi=10.1016/j.asoc.2018.04.044&domain=pdf
mailto:francesco.dimaio@polimi.it
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Notation and list of acronyms

SSCs Systems, structures and components
NPPs Nuclear power plants
ANNs Artificial neural networks
CSPA Cluster-based similarity partitioning algorithm
RUL Remaining useful life
FKNN Fuzzy K-nearest neighbours algorithm
ADASYN ADAptive SYNthetic sampling approach
TOPSIS Technique for order preference by similarity to an

ideal solution
H Number of base clusterings
j Index of base clustering
M True number of clusters in the final consensus clus-

tering
Cj

opt Optimum number of clusters of the j-th base clus-
tering

P Number of the NPP turbines of the fleet
p Index of the generic NPP turbine, p = 1, . . .,  P
NP Number of shut-down transients of the p-th NPP

turbine, p = 1, . . .,  P
i Index of a transient, i = 1, . . .,  Np

Z Number of signals of each i-th transient
z Index of the generic signal, z = 1, . . .,  Z
T Time horizon of the generic signal z
P∗

p Optimum number of clusters in the final consensus
clustering of the p-th NPP turbine

Cmin Minimum number of clusters in the final consensus
clustering P∗

Cmax Maximum number of clusters in the final consensus
clustering P∗

CCandidate Possible number of clusters in the final consensus
clustering P∗, CCandidate ∈ [Cmin, Cmax]

P∗
final The final reconciliated consensus clustering of the P

NPPs turbines
DB Davies- Boludin validity index
NFF1/EE1 Number of shut-down transients of FF1/EE1 NPPs

turbines
NaggregatedFF1,EE1 Aggregated set of transients of FF1 and EE1

NPPs turbines
P∗

aggregatedFF1,EE1 Optimum number of clusters in the final
consensus clustering of the aggregated set of tran-
sients of FF1 and EE1 NPPs turbines

m Index of the generic consensus cluster of FF1, m =
1, . . .,  P∗

FF1
=
Y

e/f

Vibrational measurements dataset of the e/f -th
transient of EE1/FF1

e/f Index of the generic shut-down transient of EE1/FF1,
e = 1, . . .,  NEE1, f = 1, . . .,  NFF1

�m
ef

The similarity between
=
Y

e

and
=
Y

f

transients of the
m-th consensus cluster of FF1 NPP turbine

ım
ef The pointwise difference between and transients of

the m-th consensus of FF1 NPP turbine
ye/f

zt t-th vibrational measurement of the z-th vibrational

signal of matrix /
=
Y

f

C∗ Optimum number of clusters of the final consensus
clustering and for the mean similarity values of each
EE1 transient to FF1 consensus clusters

=
YEE1 Membership values of EE1 transients classification

to FF1 consensus clusters
�m

e Membership value of the allocating transient e of
EE1 to the m-th consensus cluster of

K Number of the nearest neighbors transients
Kmin Minimum number of Kth nearest neighbors tran-

sients for the FKNN classifier
Kmax Maximum number of Kth nearest neighbors tran-

sients for the FKNN classifier
KCandidate Possible number of Kth nearest neighbors

transients for the FKNN classifier, KCandidate ∈
[Kmin, Kmax

K∗ Optimum number of Kth nearest neighbors tran-
sients used in FKNN classifier

CV Cross validation analysis
ai Average distance of the i-th datum from the other

data belonging to the same cluster
bi Minimum average distance of the i-th datum from

the data belonging to a different cluster
Si Silhouette value of the i-th datum
Cm m-th cluster in the final consensus clustering
Sm Mean Silhouette value for the m-th cluster
nm Total number of data in the m-th cluster in the final

consensus clustering
SVCCandidate

Silhouette validity value at CCandidate ,
CCandidate ∈ [Cmin, Cmax]

=
A Adjacency binary similarity matrix
� Pairwise binary similarity value
=
S Co-association (Similarity) matrix
Sij Pairwise similarity value between the i-th and j-th

similarity values

di i-th entry of the diagonal matrix
=
D

=
D Diagonal matrix with diagonal entries

d1, d2, . . .,  dN=
I Identity matrix of size NxN
=
Lrs Normalized Laplacian matrix

� Eigenvalue of
=
Lrs

Sm
e Mean similarity value of transient e of EE1 to the

whole transients of m-th consensus cluster of FF1=
U Eigenvectors of
=
XFF1 FF1Training dataset matrix of FF1 NPP turbine
=∗

X FF1 Updated FF1 training dataset by ADASYN approach
ūCcandidate
The CCandidate-th eigenvector of

characteristics and a selection of the most relevant research
work performed in the past, making an effective use of fleet data:

In identical fleet, the systems might have identical technical
features and usage, and work in the same environmental and opera-
tional conditions: knowledge derived from such fleet has been used
for defining thresholds for anomaly detection [5], Remaining Use-
ful Life (RUL) estimation [24] and technical solution capitalization
[25,26] for any system identical to the fleet members.

In homogenous fleet, the systems might share some identical
technical features that are influenced by similar environmental and
operational conditions, but with few differences either on their fea-
tures or on their usage: knowledge derived from this type of fleet
has been used for developing diagnostics approaches for enhancing
maintenance planning [27]. However, in a context where cus-

tomized systems are common, these approaches may  give poor
results [3].

In heterogeneous fleet, the systems might have different and/or
similar technical features, but with different usage under different
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Table  1
Types of fleet, characteristics and most relevant literature.

Fleet type Characteristics Objective of the work

Technical features Environmental and
operational conditions

Usage

Identical Same Same Same Anomaly detection [5], RUL estimation [24] and
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Homogenous Same/Different Same 

Heterogeneous Same/Different Different 

nvironmental and operational conditions: this type of fleet can
rovide wider data and knowledge concerning the SSCs behaviour
hat are expected to reduce diagnosis uncertainty, and hence,
mprove the efficiency of the fault diagnosis task [2,3,23].

Most of the existing fleet-wide approaches for fault diagnosis
reat only the information gathered from identical and/or homoge-
ous fleets, rather than from heterogeneous ones [23]. In fact, the

nvestigation on the benefit of utilizing the information of a hetero-
eneous fleet for fault diagnosis has been rarely addressed in the
iterature [23].

In this regard, the objective of the present work is to develop a
ramework for incrementally learning different turbine behaviours
f a heterogeneous fleet of P Nuclear Power Plants (NPPs) turbines.
he final goal is to summarize the data and knowledge acquired
rom the past experience of the fleet turbines operations into a
nal, reconciliated consensus clustering of the different turbines
ehaviors under different environmental and operational condi-
ions (namely normal condition, degraded condition, abnormal
ondition and outliers).

In the context of fault diagnosis of an individual NPP turbine,
he objective is to partition the Np shut-down transients of the p-th
lant, p = 1, . . .,  P, into M dissimilar groups (whose number is “a
riori” unknown) such that transients belonging to the same group
re more similar than those belonging to other groups. In particular,
ne can distinguish, among the groups, anomalous behaviors of the
quipment and relate them to specific root causes [28–31].

The problem of grouping the operational transients of the tur-
ine can be formulated as an unsupervised clustering problem
imed at partitioning the transient data into homogeneous “a pri-
ri” unknown clusters for which the true classes are unknown
30,32].

To this aim, an unsupervised clustering approach (sketched in
ig. 1) has been proposed by some of the authors for combining in an
nsemble the clustering results of i) data representative of the tur-
ine behavior, i.e., seven signals of the turbine shaft vibrations (j = 1
ase clustering), and 2) data representative of the environmental
nd operational conditions that can influence the turbine behavior,
.e., nominal values of turbine shaft speed, vacuum and tempera-
ure signals (j = 2 base clustering) [32]. In brief, the approach is
ased on the combination of: 1) a Cluster-based Similarity Parti-
ioning Algorithm (CSPA) to quantify the co-association matrix that
escribes the similarity among the two base clusterings (refer to
ppendix A for more details); 2) Spectral Clustering embedding
n unsupervised K-Means algorithm to find the final consensus
lustering based on the available co-association matrix (refer to
ppendix B for more details); 3) the Silhouette index to quantify the
oodness of the obtained clusters by choosing the optimum number
f clusters in the final consensus clustering as that with the max-
mum Silhouette value, i.e., such that clusters are well separated
nd compacted (refer to Appendix C for more details).

In this regard, the final ensemble clustering of the generic p-th
∗
PP turbine comprises Pp clusters of shut-down transients, repre-

entative of different behaviors of the turbine that are influenced
nd explained by different environmental and operational con-
itions, among them some anomalous behaviors of the turbines
technical solution capitalization [25,26]
Same/Different Fault diagnostics and maintenance planning [27]
Different Fault diagnostics [2,3,23].

can be identified [32]. The proposed approach has been applied to
the shut-down transients of two  different turbines of two differ-
ent NPPs (coded as FF1 and EE1) of 149 and 116 multidimensional
shut-down transients, respectively [32,33].

Due to the fact that the P plants of the fleet are highly stan-
dardized, some clusters representative of turbines operations and
independently obtained for the individual plants might be similar
(hereafter called the best matching clusters) and could be recon-
ciliated into a unique cluster that would gather more information
collected from multiple plants and, thus, is expected to be more
reliable and robust.

More specifically, when a new dataset of Np+1shut-down tran-
sients from the generic p + 1-th NPP turbine becomes available, the
previously obtained ensemble clustering is updated based on the
clusters identified independently for the transients of the p + 1-th
NPP turbine.

The scope of this work is to propose a framework for identifying
the best matching clusters among the plants: these will be recon-
ciliated into a unique consensus cluster composed by the transients
of the clusters independently obtained for the plants.

The proposed framework is validated on the two  previously
mentioned NPP turbines FF1 and EE1. The application of the frame-
work leads to obtain a final, reconciliated consensus clustering P∗

final

of 7 and 13 clusters representative of unique turbines operations
of the FF1 and EE1 plants, respectively, and 3 consensus clusters
representative of similar turbines operations of the plants (best
matching clusters). The performance of the final reconciliated con-
sensus clustering P∗

final
is quantified in terms of clusters separation

and compactness, by resorting to the Silhouette validity index ([34];
see Appendix C), C-index [35] and Davies-Boludin (DB) index [36].
The exploited knowledge of the turbines can, then, be retrieved for
the purpose of, for instance, life tracking, health state estimation
and fault diagnosis of a new NPP turbine.

For comparison, three other approaches are used to reconciliate
the consensus clusters of the FF1 NPP turbine on the basis of the
received information from the EE1 NPP turbine: 1) clustering of the
aggregated shut-down transients of FF1 and EE1 NPPs turbines by
the unsupervised ensemble clustering approach, 2) the inclusion
of the EE1 transients into the FF1 ensemble clustering by resort-
ing to Fuzzy similarity measure [37–39] and 3) the classification of
EE1 transients by a supervised classifier, such as a Fuzzy K-Nearest
Neighbours algorithm (FKNN)  [40–42] trained on FF1 clustering.
Results are discussed and compared with those obtained with the
proposed approach: it is concluded that the proposed approach is
able to update effectively the clusters of the FF1 NPP turbine on the
basis of the received information from the EE1 NPP turbine, and
that it is superior to the other approaches with respect to the good-
ness of the final consensus clustering, computational demand, data
requirements, and fault diagnosis effectiveness.

Thus, the original contribution in this work is the development
of a framework for incrementally learning the information brought

by a heterogeneous fleet of different NPPs turbines based on the
combination of:



216 S. Al-Dahidi et al. / Applied Soft Computing 69 (2018) 213–231

semb

1

2

c
b
s
v
t
o

2
t
3
o
i
o
r
a
N
S

2
i

a
f

b
p
t
f
a
b
t

1

Fig. 1. The unsupervised en

) the unsupervised ensemble clustering approach [32], that over-
comes the challenge to the existing clustering techniques by
determining automatically the optimum number of clusters of
the shut-down transients of each individual NPP turbine (which
by most industrial applications, is not known “a priori”); the
clusters that result are well separated and compacted (as mea-
sured by the Silhouette index [34]);

) a reconciliation procedure for identifying the best matching
clusters among the plants. The goodness of the final reconcil-
iated clustering is quantified in terms of clusters separation and
compactness.

It is worth mentioning that the dimensionality and required
ompleteness of the datasets (that need signals representative of
oth environmental and operational conditions (i.e., turbine shaft
peed, vacuum and temperature) and component behaviours (i.e.,
ibrations)) make, in this work, difficult to show the application of
he framework to additional dataset from other industries, because
f confidentiality constraints of such datasets.

The remaining of this paper is organized as follows. Section
 illustrates the proposed framework for reconciliating the clus-
ers of a fleet of industrial components for fault diagnosis. Section

 and Section 4 describe how the proposed approach and three
ther alternative approaches are used for learning new data com-
ng from a fleet of NPP turbines and updating the clustering results
btained by ensemble-clustering the transients coming from NPPs,
espectively. Along with the description of the procedures, their
pplication to the shut-down transients collected from a fleet of
PPs is shown. Finally, conclusions and perspectives are drawn in
ection 5.

. The framework for reconciliating the clusters of a fleet of
ndustrial components

In this section, the framework for reconciliating the clusters of
 heterogeneous fleet of P industrial components is proposed. The
ramework entails two steps and is sketched in Fig. 2:

Step 1: Clustering the transients of a generic p-th component
y the unsupervised ensemble clustering approach. For the generic
-th component, the objective is to partition the Np shut-down
ransients into dissimilar groups of transients representative of dif-
erent component behaviors influenced by different environmental
nd operational conditions. To this aim, the unsupervised ensem-
le clustering approach of Fig. 1 (see Appendix A) has been set forth
o build a consensus clustering P∗ from the base clusterings:

) j = 1: Clustering of data representative of the component

behaviour (such as vibrations): the outcome of this is groups of
transients representing different behaviours of the component,
e.g., normal condition, degraded condition, abnormal condition
and outliers,
le clustering approach [32].

2) j = 2: Clustering of data representative of the environmental
and operational conditions that can influence the component
behaviour (such as rotating speed, vacuum values, tempera-
tures, pressures, etc.): the outcome of this is groups of transients
representing different environmental and operationaconditions
experienced by the component, e.g., a group might be character-
ized by high temperature values and low vacuum values.

The optimum number of clusters is selected among several
candidates CCandidate = [Cmin, Cmax] based on the Silhouette valid-
ity index that measures the similarity of the data belonging to the
same cluster and the dissimilarity to those in the other clusters (a
large Silhouette value indicates that the obtained clusters are well
separated and compacted ([34]; see Appendix C)).

Step 2: Reconciliating the most similar consensus clusters obtained
individually for each of the different plants.  To capitalize the added
information of a new coming component (i.e., p + 1-th component)
and, hence, to update the previous obtained consensus clustering
P∗

pof the p-th component transients data, a reconciliation proce-
dure is here proposed. The underlying approach is that of learning
the novel information content of the new Np+1 transients without
forgetting the previously acquired knowledge that is summarized
in the P∗

pconsensus clustering (as well shall see in Section 4).
Firstly, the Np+1transients have to be partitioned into groups rep-
resentative of the p + 1-th component behavior under varying
environmental and operational conditions of the new component
as done in Step 1 for the p-th component. Once the consensus clus-
terings P∗

p and P∗
p+1 of the two components are available, those

composed by transients with similar behaviors are identified and
reconciliated into unique clusters within the final ensemble clus-
tering of the two plants P∗

p,p+1. The remaining clusters are left
disjoint as they are representative of unique operational conditions
of each component.

The incremental learning process and the enveloping reconcili-
ation approach is repeated for all the components available in the
fleet to get the final clustering P∗

final
that resumes the characteris-

tic behaviours of all the possible (available) components operating
in as large as possible variety of environmental and operational
conditions.

Once the final clustering P∗
final

is obtained, the goodness of the
final clusters identified is quantified in terms of their separation
and compactness, as measured by internal validity indexes. These
indexes evaluate the clustering results based on information intrin-
sic to the data itself, without resorting to any external information
like true clustering results, which are not known “a priori” in most
industrial applications [43]. In particular, we resort to the following
three internal indexes:
• the Silhouette index ([34]; see Appendix C): it measures the
similarity of the data belonging to the same cluster and the dis-
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Fig. 2. The proposed framework for reconciliating

similarity to those in the other clusters. The Silhouette index
varies in the interval [–1,1] and should be maximized;
the C-index [35]: it defines the ratio between the sum of within-
cluster distances and the distances considering all the pairs of the
instances. The C-index ranges in the interval [0,1] and should be
minimized;

the Davies-Boludin (DB) index [36]: it is based on the ratio
of within-cluster and between-cluster distances. The DB index
ranges in the interval [0,∞)  and should be minimized.
onsensus clusterings for a fleet of P components.

Large Silhouette and small C-index and DB values indicate that
the obtained clusters are well separated and compacted.

It is important to point out that there exist other clustering valid-
ity indexes, the so called external validity indexes, that evaluate the
goodness of the obtained clusters with respect to a pre-specified
structure (assumed to be known “a priori”), like false-positive,

false-negative and classification error, etc. [43]. However, the cal-
culations of these indexes are not feasible in this work due to the
unavailability of the true clustering results.
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Fig. 3. Evolution of vibration signal 1 of the 5 obtained clusters of the j = 1 base clustering of FF1 NPP turbine and the corresponding turbine shaft speed values.

Table 2
Number of base clusters along with the optimum number of clusters in the final
ensemble clustering of FF1 NPP.

P

3
n

r
U
d
i

(
f
t

b
s
i
[

2
i
o
t
d
s
p
o

3
t

t
e
b
[
o
t

Table 3
Consensus results for j = 1 and j = 2 base clusterings.

j = 1 Base clustering j = 2 Base clustering Consensus clustering

C1
1

C2
3 P∗

1
C2

1 P∗
4

C1
2

C2
2 P∗

5
C2

3 P∗
6

C2
1 P∗

10

C1
3

C2
3 P∗

2
C2

NaN
P∗

3
C2 P∗
j = 1 Base clustering. j = 2 Base clustering Consensus clustering

C1
opt = 5 C2

opt = 4 P∗
FF1 = 10

In the following section, the proposed framework is applied to
 = 2 NPPs turbines (FF1 and EE1).

. Application of the reconciliation approach to two
uclear power plants turbines

In NPPs, the turbine is one of the most important and critical
otating machinery for generating a large efficiency and peak factor.
nexpected failures are, indeed, usually accompanied with large
owntimes, high cost, as well as possible safety and environmental

mplications [11,44].
For these reasons, recognizing the health state of turbine

diagnostics) and predicting its future evolution (prognostics) are
undamentals to enable more reliable, economic and safer opera-
ion [45,46].

In this regard, we are looking for the failures of the turbine
y investigating its shut-down transients since the turbine during
hut-down transients are expected to provide better, more clear
ndications of the health state with respect to stationary conditions
30,47].

The application of the proposed framework presented in Section
 is here presented with respect to a real industrial case concern-

ng P = 2 NPPs turbines (i.e., FF1 and EE1) with different numbers
f shut-down multidimensional transients of 149 and 116, respec-
ively. Each i-th transient is a multidimensional transient in a Z = 70
imensional signal space with a time horizon of T = 4500 time
teps of 2.5 h each. It should be mentioned that throughout the
aper, the values of the signals illustrated in the figures are given
n an arbitrary scale due to confidentiality reasons.

.1. Step 1: clustering shut-down transients of the FF1 NPP
urbine by the unsupervised ensemble clustering approach

Starting from the available dataset of shut-down transients of
he FF1 NPP turbine, different turbine behaviors explained by differ-
nt environmental and operational conditions have been identified

y resorting to the unsupervised ensemble clustering approach
32]. Table 2 reports the number of base clusters along with the
ptimum number of clusters obtained in the final consensus clus-
ering P∗

FF1.
1 8
C1

4 C2
1 P∗

9
C1

5 C2
2 P∗

7

For the ease of clarity, Fig. 3 shows the evolution of vibration
signal 1 of the j = 1 base clustering (5 clusters) and the corre-
sponding turbine speed values. One can easily recognize that on
one side the functional behaviors of transients belonging to clus-
ters 1–4 (C1

1 , C1
2 , C1

3 , and C1
4 ) are similar but with some peculiarities

that make them splitting into 4 clusters rather than being clustered
together, whereas the transients of cluster 5 (C1

5 ) greatly differ from
the others (outliers) [30].

Fig. 4 shows the three clusters C2
1 , C2

2 and C2
3 of j = 2 base clus-

tering (circle, square and diamond markers, respectively, whereas
the fourth cluster C2

NaN is composed by transients with missing
operational and environmental signal values and, thus, cannot be
plotted). One can easily recognize that the shut-down transients
belonging to C2

3 (diamonds) are influenced by “High” temperature
values at the turbine inlet and “High” vacuum values compared to
C2

1 and C2
2 .

The optimum number of clusters in the final consensus clus-
tering is selected according to the Silhouette values for different
numbers of clusters CCandidate that span in the interval [4,20], where
the lower bound (4) is the minimum between C1

opt and C2
opt , and the

upper bound (20) is the number of the largest combination of the
two base clusters (i.e., 4 × 5) [32].

The optimum number of clusters in the final consensus clus-
tering is found to be P∗

FF1 = 10, at which the Silhouette measure
is maximized (star in Fig. 5 (left)). Fig. 5 (left) shows, indeed, that
the Silhouette values for small and large numbers of CCandidate are
worse than for P∗

FF1 = 10 (i.e., 0.8842), due to the dissimilarity of the
data (inappropriately) assigned to the same clusters. The individ-
ual Silhouette values of each consensus cluster are shown in Fig. 5
(right): the Silhouette values for most of the clusters are equal to 1,

which indicates the goodness of the obtained clusters in terms of
separation and compactness ([34]; see Appendix C).

The obtained consensus results for j = 1 and j = 2 base cluster-
ings are reported in Table 3.
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Fig. 4. Plot of the values of the clusters obtained by j = 2 base clustering C2
1 , C2

2 and C2
3 .

F ues of each consensus cluster obtained for the optimum number of clusters (right).
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Table 4
Number of base clusters along with the optimum number of clusters in the final
ensemble clustering of EE1 NPP.
ig. 5. Silhouette values vs. cluster numbers (left) and the individual Silhouette val

In fact, looking at the final consensus clustering one can rec-
gnize that transients of each cluster obtained by the j = 1 base
lustering are influenced by different environmental and opera-
ional conditions that are obtained by the j = 2 base clustering. For
xample, the transients belonging to C1

2 of the j = 1 base cluster-
ng have been splitted into three different final consensus clusters
P∗

5, P∗
6, and P∗

10) each one is due to a different enviornmental and
perational condition (C2

2 , C2
3 , and C2

1 ) as recognized by the j = 2
ase clustering.

.2. Step 2: reconciliating the most similar consensus clusters
btained individually for the two different plants

The available information of the other turbine (i.e., EE1) is used
o update the previous obtained consensus clusters of FF1.

To avoid catastrophic forgetting and the need to retrain the diag-
ostic tool (as we shall see in Section 4), the proposed framework
uggests a reconciliation approach that aims at learning the novel
nformation content of the new EE1 transients without forgetting
he previously acquired knowledge of the P∗

FF1 = 10 consensus clus-
ers of FF1 transients. To this aim, the NEE1 = 116 transients have
een partitioned into P∗

EE1 = 16 turbine behaviors explained by dif-
erent environmental and operational conditions, by resorting to
nsupervised ensemble clustering. Table 4 reports the number of
ase clusters along with the optimum number of clusters obtained
n the final consensus clustering P∗
EE1 = 16.

Fig. 6 shows the evolution of vibration signal 2 of the j = 1 base
lustering (4 clusters) and the corresponding turbine speed values.
ne can easily recognize that, on one side, the functional behaviors
j = 1 Base clustering j = 2 Base clustering Consensus clustering

C1
opt = 5 C2

opt = 4 P∗
EE1 = 16

of transients belonging to clusters 1–3 (C1
1 , C1

2 and C1
3 )are similar

but with some peculiarities that make them splitting into 3 clus-
ters rather than being clustered together, whereas the outliers (C1

4 )
are different as they have a very dispersed and wide peak value
around 700 rpm. It is worth mentioning that the fifth cluster C1

NaN
is composed by transients containing non-physical values of the
vibration signals and, thus, cannot be plotted.

Fig. 7 shows the three clusters C2
1 , C2

2 and C2
3 of j = 2 base clus-

tering (circle, square and diamond markers, respectively, whereas
the fourth cluster C2

NaN is composed by transients with missing
operational and environmental signal values and, thus, cannot be
plotted). One can easily recognize that the shut-down transients
belonging to C2

1 (circles) are influenced by “High” temperature val-
ues at the turbine inlet and “High” vacuum values compared to C2

2
and C2

3 .
The optimum number of clusters in the final consensus clus-

tering is selected according to the Silhouette values for different
numbers of clusters CCandidate that span in the interval [4,20], where
the lower bound (4) is the minimum between C1

opt and C2
opt , and the
upper bound (20) is the number of the largest combination of the
two base clusters (i.e., 4 × 5) [33].

The optimum number of clusters in the final consensus cluster-
ing is found to be
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Fig. 6. Evolution of vibration signal 2 of the 4 clusters (C1
1 , C1

2 , C1
3 and C1

4 ) of the j = 1 base clustering and the corresponding turbine shaft speed values of EE1 NPP turbine.

Fig. 7. Plot of the values of the clusters obtained by j = 2 base clustering C2
1 , C2

2 and C2
3 .
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ig. 8. Silhouette values vs. cluster numbers (left) and the individual Silhouette val

P∗
EE1 = 16, at which the Silhouette measure is maximized (star in

ig. 8 (left)). Fig. 8 (left) shows, indeed, that the Silhouette values for
mall and large numbers of CCandidate are worse than for P∗

EE1 = 16
i.e., 0.8734), due to the dissimilarity of the data (inappropriately)
ssigned to the same clusters ([34]; see Appendix C). The individ-
al Silhouette values of each consensus cluster are shown in Fig. 8
right).

The obtained consensus results for j = 1 and j = 2 base cluster-
ngs are reported in Table 5.

To identify the consensus clusters among P∗
FF1and P∗

EE1 with sim-
lar vibrational behaviors (i.e., hereafter called the best matching
lusters), a preliminary visual analysis has been done for identify-
ng the most similar vibration signals of the transients composed
y each exhaustive pair of the consensus clusters P∗

FF1 and P∗
EE1: the

lusters with similar vibrational behaviors have been selected as

est matching clusters (reported in Table 6).

For clarification purposes, Fig. 9 shows the seven vibration sig-
als of the transients belonging to the identified best matching
luster # 1. Looking to the curves, one can recognize that the
 each consensus cluster obtained for the optimum number of clusters (right).

transients have, indeed, similar vibrational behaviors. In fact, the
differences among the transients of each best matching cluster are
related to the magnitude of the peaks, e.g., looking to the figure, the
magnitude of the peak around the turbine shaft speed of 800 rpm of
vibration signal 3 is larger for P∗

9 transients than for the transients
of P∗

11, and/or to the delay in the transients occurrences. However,
their functional behaviors are similar and, hence, they have been
selected as the best matching clusters between the plants. This sug-
gests us that, practically, one can identify the best matching clusters
by resorting to functional similarity methods [48,49] for quanti-
fying the extent of similarity of clusters obtained for each plant
independently (this will be the focus of future research work).

Furthermore, Fig. 10 (right) shows the environmental and oper-
ational conditions mean values (j = 2 base clustering) (dots) of
the transients composed by the best matching clusters of FF1

∗ ∗ ∗ ∗ ∗ ∗
(P9, P8, P2) and EE1 (P11, P5, P7). Looking at Fig. 10 (right), one can
notice that:
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Fig. 9. Evolution of the 7 vibration signals of the best matching clusters P∗
9 (FF1) with P∗

11 (EE1).

Fig. 10. Plot of the j = 2 base clustering mean values (dots) of the 3 best matching clusters (right) along with j = 2 base clustering values of all transients of the two  NPPs
turbines (left).

Table 5
Consensus results for j = 1 and j = 2 base clusterings.

j = 1 Base clustering j = 2 Base clustering Consensus clustering

C1
1

C2
1 P∗

7
C2

2 P∗
5

C2
NaN

P∗
15

C1
2

C2
1 P∗

11
C2

2 P∗
3

C2
3 P∗

13

C1
3

C2
1 P∗

1
C2

2 P∗
12

C2
3 P∗

14

C1
4

C2
1 P∗

6
C2

2 P∗
2

C2
3 P∗

4
C2

NaN
P∗

16

C1 C2
1 P∗

9

1

Table 6
Best matching consensus clusters of FF1 and EE1 NPPs turbines.

Best Matching
cluster 1

Best Matching
cluster 2

Best Matching
cluster 3

∗ ∗ ∗
NaN
C2

2 P∗
8

C2
3 P∗

10
) The evolution of the turbines behaviors (i.e., dashed line for FF1
and solid line for EE1) through the three successive behaviors of
the best matching clusters is similar for the two plants due to the
similar changes of the environmental and operational conditions
FF1 P9 P8 P2
EE1 P∗

11 P∗
5 P∗

7

that influence the turbines behavior. For example, the evolution
of the turbine behavior of the FF1 NPP from P∗

9 to P∗
8 is similar

to the evolution of the turbine behavior of the EE1 NPP from P∗
11

to P∗
5: both are caused by a decrease of the vacuum value and of

the maximum inlet temperature value. Similarly, the evolution
of the turbine behavior of the FF1 NPP from P∗

8 to P∗
2 is similar to

the evolution of the turbine behavior of the EE1 NPP from P∗
5 to

P∗
7: both are caused by an increase of the vacuum value and of

the maximum inlet temperature value.
2) The dashed and solid lines are displaced from each other in

the environmental and operational conditions space. This can

be justified by the fact that the two  turbines are influenced by
environmental and operational conditions displaced from each
other as shown in Fig. 10 (left):
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us clusters of the reconciliated final ensemble clustering.
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Table 7
Average C-index and DB values of the final consensus clusters, compared to FF1 and
EE1 consensus clusters.

C-index DB

P∗
FF1 0.0274 0.4973
Fig. 11. Silhouette values for the obtained consens

the shut-down transients belonging to the EE1 plant (squares)
are influenced, on average, by “high” vacuum values and “high”
temperatures values at the turbine inlet,
the shut-down transients belonging to the FF1 plant (circles) are
influenced, on average, by “low” vacuum values and “low” tem-
peratures values at the turbine inlet.

In addition to that, the reconciliation strategy leads to the reduc-
ion of the consensus clusters to 23 instead of the 26 consensus
lusters individually obtained for the two plants:

) 7 clusters contain transients with different vibrational behaviors
caused by different environmental and operational conditions,
but uniquely occurred in FF1 NPP,

) 13 clusters contain transients with different vibrational
behaviors caused by different environmental and operational
conditions, but uniquely occurred in EE1 NPP,

) 3 clusters contain transients with different vibrational behaviors
caused by different environmental and operational conditions,
but similarly occurred in both plants.

The goodness of the final obtained clusters is verified with
espect to the cluster separation and compactness by resorting to
he Silhouette validity index ([34]; see Appendix C)), C-index [35]
nd DB criterion [36]. Fig. 11 shows the individual Silhouette values
f the 23 consensus clusters:

) Most of the clusters that belong either only to FF1 or to EE1 (dark
shade of color) have Silhouette values equal to 1, which indicates
that these clusters are composed by very similar transients,

) The Silhouette values of the three reconciliated clusters (light
shade of color) have low Silhouette values compared to the oth-
ers. This can be explained by the fact that either the transients
from the two plants are poorly-matched and/or the consensus
clusters independently obtained for the individual two plants
are not originally composed by transients similar to each other
(low Silhouette values as shown in Figs. 5 and 8 for FF1 and EE1,
respectively).

In fact, the consensus cluster P∗
2 of FF1 has a Silhouette value of
 which indicates that the transients composed by the cluster are
ell-matched to each other within the cluster and poorly-matched

o other transients in the other clusters with respect to both j = 1
nd j = 2 base clusterings (Fig. 5), whereas the Silhouette value of
P∗
EE1 0.0281 0.4247

P∗
final

0.0304 0.6162

the consensus cluster P∗
7of EE1 is ∼0.2, which indicates that the

transients composed by the cluster are poorly-matched to each
other within the cluster but with some similarities to those in the
other clusters with respect to both j = 1 and j = 2 base clusterings
(Fig. 8).

1) The average Silhouette value of the overall 23 consensus clusters
is equal to 0.8227. The value is, indeed, representative of the
goodness of the final obtained clusters.

For completeness, Table 7 reports the average C-index and DB
values of the P∗

final
consensus clusters compared to the individ-

ual P∗
FF1 and P∗

EE1 consensus clusters of FF1 and EE1 NPPs turbines,
respectively. One can notice that:

• the small C-index and DB values (i.e., close to 0) confirm (in sup-
port to 3) above) the goodness of the obtained P∗

FF1, P∗
EE1 and P∗

final

consensus clusters, in terms of their separation and compactness;
• the C-index and DB values of the P∗

final
consensus clusters are

slightly higher (but still good) than those of FF1 and EE1 NPPs
turbines, as discussed in 2) above.

It is worth mentioning that the unsupervised ensemble clus-
tering (Step 1) has been performed with a Matlab code that has
been in-house developed at the Laboratorio di Analisi di Segnale
e Analisi di Rischio (LASAR, Laboratory of Signal and Risk Analysis
of the Department of Energy of the Politecnico di Milano (www.
lasar.polimi.it)); the computational time needed to run the code on
an Intel Core i5 with data taken from the P = 2 NPPs turbines with
149 and 116 shut-down transients, respectively, is equal to 5 min.
Since the proposed reconciliation approach (Step 2) matches (both

by visual analysis and similarity matching) the results previously
obtained by ensemble clustering performed (independently) on the
Np and Np+1 transients, the proposed framework is expected to be
capable of integrating consensus clusters of individual plants with

http://www.lasar.polimi.it
http://www.lasar.polimi.it
http://www.lasar.polimi.it
http://www.lasar.polimi.it
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Table 8
Number of base clusters along with the optimum number of clusters in the final
ensemble clustering of the aggregated FF1 and EE1 NPPs shut-down transients.

j = 1 Base clustering j = 2 Base clustering Consensus clustering

C1
opt = 5 C2

opt = 4 P∗
aggregatedFF1,EE1

= 12

Table 9
Consensus clusters of the aggregated shut-down transients of the two plants.

Consensus of FF1 P∗
3 P∗

5 P∗
6 P∗

7

ig. 12. Clustering of the aggregated shut-down transients of FF1 and EE1 NPPs
urbines by the unsupervised ensemble clustering approach.

ow computational efforts, also when dealing with even larger fleet
imensions.

However, to better verify the performance of the proposed
ramework, three alternative approaches are applied to the case
tudy and their results are compared with those obtained by the
roposed framework.

. Comparison with other approaches

For comparing the results of the proposed framework for rec-
nciliating different final ensemble clusters of different turbines,
hree other approaches are used, alternatively, to reconciliate the
onsensus clusters of the FF1 NPP turbine on the basis of the
eceived information from the EE1 NPP turbine that are: 1) clus-
ering of the aggregated shut-down transients of the FF1 and EE1
PPs turbines by the unsupervised ensemble clustering approach,
) the inclusion of the EE1 transients into FF1 ensemble clustering
y resorting to Fuzzy similarity measure [37–39] and 3) the clas-
ification of the EE1 transients by a supervised classifier, such as a
uzzy K-Nearest Neighbours algorithm (FKNN) [40–42] trained on
F1 consensus clustering.

.1. Clustering of the aggregated shut-down transients of the FF1
nd EE1 NPPs turbines by the unsupervised ensemble clustering
pproach

This approach aims at aggregating the transients of the available
 + 1-th component, p = 1, .., P, (resulting in Naggregated1,2,...,p+1 =
1 + N2 + . . . + Np+1), and clustering them into P∗

aggregated1,2,...,p+1
roups by resorting to the ensemble clustering approach of Section

, Step 1 (see Appendix A), without any reconciliation (Step 2).

Fig. 12 shows its application to the two available dataset of the
F1 and EE1 plants: the approach starts by aggregating the tran-
ients of the two plants (resulting NaggregatedFF1,EE1 = 149 + 116 =
Consensus of EE1 P∗
8 P∗

11
Common consensus P∗

1 P∗
2 P∗

4 P∗
9 P∗

10 P∗
12

265) and, then, clustering them into P∗
aggregatedFF1,EE1 groups by

resorting to the ensemble clustering approach of Section 2, Step
1.

Table 8 reports the number of base clusters along with the opti-
mum number of clusters obtained in the final consensus clustering
that turns out to be P∗

aggregatedFF1,EE1 = 12. The optimum number
has been selected according to the Silhouette values for different
numbers of clusters CCandidate that span in the interval [4,20], where
the lower bound (4) is the minimum between C1

opt and C2
opt and

the upper bound (20) is the number of the largest combination of
the two base clusters (i.e., 4 × 5) (see star in Fig. 13 (left) that else
shows that the Silhouette values for small and large numbers of
CCandidate are worse than for P∗

aggregatedFF1,EE1 = 12 (i.e., 0.8258), due
to the dissimilarity of the data (inappropriately) assigned to the
same clusters).

The individual Silhouette values of each of the obtained consen-
sus clusters of the

P∗
aggregatedFF1,EE1 = 12 are shown in Fig. 13 (right): the Silhou-

ette values for most of the clusters are equal to 1, which indicates
the goodness of the obtained clusters in terms of separation and
compactness [34].

In this regard, 12 different groups of shut-down transients,
representative of different behaviors explained by different envi-
ronmental and operational conditions are obtained. It is worth
mentioning that some consensus clusters are mainly composed by
transients occurring independently in each plant (unique consen-
sus clusters for each plant), whereas some others are composed by a
combination of the transients occurring in the two  plants (common
consensus clusters between the plants), as reported in Table 9.

Moreover, it is worth mentioning that two clusters P∗
9 and P∗

10 of
the final consensus clustering aggregate the outliers which belong
to C1

5 and C1
4 of the j = 1 base clustering and occur in the FF1 and

EE1 plants, respectively. However, despite the fact that the overall
Silhouette value (i.e., 0.8258) and also the C-index value (i.e., 0.0194)
and the DB value (i.e., 0.3262) indicate the goodness of the obtained
clusters, this approach:

1) entails discarding the existing P∗
FF1 = 10 consensus clusters (rep-

resentative of the FF1 plant turbine behaviors under different
environmental and operational conditions) and computation-
costly retraining the diagnostic tool with all data that have been
accumulated thus far (i.e., NaggregatedFF1,EE1 = 149 + 116 = 265).
This approach would result in a catastrophic forgetting of the
acquired information contained in the P∗

FF1 = 10 consensus clus-
ters [50,51], and hence, the detailed analysis of each plant will be
discarded once the whole transients are aggregated together. For
this reason, this approach cannot be used to predict the health
state of new incoming NPP turbines,
2) is considered infeasible for real diagnostic systems due to the
computational efforts required for retraining on a large num-
ber of transients from a large number of plants [9]. In fact, the
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Fig. 13. Silhouette values vs. cluster numbers (left) and the individual Silhouette values o

Inputs: ∗ consensus clusters of the FF1 NPP turbine (Section 3.1) and the new comi ng transients of
EE1 NPP turbine
Outputs: Allocation of EE1 transients to one of FF 1 consensus clusters with a fuzzy similarity measure
Step 1: Quan tification of the simil arity of a new comi ng transient of the EE1 NPP with respe ct to the transien ts
belon ging to each ∗ consensus clusters previou sly obtained for the individu al FF1 NPP
for e=1:105 % Number of tran sien ts of the EE1 NPP

for m=1:10 % Number of consensus clusters of the FF 1 NPP
for f=1:len gth( ∗ ( )) % Number of tran sien ts belong ing to each consensus clusters of the FF 1 NPP

• Quantify the simi larity of each e-th transient with respect to the transients be longing to each m-th
consensus cluster, following Eqs. (1) an d (2).

end
• Compu te the correspon ding mean simil arity value, foll owing Eq. (3).

end
end

Step 2: Allocate the ne w comi ng transient to any of the ∗ consen sus clusters
for e=1:105 % Number of tran sien ts of the EE1 NPP

• Allocate the ne w comi ng e-th transient to the con sen sus cluster for which the simi larity is the largest.
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end

ig. 14. The pseudo-code of the procedural steps of the alternative approach 2.

application of the unsupervised ensemble clustering approach
to the aggregated set of transients of the two NPPs turbines (i.e.,
256 transients) requires 12.6 min, which is more than double of
the 5 min  required by the reconciliation framework proposed in
Section 2.

.2. Inclusion of a new transient occurring in the EE1 NPP turbine
nto the ensemble clustering of FF1 NPP turbine

Another approach consists in the inclusion of the shut-down
ransients of a new p + 1-th component, into the reference consen-
us clusters obtained from the previous available components, i.e.,
, . . .,  p. The idea is that once the P∗

1,...,p ensemble clustering of the
 components is obtained, the fuzzy similarity measure [37–39] is
sed to verify its capability to accommodate the new Np+1 tran-
ients of the p + 1-th component by assigning the transients to the
eference consensus clusters for which the obtained similarity is
he largest. In this way, we can avoid extra costs for training the
iagnostic tool and/or overtraining it (Section 4.1).

The procedural developments of the approach with respect to
he available two NPPs turbines are summarized in the following
wo steps and reported in the pseudo-code of Fig. 14. It is worth

entioning that a group of 11 transients containing non-physical
alues of the vibration signals of j = 1 base clustering has been
xcluded from the analysis and, hence, NEE1 = 116 − 11 = 105.

Step 1: Quantification of the similarity of a new coming transient
f the EE1 NPP with respect to the transients belonging to each P∗

FF1
onsensus clusters previously obtained for the individual FF1 NPP. To
his aim, a fuzzy similarity measure is used to determine the degree
f closeness of each e-th transient, e = 1, . . .,  105 occurring in EE1

lant with each f -th transient occurring in FF1 plant and allocated
o the m-th consensus cluster, f = 1, . . .,  length

(
P∗

FF1 (m)
)

, m =
, . . .,  10, with reference to the pointwise difference between the

alues of the matrices
=
Y

e
[7800] and

=
Y

f
[7800], where y

e⁄f
zt is the t-
f each consensus cluster obtained for the optimum number of clusters (right).

th vibrational measurement, t = 1, . . .,  800, of the z-th vibrational

signal, z = 1, . . .,  7, of matrix
=
Y

e
and

=
Y

f
, respectively [30]. The point-

wise difference ım
ef

between the 7*800=5600 values of transient
=
Y

e

and transient
=
Y

f
of the m-th consensus cluster is defined by Eq. (1):

ım
ef =

√√√√ 7∑
z=1

800∑
t=1

(
ye

zt − yf
zt

)2
(1)

The pointwise difference of the two  transients is then evaluated
with reference to an “approximately zero” fuzzy set (FS) specified
by a function which maps ım

ef
into a value �m

ef
of membership to

the condition of “approximately zero”: values of �m
ef

close to 0
indicate that the signal evolutions in the two transients e and f
are very different, whereas values close to 1 indicate high similar-
ity. In this work, the bell-shaped function shown in Eq. (2) is used
with the optimum value of the bell-shaped function parameter �
at � = 2.92:

�m
ef = e

(
ım
ef

)2

�2 (2)

Then, the mean similarity value of each i-th transient of the EE1
plant with all the transients of each m-th consensus cluster of FF1
plant is quantified as shown in Eq. (3).

Sm
e = meanf

(
�m

ef

)
, f = 1, . . .,  length

(
P∗

FF1 (m)
)

, m = 1, . . .,  10 (3)

Step 2: Allocate the new coming transient to any of the P∗
FF1 con-

sensus clusters. In this Step, all of the transients of EE1 NPP turbine
(NEE1 = 116 − 11 = 105) will be allocated to one of FF1 consensus
clusters for which the mean similarity measure is the largest.

To verify if the consensus clusters fit the allocated transients of
EE1 or not, one way  can be by clustering the mean similarity val-
ues of EE1 transients into dissimilar groups, whose number is “a
priori” unknown. The motivation of doing this is to split the simi-
larity values of the transients’ allocation into different groups with
different categories of the similarity values and, then, select those
with largest similarity values with respect to a fixed threshold.

In this regard, the optimum number of clusters C∗ is selected
according to the values of the Silhouette index [34] for different
numbers of clusters CCandidate that span the interval [2,13]: the opti-
mum  number of clusters C∗ is the value at which the Silhouette is
maximized, i.e., C∗ = 2 (star in Fig. 15 (left)).

The clustering results are shown in Fig. 15 (right): one can con-
sider a fixed threshold value of 0.12 for which the transients with
similarity values larger than the threshold (i.e., transients of cluster

2–triangles markers in Fig. 15 (right), respectively) are considered
well allocated to FF1 consensus clusters with high confidence level,
whereas the transients with similarities lower than the threshold
(i.e., transients of cluster 1– squares markers in Fig. 15 (right),
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Fig. 15. Silhouette values vs. cluster numbers (left) and clustering results

Table 10
Average Silhouette, C-index and DB values of the updated FF1 consensus clusters
after the allocations of EE1 transients by the fuzzy similarity measure.

Silhouette C-index DB
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dataset XFF1 via the 10-fold Cross-Validation (CV) analysis [58] and
0.2594 0.1214 1.7601

espectively) are considered allocated to FF1 consensus clusters
ith low confidence levels. In this regard, one can conclude that FF1

onsensus clustering cannot accommodate the whole transients of
he EE1 NPP turbine.

For example, Fig. 16 shows the mean similarity values of tran-
ient e = 23 (transient from cluster 2) (Fig. 16 (left)) and e = 88
transient from cluster 1) (Fig. 16 (right)) of the EE1 turbine, respec-
ively with respect to the P∗

FF1 = 10 consensus clusters of FF1 plant.
t is easy noticing that the largest similarity values of the two  tran-
ients occur with the transients of P∗

5 of FF1 (light shade of color).
For the sake of clarity, Fig. 17 shows the transients of P∗

5 of FF1
solid) along with the allocated EE1 transients e = 23 and e = 88
dashed) for three vibration signals 1, 2 and 3. It is worth noticing
hat the transient e = 23 (Fig. 17 (left)) seems to be well allocated
o P∗

5 of FF1, whereas the transient e = 88 (Fig. 17 (right)) does not
allocated with low confidence level); for example, the transient
as no peak for vibration signal 1 around the turbine shaft speed of
20 rpm.

To quantify the influence of EE1 transients’ allocations on the
oodness of the updated FF1 consensus clusters, Table 10 reports
he average Silhouette, C-index and DB values of the overall updated
F1 consensus clusters. One can easily recognize that the quality of
he final clusters, in terms of cluster separation and compactness, is

uch worse than for the proposed approach (Table 7 and Fig. 11),
s shown by the small Silhouette value and large C-index and DB
alues.

For completeness, the application of this approach to the avail-
ble dataset requires 4.5 min, which is very much in line with the
omputational efforts required by the reconciliation framework
roposed.

.3. Classifying the shut-down transients of the EE1 NPP turbine
y a classifier trained on FF1 consensus clusters

In this approach, the objective is to use the labelled transients
f the P∗

1,...,p consensus clusters previously obtained for the p com-
onents, i.e., p = 1, . . .,  P, as reference trajectories for training a
upervised classifier. The resulting classifier is, then, used to clas-

ify the new transients of p + 1-th component into the appropriate
onsensus clusters of the p plants with associated membership val-
es.
 of the mean similarity values of the new coming transients (right).

Several classification algorithms have been proposed and used
in practice, like Support Vector Machines (SVM) [52], Naïve Bayes
classifier [53], Decision trees [54], Discriminant analysis [55], Clas-
sification and Regression Tree (CART) [56,57] and Fuzzy K-Nearest
Neighbours (FKNN) [40–42]. In this work, we resort to the Fuzzy
K-Nearest Neighbors (FKNN) algorithm, because FKNN is simple,
requires less computation time during the training phase and is
one of the most used [42].

The procedural steps for the application of this approach to the
available two  NPPs turbines are given in the pseudo-code of Fig. 18.
The approach entails the following two  steps:

Step 1: Training the Fuzzy K-Nearest Neighbours with FF1 data. To

this aim, the training dataset
=
XFF1 is constructed on the basis of the

data available from FF1 NPP turbine summarized in the P∗
FF1 = 10

consensus clusters, as we  have seen in Section 2. Therefore, the

training dataset
=
XFF1 is composed by:

i) data representative of the turbine condition (j = 1), and of the
environmental and operational conditions that can influence the
vibrations (j = 2), and

ii) knowledge represented by the 10 labels obtained by the applica-
tion of the unsupervised ensemble clustering algorithm on the
information available from the FF1 NPP turbine [32].

Step 2: Classifying new coming transients from the EE1 NPP. Once
the FKNN classifier has been trained on FF1 data, the trained FKNN
is used to classify the NEE1 transients of the EE1 turbine to the con-
sensus clusters with associated membership values. The obtained

results are stored in matrix
=
YEE1 with a size of NEE1x2.

The basic idea of FKNN classifier is to determine the unknown
consensus cluster of a new coming transient of the EE1 turbine
by looking at the known consensus clusters of its neighbors. More
specifically, the classification of a new coming e-th transient of the
EE1 turbine, e = 1, . . .,  NEE1, is done by assignment to the m-th con-
sensus cluster, m = 1, . . .,  P∗

FF1, with a certain membership value
�m

e , that is the highest among the other membership values to the
other consensus clusters. The membership value is a function of the
distances between the new coming e-th transient and its Kth near-
est neighbors and their consensus clusters memberships, where the
Kth nearest neighbors are the K transients of the training dataset
that are closest to the new transient according to the Euclidean
distance [42].

It is worth mentioning that the FKNN is trained on the training
=

its classification performance is evaluated by resorting to external
validity measures [59], e.g., false-positive rate and false-negative
rate.
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Fig. 16. Mean similarity values of transients e = 23 (left) and e = 88 (right) with respect to the P∗
FF1 = 10 consensus clusters of FF1 plant.

Fig. 17. Transients e = 23 (left) and e = 88 (right) with the transients of P∗
5 of FF1 NPP.

edura
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Fig. 18. The pseudo-code of the proc

Fig. 19 shows the largest membership values of the EE1 tran-
ients classified to FF1 consensus clusters using the optimum K
alue, K∗ = 7: the optimum K value is identified via a sensitiv-
ty analysis performed for investigating the influence of different

 values on the quality of the updated FF1 consensus clusters, in
erms of clusters separation and compactness. The K value at which

he clusters are well separated and compactness is selected to be
he optimum value (refer to Appendix D for more details on the
election procedure of the K∗). It is worth mentioning that among
EE1 = 116 transients, the groups of 12 transients and 8 transients
l steps of the alternative approach 3.

containing non-physical values of the signals used for j = 1 and
j = 2 base clusterings, respectively have been excluded from the
analysis (NEE1 = 116 − 20 = 96).

For evaluating the results, one can consider a fixed threshold
value of 0.5: if the transient has a membership value larger than
the threshold (i.e., 70 out of 96 transients), it is considered well

allocated to FF1 consensus clusters with high confidence level (cir-
cles); on the contrary, if a transient has a membership value lower
than the threshold (i.e., 26 out of 96 transients), then, it is consid-
ered allocated to FF1 consensus clusters with low confidence levels
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Fig. 19. Largest membership values f

Table 11
Average Silhouette, C-index and DB values of the updated FF1 consensus clusters
obtained by the three alternative approaches compared with the proposed approach,
along with their computational efforts.

Silhouette C-index DB Computational
Efforts (min)

Alternative approach 1 0.8258 0.0194 0.3262 12.6
Alternative approach 2 0.2594 0.1214 1.7601 4.5

(
v
t
c

•

•

t
p
a
u
a

r
n
l
t
fi

Alternative approach 3 −0.0230 0.5735 3.2235 4.7
Proposed approach 0.8227 0.0304 0.6162 5

dots). Table 11 summarizes the average Silhouette, C-index and DB
alues obtained by the three alternative approaches compared with
he proposed approach, along with their computational efforts. One
an notice that:

the overall values of the Silhouette (i.e., −0.0230), C-index (i.e.,
0.5735) and DB (i.e., 3.2235) of the updated FF1 consensus clus-
ters obtained at K∗by the alternative approach 3 ensure that the
quality of the obtained clusters, in terms of separation and com-
pactness, is much worse than for the proposed approach (Fig. 11),
as shown by the very small Silhouette value and very large C-index
and DB values,
the application of this approach to the available dataset requires
a computational effort (i.e., 4.7 min) almost similar to the recon-
ciliation framework proposed (i.e., 5 min).

As last remark, one might be wondering whether the dis-

ributive characteristics of the available training dataset
=
XFF1, i.e.,

roportions of number of transients in the available clusters, have
n impact on the optimum K value and the quality of the final
pdated consensus clusters. This is investigated and its detailed
nalysis is reported in Appendix E, for completeness: the obtained

esults show that the
=
XFF1 is a low imbalanced dataset (i.e., the
umber of transients in the majority clusters is non-significantly
arger than that in the minority clusters) and it has no influence on
he identified optimum K value, K∗, and correspondingly, on the
nal conclusions drawn.
or each transient of EE1 plant.

5. Conclusions and perspectives

In this paper, we have proposed a framework for incrementally
learning the different clusterings independently obtained for NPP
individual turbines of a fleet. The basic idea is to reconciliate the
most similar clusters in the different NPP turbines clusterings and
include all the other dissimilar ones, for avoid catastrophic forget-
ting. In the final clustering, one can distinguish, among the groups,
anomalous behaviors of the turbines and relate them to specific root
causes, such that for a new coming NPP turbine, one can estimate
and predict its future evolution, reducing the time for fault detec-
tion and diagnosis and facilitating the decision on how to intervene
to avoid the consequences of the fault.

The proposed framework has been applied to 149 and 116
shut-down transients of two NPPs turbines, respectively. Three
alternative approaches for learning data have also been applied and
their results have been compared to those obtained by the proposed
framework.

The comparison of the results obtained show that the proposed
framework: 1) is capable of incrementally learning the behaviors
of the turbines fleet under varying environmental and operational
conditions, 2) requires less computational efforts by avoiding to
retrain each time on all shut-down transients that have been col-
lected thus far from the turbines fleet. The performance of the
final obtained consensus clusters, quantified in terms of clusters
separation and compactness, is satisfactory.

Further improvement in the clustering procedure and automa-
tion of the identification of the best matching cluster will be object
of future work.
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ppendix A. The unsupervised ensemble clustering

The unsupervised ensemble clustering approach is proposed to
) handle the missing data in the original dataset, and 2) avoid the
eed of having an “a priori” knowledge of the number of clusters

 in the final consensus clustering.
The flowchart for the method is sketched in Fig. A1. The method

oes along the following steps:
Step 1: Adjacency matrix computation. An adjacency binary sim-

larity matrix
=
A, is built by aggregating the similarities � of the H

ase clusterings [60], where for each j-th base clustering, the sim-
larity � = 1, if two data belong to the same cluster, whereas the
imilarity � = 0, if they belong to different clusters.

Step 2: Similarity matrix computation. From the adjacency binary

imilarity matrix
=
A, the overall similarity matrix

=
S is  computed

s the entry-wise average of the H base clusterings, i.e.
=
S =

1/H
) =

A
=
A

T
[60]. In this way, each entry of the similarity matrix has

 value in [0, 1], which is proportional to how likely a pair of data
s, when grouped together.

Step 3: Spectral Clustering.  Once the overall similarity matrix

is computed, Spectral Clustering (Appendix B) is used to reveal

he hidden structure of
=
S. The basic idea of Spectral Cluster-

ng is to extract the relevant information of the matrix
=
S, by

onsidering the eigenvectors associated to the ascended eigen-
alues �1, �2, . . .,  �CCandidate

, . . .,  �N of the normalized laplacian

atrix
=
Lrs of

=
S, to perform dimensionality reduction before clus-

ering in fewer dimensions (see Step 1 in Appendix B) [30,61].
he eigenvectors ū1, ū2, . . ., ūCCandidate

, . . ., ūNof the eigenvalues
1, �2, . . .,  �CCandidate

, . . .,  �N are calculated and stored in a matrix
=

with a size NxN (see Steps 2 and 4 in Appendix B), where
Candidate = [Cmin, Cmax] and Cmin and Cmax are the minimum and
aximum numbers of clusters considered for the final consensus
lustering, respectively.
Step 4: Clustering algorithm.  For each candidate number of clus-

ers CCandidate, the reduced matrix of
=
U with a size NxCCandidate is

artitioned into CCandidate clusters by using a single clustering algo-

Fig. A1. Flowchart of the ensem
puting 69 (2018) 213–231

rithm and the final consensus clustering P∗
CCandidate

is obtained. In
this work, we resort to the K-means algorithm, one of the most

used clustering methods, to partition
=
C into K = CCandidate clusters

[62,63].
Step 5: Final consensus clustering selection. For each CCandidate ,

the obtained consensus clustering P∗
CCandidate

is evaluated by com-
puting its Silhouette validity index SVCCandidate

[34]. The most
appropriate consensus clustering P∗

C∗ is the one for which the Sil-
houette reaches a maximum, for which clusters are well separated
and compacted (see also Appendix C).

Appendix B. Unsupervised spectral clustering

Spectral clustering technique uses the spectrum (eigenvalues) of
the similarity matrix of the data to perform dimensionality reduc-
tion before clustering in fewer dimensions [30,61]. In this work,

the similarity matrix
=
S of size NxN is computed by Cluster-based

Similarity Partitioning Algorithm (CSPA). The Spectral Clustering
technique entails four steps [30,61]:

Step 1: Normalized Laplacian Matrix.  Starting from the simi-

larity matrix
=
S, the degree matrix

=
D is calculated, whose entries

d1, d2, . . .,  dN are:

di =
N∑

j=1

Sij, i = 1, 2, . . .,  N (A1)

Based on
=
D, the normalized Laplacian matrix

=
Lrs, is calculated:

=
Lrs = =

D
−1=

L = =
I − =

D
−1=

S (A2)

where
=
L = =

D-
=
S and

=
I is the identity matrix of size [N, N].

Step 2: Eigenvalues and eigenvectors of
=
Lrs. Given

=
Lrs, compute

the eigenvectors ū1, ū2, . . ., ūN . The first C eigenvalues are such that
they are very small whereas �C+1 is relatively large [64].

Step 3: Number of clusters. The number of clusters is set equal to
C, according to the eigengap heuristic theory [64].
Step 4: Feature extraction.  The relevant information on the struc-

ture of the matrix
=
S is obtained by considering the eigenvectors

ū1, ū2, . . ., ūN associated to the C smallest eigenvalues of its lapla-

cian matrix
=
Lrs. The square matrix

=
S is transformed into a matrix

ble clustering approach.
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=
of size [N, C], in which the C columns of

=
U are the eigenvectors

61].

ppendix C. Silhouette validity index

To evaluate the optimal number of clusters C∗ among several
lusters candidates, Silhouette validity index has been adopted. The
ilhouette value for the i-th datum, i = 1, . . .,  N, is a measure of how
imilar/dissimilar that datum is to others in its own  cluster and to
he other clusters, respectively. The silhouette value for the i-th
atum Si is defined as [34]:

i = (bi − ai) /max (ai, bi) (A3)

here ai is the average distance from the i-th datum to the others
n the same cluster, and bi is the minimum average distance from
he i-th datum to the others in a different cluster, minimized over
lusters.

The mean of the silhouette values for the m-th cluster Cm is called
he cluster mean silhouette and is denoted as Sm (Eq. (A4)):

m = 1
nm

∑
i ∈ Cm

Si (A4)

here nm is total number of data in the m-th cluster. Finally, the
lobal silhouette index SVCCandidate

is the mean of the mean silhou-
ttes (Eq. (A5)) through all the clusters.

VCCandidate
= 1

CCandidate

CCandidate∑
m=1

Sm (A5)

The silhouette value ranges from −1 to +1. A high silhouette
alue SVC∗ indicates that the C∗ clusters of the final consensus clus-
ering are well separated and compacted.

ppendix D. Sensitivity analysis of the K value on the
uality of the updated consensus clusters

Building the FKNN classifier for allocating the new coming EE1
ransients to the existing FF1 consensus clusters requires to opti-

ally set the K nearest neighbors value. In fact, neither a too small
or a too large value of K can be considered as a valuable result

rom the practical point of view of assigning new transients of EE1
o the available FF1 consensus clusters: a small value of K leads to
ver fitting the data and accordingly to higher variance in the clas-
ification task (i.e., classifier is less stable), whereas a large value of

 leads to under fitting the data and accordingly to higher bias in
he classification task (i.e., classifier is less precise) [65]. Therefore,
n optimum value of K needs to be identified.

In this analysis, the optimum K value, K∗, is selected among dif-
erent values of K , KCandidate, that span in the interval [Kmin,Kmax],
here Kminis the minimum number of nearest neighbors that is
sually set to 2 and Kmaxis the maximum number of nearest neigh-
ors that is usually set to the square root of the size of the training

et
=
XFF1 (i.e., 13), by evaluating quality of the updated FF1 con-

ensus clusters, in terms of clusters separation and compactness:
he optimum K value is the value at which the Silhouette measure
s maximized, while both the C-index and DB measures are mini-

ized, which makes the selection process a multi-criteria decision
roblem.

To solve this, we resort to the Technique for Order Preference
y Similarity to an Ideal Solution (TOPSIS) method [66,67], which

s a multiple criteria decision making method whose basic princi-

le is that the selected solution should have the shortest distance
rom the ideal solution and the farthest distance from the nega-
ive ideal solution. In principle, different criteria can have different
eights (i.e., importance) when selecting the solution, depending
Fig. E1. The distributive characteristics of the available FF1 consensus clusters.

on the objective of the study (refer to [66,67], for more details). In
this study, since there is no evidence on the relative importance of
the three selected criteria, i.e., Silhouette measure, C-index and DB
value, they have been assigned equal weights, leading to an opti-
mum  K value K∗ = 7 for which the Silhouette measure is −0.0230,
C-index is 0.5735 and DB value is 3.2235.

Appendix E. Investigation of the distributive characteristics
of FF1 consensus clusters on the quality of the updated
clusters

Another issue needs to be consider for building the FKNN clas-
sifier is the distributive characteristics of the available training

dataset
=
XFF1. In fact, most standard algorithms used for classifica-

tion assume balanced class distributions, i.e., equal proportions of
number of instances in the available classes. However, in real-world
applications, dataset is usually imbalanced, that is the number of
instances in one class (majority class) is much larger than that in
another class (minority class), that makes the algorithms biased
towards the majority classes and therefore there is a higher mis-
classification rate for the minority class instances [59].

In the case study under analysis, Fig. E1 shows the number of
transients in the P∗

FF1 = 10 consensus clusters. One can consider
that seven clusters (dark shade of color) comprises most of the tran-
sients (i.e., 124 transients) compare to the remaining clusters (i.e.,
24 transients) (light shade of color). The imbalance ratio is ∼5, i.e.,
the dataset is low imbalanced.

To tackle this issue, the ADAptive SYNthetic (ADASYN) sampling
approach [68] has been adopted for learning from the imbalanced

dataset
=
XFF1. The basic idea of ADASYN is to balance the data sizes

in majority and minority classes by generating more synthetic data
for minority class instances in the vicinity of the boundary between
the two  classes (refer to [68] for more details). The updated training

dataset
=
X

∗
FF1will be used for training the FKNN classifier.

In this regard, the sensitivity analysis of Appendix D for the
selection of the optimum K value is then repeated considering the

updated training dataset
=
X

∗
FF1. For each K candidate, the quality of

the updated FF1 consensus clusters is calculated, in terms of clus-
ters separation and compactness. The optimum K values is found
to be at K∗ = 7 by resorting to the TPOSIS method for which the
Silhouette measure is 0.0659, C-index is 0.4687 and DB measure is
3.0367.

One can notice that the optimum K value is still the same as

already found when the original training dataset
=
XFF1 is used, and

the goodness of the final clusters is slightly enhanced, but still com-

parable to the quality of the final clusters found by the proposed
approach (Table 7 and Fig. 11). This can be justified by the fact that
the imbalanced ratio of the original training dataset is low (i.e., 1:5).
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