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Abstract

This paper presents a new method for improving the geometric accuracy
of photogrammetric reconstruction by modeling and correcting the thermal
effect on camera image sensor. The objective is to verify that when the tem-
perature of image sensor varies during the acquisition, image deformation
induced by the temperature change is quantifiable, modelisable and correc-
table. A temperature sensor integrated in the camera enables the measure-
ment of image sensor temperature at exposure. It is therefore natural and
appropriate to take this effect into account and to finally model and correct
it after a calibration step. Nowadays, in cartography applications performed
with UAV, the frame rate of acquisitions is continuously increasing. A high
frame rate over a long acquisition time can result in an important tempera-
ture increase of the image sensor and thus introduces image deformations.
The correction of the above-mentioned effect can improve the measurement
accuracy. We present three methods to calibrate the thermal effect and expe-
riments on two datasets are carried out to verify the improvement in terms
of the photogrammetric accuracy.
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1. Introduction

Photogrammetry has undergone an unprecedented evolution in the past two
decades. Its simplicity and efficiency make it an accessible and "low-cost" 3D
modeling technique. Thus, thanks to its adaptable accuracy, which depends
on several parameters, among them the ground sampling distance (GSD),5

image overlap and network structure, photogrammetry has become a stan-
dard technique for contactless metrological applications. Today, photogram-
metry benefits from the development of cameras, the ever higher power of
computers, the rise of UAV-photogrammetry and the multitude of quasi-
automatic software solutions to carry out data processing. However, the use10

of photogrammetry under metrological conditions requires the total control
of physical phenomena, such as : modeling of sensor internal geometry and
the condition of image acquisitions. With the continuous development of ca-
meras, nowadays it is possible to obtain a temperature measurement of the
sensor at exposure time, which can be used as an accurate indicator of the15

camera thermal state.

When a camera is subject to a variation of temperature, it undergoes a de-
formation which impacts the internal parameters. It is recommended to use
metric cameras with stable camera internal parameters. The quality of in-20

ternal geometry modeling impacts directly the photogrammetric accuracy.
If the assumption of stable internal parameters is not valid, it is possible,
for instance, to perform image-variant calibration. However, this strategy
is numerically less stable given the large number of parameters to estimate
and strong correlations between internal and external parameters can lead to25

over-parametrization issues Remondino and Fraser (2006). If the image de-
formations due to thermal effect are a deterministic function of temperature,
and one knows the temperature, it becomes possible to model and eventually
correct the introduced systematic effect. In this paper we propose a method
for modeling and correcting the thermal effect to improve the photogramme-30

tric accuracy.

The publication is structured as follows. The next section 2 gives a literature
review of thermal effect on cameras. Section 3 gives the characteristics of the
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utilized sensor. Section 4 presents the model and methods for calibrating the35

thermal effect. Then, in Section 5 to validate our approach, results obtained
with experimental data are shown. Finally, conclusion and potential further
work are discussed in sections 6 and 7.

2. Thermal influence on cameras - literature review

Photogrammetric methods have been proved to be particularly useful in40

engineering where high precision measurements are required (Kölbl (1976),
Rieke-Zapp and Nearing (2005), Luhmann (2010)). Multiple factors can have
an impact on photogrammetric accuracy. First of all, a higher resolution of
images can lead to a higher accuracy because of the increased angular accu-
racy. Secondly, camera self-calibration can be crucial to determining internal45

and external parameters of a camera, e.g., focal length, principal point and
lens distortion. The quality of camera pose estimation also has an important
role in photogrammetric accuracy, and its quality improves as the quality of
tie points extraction improves.

50

Images taken with metric cameras Mcglone et al. (1980) can be exploited for
photogrammetric purposes without additional control of inner and relative
orientation. Charge-coupled device (CCD) and complementary metal-oxide
semiconductor (CMOS) image sensors are commonly used in metric came-
ras. For low light level applications, an intrinsic noise so called dark current55

limits the resolution of the CCD sensors (Saks (1980), Widenhorn et al.
(2002)). This is due to the fact that electrons can be thermally excited into
the conduction band. The generation of dark current is a thermally activated
process and as such strongly temperature dependent. Moreover, CCD sensors
consume more energy and provide lower frame rate. Therefore, CMOS image60

sensors have become major players in the solid-state imaging market, a mar-
ket in which CCD image sensors were once the dominant product. CMOS
image sensors utilize an array of active pixel image sensors and can be easily
integrated into CMOS process peripheral circuitry since they are made with
the same CMOS process technology.65

Schwartz (2010) points out that the temperature range of CMOS sensors is
quite an improvement compared to that of CCD image sensors. Nonetheless,
the temperature change of CMOS image sensors during image acquisitions
can still introduce a thermal effect on images. Lin et al. (2010) quantifies the70
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radiometric effect on a CMOS image sensor, fixed pattern noise is observed to
increase with temperature. Sauer (2001) presents a method correcting fixed
pattern noise of a CMOS image sensor which can be a result of temperature
changes during standard operation.

75

The influence of temperature on the internal parameters of the camera is a
known effect since the appearance of aerial photogrammetry. Hothmer (1958)
lists various sources of errors to be considered in the context of aerial map-
ping. Among the sources it is mentioned that "the effect of temperature can
possibly be considerable". Yastikli and Jacobsen (2005) specifies that, during80

flight conditions, the vertical temperature gradient causes a significant defor-
mation of the camera lens. Investigations carried out with an aerial camera
show that the effect of temperature change induces a variation of focal length
of 0.5 µm per degree [0.068 pixels] for a Nikor lens of 20 mm [2575 pixels]
(Merchant (2006), Merchant (2012)). Merchant adds : "For a flight with a85

height of 2000m above ground, this (focal length variation) corresponds to
a systematic elevation error of 1 m compared to a position determined by
GPS". Experience with the Helimap Mapping System highlights the impor-
tance of the calibration step in the process pipeline and particularly the sta-
bility of the camera calibration Vallet (2007). The various datasets acquired90

with this system show that the focal length and the principal point are not
very stable. These parameters are mainly influenced by the variation of tem-
perature and vibrations. Over a period of one year, the observed variation in
focal length is ∼30 µm (for a 35 mm lens, value in pixel is not reported) and∼15 µm for principal point. Smith and Cope (2010) presents a study that95

investigates the influence of temperature on a commercial digital camera.
The experiment consists of leaving the camera for several hours in a fridge
to lower its internal temperature. The variation observed in the focal length
is 1 µm per degree [0.13 pixel] for a 28 mm lens [3590 pixels]. Fiedler and
Müller (2013) study the thermal effect on the Kinect sensor. By alternating100

and combining different states - variation of internal and external tempera-
ture, the impact on sensor measurements is proved to be considerable. The
distribution of observations show that the increase in temperature can be
interpreted as a zoom-in effect.
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3. IGN lightweight metric camera105

Consumer-grade or professional low payload cameras available on the market
and adopted for metrology applications are not strictly metric. To improve
the camera mechanical stability, aperture and focus locking screws are often
applied Pauly et al. (2017). Alternatively, companies provide cameras said
to be optimized for UAV-acquisitions Francois and Yannick (2017). Seldom,110

research institutions like DLR Kraft et al. (2017) or IGN Martin et al. (2014)
manufacture their own camera systems that are able to meet the weight
constraints imposed by UAV platforms and the satisfying stability the metric
camera demands Kraft et al. (2016).

3.1. Generalities115

CamLight – the IGN’s metric camera used within this research work – is
presented in Figure 1. The camera has been employed in several research
applications, e.g. for linear aerial photogrammetric acquisition in the context
of DEM restitution of dykes Zhou et al. (2018) ; for metrology with an inte-
grated single-frequency GPS receiver Daakir et al. (2017) ; for online on-chip120

processing to motion blur caused by erratic UAV movements Audi et al.
(2017).

The camera employs a global shutter to avoid the shearing effect and the
sensor chip is a monochromatic 20M pixels (5120×3840) CMOSIS CMV20000125

that records at up to 30 images per second CMOSIS (2015). Thanks to the
integrated GPS chip, a high-precision synchronous GPS/image registration
is possible. See Table 1 for a summary of the camera’s characteristics.

Figure 1: CamLight – the light metric camera for UAV applications developed at IGN.
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sensor

type CMOS
shutter electronic : global shutter
spectral range monochromatic
format 24.5 × 32.7 mm
image format 3840 × 5120 pixels
pixel size 6.4 × 6.4 µm

lens

focal length fixed, Leica 35 mm (5489 pixels)

Table 1: Characteristics of IGN light camera

3.2. Temperature registration

The CMOSIS CMV20000 chip incorporates a temperature sensor CMOSIS130

(2013). The temperature measurements are translated to the device tempe-
rature with the help of Eq. (1).

Register value[DN] = gradient[DN

°C
] ×Temperature[°C] +Offset[DN] (1)

where DN is the digital number, Offset is the value of the register at 0°C.
Typical values of the gradient and the offset are given by the manufactu-
rer. The temperature recorded is quite close to the absolute temperature as135

we use typical calibration values offered by constructors. However, these pa-
rameters vary slightly from recorders and need to be recalibrate when the
absolute temperature is required. In our research, we are only interested in
the variation of the temperature.

140

Note that the measured image sensor temperature does not fully represent
the thermic state of the camera. Temperature of the external environment
has equally an impact on the camera’s internal parameters Pan et al. (2015).
Within this work we do not discuss the influence of the external temperature,
nonetheless, during the experiments we kept the variation of the environment145

temperature as low as possible by, (i) for the indoor case, conducing it in a
space of constant temperature, and (ii) for the outdoor case, conducting it
in a short period of time.
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4. Calibration of thermal effect

The adopted thermal model and two evaluation methods are presented below.150

Both methods infer the sensor’s response to the raising temperatures via
the changing focal length (i.e. scale factor), translation and rotation of the
image. The first evaluation method relies on the image correlation technique,
whereas the second estimates the parameters in a bundle adjustment routine.

Hypothesis. In this section, we seek to determine the variation of the camera155

interior orientation according to the variation of the temperature. It is not
possible to precisely determine the interior orientation parameters from a
single image (4.3.1), nor from a pair of images taken from the same point of
view (4.2). Nevertheless, the variation of the interior orientation parameters
can be unambiguously determined under the assumption that the camera160

exterior orientation parameters remain unchanged.

4.1. Thermal model

The thermal effect has an impact on the camera internal parameters and
manifests in 2D displacements of the image pixels. We model the induced
displacement with a 4-parameter 2D spatial similarity transformation (cf.165

Eq. 2). The choice of the model was driven by its simplicity of interpretation.
It models the effect of the changing focal length and small rotations therefore
allows for physical understanding of the arising deformations. In practice,
generic polynomials ensure much finer modeling hence shall be preferred (cf.
Eq. 3).170

[ iC
jC
] = [ u(T )

v(T ) ] + k(T ) [cos(θ(T )) −sin(θ(T ))sin(θ(T )) cos(θ(T )) ] × [ iR
jR
] (2)

where : T = temperature of the camera ;[iC , jC]t = corrected image coordinates ;[u(T ), v(T )]t = vector of translation ;
k(T ) = scale factor ;
θ(T ) = angle of rotation ;[iR, jR]t = original image coordinates.

The parameters are estimated with the least squares solver. All pixels of the
deformation map computed with image correlation technique (see 4.2) are
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used as observation.

We assume the thermal effect to be a deterministic function of temperature.175

For one image taken under a given temperature T , the deformation M T
T0
(x, y)

that the thermal effect introduces with respect to the image of reference ta-
ken under T0 is computed. As we cannot compute M T

T0
(x, y) for all values

of T , we estimate a deformation model from a set of computed deforma-
tions (M T1

T0
,M T2

T0
,⋯,M TN

T0
). The estimated deformation model is presented180

in Eq. (3).

M
T
T0
(x, y) = 3

∑
k=1

4

∑
i=1

4

∑
j=1

ak,i,jT
kxiyj (3)

All image pixels are used as observation for the coefficient determination of
the said model. Therefore, even if the degree of freedom is quite high, there is
no risk of over-parametrization. Once the deformation function is computed,
to remove the deformation for any value of T , a correction function is inter-185

polated. Tie points, and GCP (Ground Control Point) image measurements
are subsequently corrected as shown in the processing workflow in Fig. 2.

4.2. Deformation determination by 2D image correlation

4.2.1. Parametrization

2D sub-pixel image correlation implemented in Pierrot-Deseilligny and Papa-190

roditis (2006) is used as the deformation measurement technique. Correlation
is a well-established method for determining 2D displacement maps in the
field of Earth Sciences (Rosu et al., 2015) and in industrial applications Maas
and Hampel (2006).

195

Our camera is static during the experiments, therefore, any displacement in
image space corresponds to the effect of the sensor’s temperature variation.
Among the essential correlation parameters there are : searching interval
(SI), discretization step (DS), correlation threshold (CT), correlation weight
(CW), number of exploited directions (DIR) and the correlation window size200

(CWS). The SI defines the displacement search area, the DS is the sub-pixels
precision, the CT is the value below which two pixels will be regarded as not
correlated, the CW is a weight that increases the significance of the better-
correlating pixels within the optimization, and the DIR corresponds to the
number of direction exploited in optimization phase. The parameter values205
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Figure 2: General workflow for thermal deformation modeling.

should be adapted to the nature of the anticipated displacements. Here, as
the thermal effect causes 2D low amplitude movements, it turns out that
parameters similar to those defined in Rosu et al. (2015) for analyzing seismic
events were adequate. The reader is referred to this publication for more
detailed understanding of the individual parameters as well as to Hirschmuller210

(2008) regarding the correlation optimization scheme. See Tab. 2 for the list
of parameters and their values.

4.2.2. Experiment design

Two cameras fixed on one heavy tripod observe a textured wall and perform
two independent acquisitions (see Fig. 3). The objective on the one hand is215

to collect wide range of temperature scenarios so as to provide a complete
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Parameter Value
Searching interval (px) 6

Discretization (px) 0.2
Correlation Threshold 0.5
Weight of correlation 2
Number of directions 7

Size of window 20

Table 2: Selected parameters for the correlator

temperature correction model. On the other hand, we want to verify that
the deformations are repeatable for similar temperature scenarios. Type I
acquisition consists of taking image sequences from the same point of view as
the camera temperature increases. Type II acquisition uses a second camera220

with a cooling system attached to its back. The cooling system is a Peltier
solid-state active heat pump which transfers heat from one side of the device
to the other 1. Tab. 3 presents details on the realized acquisitions, Fig. 5
depicts the temperature variation.

Figure 3: The scene of the textured wall (left) and the installation of cameras and Peltier
cooler (right).

1. https://en.wikipedia.org/wiki/Thermoelectric_cooling
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Type I acquisitions. Three acquisitions are performed. The first two are225

acquired successively on the same day with the temperature rounding to an
integer ; the third acquisition is obtained on another day with the tempera-
ture rounding to an increment of 0.3○C or 0.4○C. This setting is to study the
influence of temperature precision on the quality of maps and to ensure that
the deformation is stable over time. The frame rate is set to approximately230

one image every 4 seconds to get a significant increase of the camera tempe-
rature.

For each acquisition, the first image is considered as the image of reference.
Deformation maps are generated by comparing each successive image with235

the reference.
Fig. 4 shows an example of the correlation map being an indicator of the
matching quality between images and an example of a deformation map.

Figure 4: An example of the correlation map (left) and the 2D deformation map along x

(center) and y axis (right)

Type II acquisition. The acquisition frame rate is decreased to one image240

per minute. With the cooling effect behind, the camera temperature varies
within a small range. The temperature is rounded to an increment of 0.3○C
or 0.4○C. Here, to verify the absence of deformation when there is no change
on the camera temperature, two image couples taken under the same tem-
perature with a long time interval are considered. Tab. 4 provides details on245

the investigated image couples.

4.2.3. Results

Type I acquisition. The parameters (translations, rotation and the scale
factor) of the 2D spatial similarity transformation that model the induced
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Type Acquisition time (min) Nb of images Temperature range (○C)

Dataset 1 I 38 597 [24,49]
Dataset 2 I 44 716 [25,50]
Dataset 3 I 30 377 [24.8,56.2]
Dataset 4 II 37 37 [22.9,23.6]

Table 3: Information of 2D correlation datasets

Figure 5: Temperature variation in Type I acquisition : dataset 1-3. Temperature varia-
tion in Type II acquisition : dataset 4 (lower right)

deformations is presented in Figs. 6-8. The focal length depicted is the estima-250

ted mean scaling factor on all image pixels. All parameters increase with the
temperature. The variation of the translation corresponds to the deviation
of the principal point. The variation of the focal length and the rotation can
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Temperature (○C) Time interval (min)

Couple 1 22.9 29
Couple 2 23.2 28

Table 4: The investigated image couples in Type II acquisition.

be interpreted as image sensor deformation caused by component dilatation.
For dataset 1 and dataset 2 acquired on the same day, all the 4 parameters255

vary in the same way and a good repeatability of the thermal effect is obser-
ved. Dataset 3, acquired 4 months later, has a similar focal length variation,
whereas the variation of translation and rotation differ from dataset 1 and 2.
For all 3 datasets, the variation of rotation remains insignificant during the
acquisition (less than 0.02 px/°C). The thermal effect is reproducible but not260

repeatable over time for all parameters. We are not yet able to explain why
translation varies differently over time. To be mentioned, the slope of the
focal length variation 0.4-0.5 µm per degree [0.07-0.08 px/°C] is of the same
scale as the result presented in Merchant (2012, 2006) 0.5 µm per degree
[0.068 px/°C)].265

Figure 6: Estimated translation : dataset 1-3 (from left to right). Tx and Ty are the
translations along respective axes.

Type II acquisition. The sensor temperature barely changes during the
experiment. Consequently, the acquisition serves to quantify the impact of
unidentified and uncontrolled effects of the sensor deformations, e.g. the am-
bient humidity or ambient temperature. The 2D deformation maps calculated270

for image couples are homogeneous across the image plane and demonstrate
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Figure 7: Estimated rotation : dataset 1-3 (from left to right).

Figure 8: Estimated focal length : dataset 1-3 (from left to right).

no displacements along the x,y axes (cf. Fig. 9 and Tab. 5). The result justi-
fies that external factors have negligible effect and the observed deformation
within type I acquisition is the sensor’s response to the raising internal tem-
perature.275

min (px) max (px) mean (px) std (px)
Axis X Couple 1 -0.04 0 -0.01 0.01
Axis Y Couple 1 0 0 0 0
Axis X Couple 2 -0.04 0.04 -0.01 0.02
Axis Y Couple 2 0 0 0 0

Table 5: Deformation computed for two image couples in type II acquisition.

4.3. Deformation determination with bundle adjustment

To confirm our previous findings, two independent acquisitions and evalua-
tion methods using the space resection algorithm and the bundle adjustment

xiv



Figure 9: Example of deformation maps calculated along x and y in type II acquisition.

were conducted. During the first acquisition the camera is static and observes
a calibration field with GCPs surveyed with a total station and distributed280

along three dimensions (cf. Fig 10). During the second acquisition, a number
of convergent images around the same GCP field are taken. The results are
interpreted in terms of the changing focal length and the principal point.
The bundle adjustment method adopts the perspective projection model, see
Eq. (4).285

Il = ζ(π(Ri(Pl −Ci))) (4)

where : Il = 2d image position of GCP point l on image i (observation) ;
ζ = R2

→ R2 transformation describing the camera model
π = R3

→ R2 perspective projection ;
(Ri, Ci) = pose of image i ;
Pl = 3d position of GCP l on image i (observation).

4.3.1. Static camera

In this section, a second experiment is carried out independently from the
2D image correlation (section 4.2) to confirm the variation of calibration pa-
rameters over temperature change.

290

The camera is fixed on a heavy tripod to ensure its stability during the ac-
quisition and its temperature raises progressively (cf. Fig.10). The camera
poses of a pre-calibrated camera (camera model Fraser (1997)) are firstly
recovered with the space resection algorithm using all GCPs. Then, a bundle
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adjustment is performed where the previously computed poses are consi-295

dered constant, and solely the focal and the principal point are considered
unknown. The GCP image measurements were done manually in the first
image. For subsequent images automated cross correlation with respect to
the first image was computed. See Tab. 6 for information on temperature
ranges, the calibration field and GSD.300

Figure 10: The calibration field with GCPs (left) and temperature variation (right)

Acquisition time (min) 26
Number of images 263

Temperature range (°C) [30.6,45.7]
Mean Nb of GCPs / image 21

GSD range (mm) [1.6,4.0]
DOF Topometric Network 488
Mean GCP accuracy (mm) 1.7

Table 6: The static camera dataset.

Results. Figure 11 shows the reprojection error for each GCP. The red curve
depicts the GCP reprojection error of the first image and gives an indication
of the pose estimation quality. The blue curve shows the average GCP repro-
jection error by estimating a focal length and a principal point per image.305
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The reprojection error of the first image has an average of 0.57 px and a
dispersion of 0.34 px while for the mean reprojection error, the average is of
0.16 px and the dispersion of 0.07 px. Small residuals indicate an accurate
pose estimation and justify the imposition of the first image camera pose on
other images. The estimation of the focal length and the principal point for310

images is therefore considered reliable.

Figure 11: GCP reprojection error of the first image and mean GCP reprojection error
of all images ; x-axis represents the GCP index

Figure 12 shows the variation of the focal length and the principal point
with temperature. The variation of the focal length is coherent with the re-
sults obtained in Section 4.2 but the planimetric trend of the principal point315

does not correspond to the translation parameters. This is partly due to the
fact that acquisitions spread over a long time. With this, however, one can
conclude that the thermal deformation can be modeled and is reproducible
at least for focal length.

320

4.3.2. Moving camera

A multi-view convergent imaging network is acquired in this experiment (cf.
Fig. 13). Three experiments with three different temperature ranges were
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Figure 12: Evolution of estimated focal length and principal point values.

performed. The images are taken within a very short period of time to gua-
rantee a stable temperature condition. Unlike the static camera case (section325

4.3.1), the imaging geometry allows us to simultaneously estimate both the
poses and the internal calibrations for each image (i.e. the focal length and
the principal point). Among the three datasets (cf. Tab. 7), the tempera-
ture variation of the first dataset is more important since the temperature
increases more rapidly when the temperature is low.330

Figure 13: The acquired images (left) and their poses (right). Camera positions are in
green and the GCPs in red.

Dataset 1 Dataset 2 Dataset 3
Number of images 14 16 18

Temperature range (°C) [25.2,29.5] [39.2,39.6] [45.4,45.7]
Mean temperature (°C) 27.6 39.3 45.5

GSD range (mm) [1.6,4.0]
DOF Topometric Network 488

Mean GCP accuracy (mm) 1.7

Table 7: The moving camera dataset.
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Results. For each experiment we estimate one camera model. Fig. 14 pre-
sents the average reprojection error for each GCP, Tab. 8 contains both GCP
residuals and the estimated camera internal parameters, and Fig. 15 shows
the variation of estimated parameters over temperature. One can see an in-
creasing tendency of the GCP reprojection error with the increasing GCP335

index for all three experiments. In fact, GCPs with larger indexes locate fur-
ther away from the camera ; these GCPs have therefore higher GSD and thus
less favourable image measurement precision.

Ideally, this experiment shall be supplemented by datasets at low temperature340

values. Nevertheless, the rapid change of temperature at low value prohibited
us from carrying out experiments for other temperature ranges.

Figure 14: GCP reprojection error ; x-axis represents the GCP index

5. Experimental evaluation

The thermal model estimated in the previous section is here applied to two
real-case studies, terrestrial and airborne (cf. Sections 5.1, 5.2). The mean ab-345

solute residual on GCPs and a loop closing error were the measures adopted
to evaluate the precision of respective experiments. The goal was to demons-
trate how good a photogrammetric restitution can be without the inclusion
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Datatset 1 Datatset 2 Datatset 3
mean (px) 0.19 0.18 0.20
std (px) 0.07 0.06 0.06
f (px) 5506.02±0.5 5506.16±0.6 5507.59±0.5

PPx (px) 2528.49±0.5 2529.40±0.5 2527.27±0.4
PPy (px) 1931.64±0.5 1933.90±1.1 1936.56±0.8

Table 8: GCP reprojection error and estimated focal length and principal point

Figure 15: Estimated values of focal length and principal point.

of GCPs in the processing. Accordingly, the relative result was moved to the
coordinate system of GCPs with a 7-parameter 3D similarity transformation350

and no bundle block adjustment was followed. As a further consequence, the
weight of GCPs is not discussed thereafter. Note that even though for some
experiments the accuracy of GCPs is of the same order as the image GSD,
one can still draw conclusion on the internal accuracy. Fig. 16 presents the
processing workflow.355

5.1. Terrestrial acquisition

The dataset is composed of a sequence of images of raising temperature taken
around a pylon (cf. Fig. 17). Convergent images and images rotated by 90°
were taken. The first and last image pairs were taken from the same view-360

point forming a closed acquisition loop.

The camera relative orientations are calculated in a self-calibrating bundle
block adjustment using only SIFT tie points as observations. The camera ca-
libration model combines two high degree polynomial function as discussed365
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Figure 16: Processing workflow. Tie points extraction was carried out with SIFT Lowe
(2004).
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in Tournadre (2015).

The scene is equipped with a network of GCPs measured with a total station
(cf. Tab. 10). Six stations were employed to avoid grazing angle measure-
ments and each target is visible from at least 4 stations. The stations were370

installed with a "forced centering" strategy to overcome the centering errors.
To avoid the height measurement errors, the survey is completed in a free
station mode. The measurements are adjusted in Comp3D – a geodetic ad-
justment software developed at IGN.

375

The GCPs are exploited in both two presented experiments for relative to
absolute transformation. Nonetheless, to evaluate the results, GPCs are used
only in the with closed loop case in Section 5.1.1. In Section 5.1.2, a GCP-
free evaluation is performed in the without closed loop scenario.

380

At all instances, the results corrected for the thermal effect are compared
with the results based on original images. To avoid the increase of the com-
putation time, corrections are not applied on the totality of pixels but on tie
points and GCP image observations.

385

Figure 17: The pylon 3D scene (right), and the set of acquired images (left)

Number of images 28
Number of GCPs 13

Acquisition time (min) 14
Temperature range (°C) [23,31]

GSD range (mm) [0.5,1.5]

Table 9: Information on terrestrial dataset
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Horizontal angle uncertainty 5.4 x 10-4 °
Vertical angle uncertainty 5.4 x 10-4 °

Distance uncertainty 1 mm

DOF of Topometric Network 111
Mean GCP accuracy (mm) 0.3

Table 10: Specifications of the total station

Correction (
√

or ×) Original dataset Corrected dataset
Images × ×

Tie points ×
√

GCPs image measurements ×
√

Table 11: the original and corrected datasets in the terrestrial experiment

For original dataset, tie points are extracted with algorithm SIFT and image
measurements are based on original images. For thermal effect corrected data-
set, tie points and GCPs image measurements are all generated by applying
a correction on original tie point coordinates and original image measure-
ments of GCPs, respectively. The generation of corrected tie points has a390

significant advantage of being fast and resulting in higher photogrammetric
accuracy compared to recomputing tie points on corrected images.

5.1.1. Results on GCPs with closed loop

Three correction maps are applied to the acquired dataset, as presented in395

Section 4.2. The geometry of the acquisition is shown in Fig. 18, the GCPs
residuals are presented in Fig. 19 and Tab. 12.

The order of the GCP residual is relatively high compared to the GSD size.
It is due to the fact that no bundle block adjustment was preformed after the400

7-parameter 3d similarity transformation. One can observe, however, that the
relative accuracy is increasing when thermal corrections are introduced (i.e.,
compare results of the original dataset with those of the three corrected da-
tasets). Out of the three correction strategies, the Correction 3 brings the
highest precision gain and relates to the highest temperature measurement405

precision, as explained in Section 4.2. All in all, with the adopted methodo-
logy and for similar acquisitions, an accuracy improvement of a factor of 1.5
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can be anticipated.

Figure 18: Geometry of terrestrial photogrammetric acquisition with GCPs (blue)

Figure 19: Residuals on GCPs.

5.1.2. Results without closed loop

The same set of images is used in this experiment but the dataset is processed410

as an open loop (cf. Fig. 20). That is, the first and the last pair of images
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min (mm) max (mm) mean (mm) std (mm)
Original 1.8 7.9 4.7 1.8

Correction 1 2.2 6.7 4.2 1.4
Correction 2 2.4 6.5 4.2 1.3
Correction 3 0.5 7.3 3.2 2.0

Table 12: Residuals on GCPs after the 7-parameters transformation.

within the acquisition observe the same scene but no tie points relate them.
Topologically speaking, it is a linear acquisition. Such image configuration
is unfavourable and causes the so-called bending effect (James and Robson
(2014), Nocerino et al. (2014)). In this experiment we investigate to what415

extent thermal correction can mitigate this phenomenon.

The closing error explained in Fig. 20 is calculated using the Correction 3

strategy (cf. Fig.19 and Section 4.2). Tie points extracted from the first and
the last two images (4 images in total) are triangulated respectively with420

observations of the first and the last image pair to obtain two sets of 3D
positions. The closing error corresponds to the distances between these two
sets of 3D points. In case of no drift, the distances should be close to zeros. See
Tab. 20 for the closing error min, max, mean and standard deviation values,
as well as Fig. 21 for the closing errors’ distribution across the tie points425

commonly seen by the four images. The closing error declines by a factor
≈ 3.5 when the thermal corrections are applied. Consequently, the bending
effect is reduced and a better internal accuracy is obtained.

min (mm) max (mm) mean (mm) std (mm)
Original 1.4 19.8 6.2 2.1

Correction 3 0.0 13.9 1.7 1.6

Table 13: Statistics of the closing error.

5.2. Airborne acquisition430

The dataset is composed of a 2-strip drone flight along a 500 m road. The
objective of this experiment is to investigate the accuracy gain when perfor-
ming the thermal effect correction in a cartographic application where accu-
racy expectations are often very stringent. The acquired images, the imaging
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Figure 20: Image connectivity graph for standard configuration with closed loop (left).
Red lines depict connectivities removed in configuration without closed loop ; Image
connectivity graph for configuration without closed loop (right). The closing error is cal-
culated on tie points of images 1-2-12-13.

Figure 21: Closing error distribution across all tie points.

geometry and further flight characteristics are given in Fig. 25, Fig. 26 and435

Tab. 15, respectively.

As a linear acquisition geometry is unfavourable for self-calibrating purposes,
we pre-calibrated the camera by performing a terrestrial acquisition. Two ca-
mera models are estimated with original observations and the thermal effect440
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corrected observations, respectively.

During a drone survey, the temperature changes can stem from various fac-
tors, e.g., the sun, the wind, the internal heating of the camera. In this
experiment, however, we interest in the camera temperature change itself445

regardless of the source.

5.2.1. Camera pre-calibration

The terrestrial calibration field contains a number of GCPs and represents
a 3-dimensional scene. The camera internal and external parameters are es-
timated in a self-calibrating bundle block adjustment with tie points and450

GCPs. See Fig 22 and Tab. 14 for more information on the calibration field
and the acquisition itself.

Two calibration models are established – with and without the thermal effect
being corrected. The temperature change, despite being small, has an impact455

on the camera calibration, and subsequently on the geometric accuracy of the
drone survey. Both calibration estimated models can be compared as follows :

d(ζ, ζ ′) =min
R

x ∣∣ζ −R ⋅ ζ
′ ∣∣2dxdy (5)

where : ζ estimated internal model with original observations ;
ζ
′
estimated internal model with corrected observations ;

R estimated rotation

Number of images 43
Temperature range (°C) [34.2,36]

Number of GCPs 28
GSD range (mm) [0.5,1.5]

Mean GCP accuracy (mm) 0.5

Table 14: Pre-calibration acquisition data and accuracy measures.

Results. The processing strategy follows the scheme as given in Section 5.1.
See Fig. 23 for the geometry of the acquisition and the image residuals of
GCPs.460
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Figure 22: Images of the calibration field (left). The terrestrial calibration field used for
pre-calibrating the camera (right).

Figure 23: Geometry of acquisition for camera model calibration and GCP distribution
(top), mean GCPs reprojection error (bottom)
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We note that for an identical processing, taking into account the temperature
effect gives a slightly better GCP reprojection error statistics, even if the im-
pact is almost negligible. This is explained by the fact that, the variation of
temperature is almost insignificant (1.6°C) and the GCP reprojection errors
is rather dominated by GCP image measurements. Comparison between the465

the two camera models estimated with and without thermal effect correction
on observations is shown in Fig 24.

With Fig. 24 one can read that the temperature introduces a bias of 0.05 px,
displacements of up to 0.33 px are observed at the image borders. The mean470

deviation on the whole image sensor is 0.23 px.

Despite the small change of camera temperature (1.6°C), the impact on the
estimated camera model is measurable. Nevertheless, the interpretation of
these changes in terms of 3D photogrammetric accuracy can be tricky. In475

this case, an independent aerial acquisition is carried out with the two esti-
mated camera models being served for camera pre-calibration (cf. 5.2.2).

5.2.2. UAV acquisition

No measurements of the external temperature during the flight were avai-480

lable. Nonetheless, the variations were minimized by low-altitude flight (70m),
short flight duration (15mins) and low speed (2m/s). The GCPs were measu-
red using GNSS RTK surveying, and the evaluation is carried out on GCPs,
after having transformed the relative result to the coordinate system of GCPs.
Concerning the camera model, the two pre-calibrated camera models discus-485

sed above were used in the processing.

Results. Fig. 27 and Tab. 16 report on individual GCP residuals, as well
as their statistics for both original and corrected images. There is a clear
residual decreasing tendency for most of the GCPs. The results prove that490

an accuracy improvement of a factor of ∼ 1.4 can be anticipated for similar
imaging conditions.

6. Conclusion

This article presents different strategies for studying the thermal deforma-
tion on images due to the image sensor temperature variation. To our best495
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Figure 24: Comparison of the two estimated internal camera models

Figure 25: Images acquired within the drone experiment.

knowledge, this is the first time the issue of thermal deformation is studied in
the context of light weight metric camera devoted to UAV photogrammetric
acquisitions.

Two modeling techniques were investigated – relying on the image correla-500

tion technique, and using a bundle adjustment routine. In either scenario the
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Temperature range (○C) [22.7,28.8]
Flight time (min) 15
Number of images 77
Number of GCPs 10
Flight height (m) 70

GSD (cm) 1
GCP accuracy (cm) 1

Overlap 75%,75%

Table 15: UAV acquisition data and accuracy measures.

Figure 26: Geometry of UAV acquisition and distribution of GCPs (in purple) along the
trajectory.

min (mm) max (mm) mean (mm) std (mm)
Original images 5.9 39.6 21.4 11.0

Corrected images 5.9 24.9 15.5 6.6

Table 16: Residuals on GCPs fo the UAV experiment.

sensor’s response to temperature is interpreted in terms of the changing focal
length, as well as the translation and the rotation of the image.

The image matching experiment proves that the thermal deformation has an505

impact on internal camera parameters (e.g., focal length, principal point) and
that the image sensor temperature change is the main cause. This method
for quantifying the deformation is complete and exhaustive since it allows
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Figure 27: Residual distribution on GCPs after the 7-parameter 3D similarity transfor-
mation for both original and corrected images.

to study the deformation for every pixel of the image sensor. A good repea-
tability over time of the focal length variation (0.4-0.5 µm /○C) is observed510

and the variation corresponds to results presented in Merchant (2006, 2012).
The impact of the thermal deformation on translation and rotation differ over
time, but the variation of rotation remains insignificant (less than 0.02 px/○C
during acquisition). The thermal deformation is therefore reproducible and
can be modeled and corrected. Further investigations are required to study515

the long term stability.

The experiments with the bundle block adjustment and spatial resection
confirm the repeatability of the thermal impact on focal length using a dif-
ferent technique than image matching, and independent datasets. The same520

tendency for focal length expansion is observed (0.5 µm /○C) when the image
sensor undergoes a temperature increase.

With terrestrial and aerial dataset, a better photogrammetric accuracy is
achieved when taking the image sensor thermal effect into account. For the525

terrestrial dataset, the photogrammetric accuracy is improved by 1.5 times
in standard acquisition configuration. To quantify the bending effect, a loop
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closing error is examined (also referred to as GCP-free evaluation). This
approach shows that by taking into account the thermal deformation, the
bending effect is decreased by a factor of 3.6. For the aerial dataset in a li-530

near configuration, an accuracy gain by a factor of 1.4 is observed.

7. Further Work

For the modeling with the bundle block adjustment and spatial resection
experiment, the number of datasets remains insufficient and more datasets535

should be carried out so as to study thoroughly the issue. The variation of
principal point is not reproducible, further investigations are required to bet-
ter understand the problem.

Additionally, one should also focus on studies of the long term stability of540

the thermal effect. Although the reproducibility on the focal parameter has
been verified thanks to dataset 3 of section 4.2 acquired 4 months after the
first ones, we cannot yet be conclusive about the stability of the thermal
deformation over time.

545

Nevertheless, even if a calibration is required at a regular basis, our cali-
bration method based on 2D matching is simple to implement and fully
automated. A possible limiting factor of the calibration strategy is the de-
termination of interior parameters in a close range configuration and its use
in aerial configurations Lichti et al. (2008).550

In the meanwhile, we observed an improvement of accuracy for an airborne
dataset (Section 5.2) and the thermal effect seems, at the first order, in-
dependent of the variation of interior parameters. We can summarize our
suggestion as follows :

C (T, d) =C (T0, d) + ∂C(T0,d)

∂T
δT

=C (T0, d) + ∂C(T0,d0)

∂T
δT +

∂2C(T0,d0)

∂T∂d
δTδd

(6)

where : C (T, d) is a correction function depending on temperature T and field depth d ;
T0 is the reference temperature ;
d0 is the field depth for calibration
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The 2nd order term
∂2C(T0,d0)

∂T∂d
δTδd can be considered negligible and the cor-

rection function can be expressed as :

C (T, d) =C (T0, d) + ∂C(T0,d0)

∂T
δT (7)

Under this assumption, the in-lab close-range calibration procedure is still
valid even at considerable aerial operating distances.

Finally, experiences should be carried out with different image sensors to555

better study this phenomena.
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