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MONOID-LIKE DEFINITIONS OF CYCLIC OPERAD

JOVANA OBRADOVIĆ

Abstract. Guided by the microcosm principle of Baez-Dolan and by the algebraic
definitions of operads of Kelly and Fiore, we introduce two “monoid-like” definitions of
cyclic operads, one for the original, “exchangable-output” characterisation of Getzler-
Kapranov, and the other for the alternative “entries-only” characterisation, both within
the category of Joyal’s species of structures. Relying on a result of Lamarche on descent
for species, we use these monoid-like definitions to prove the equivalence between the
“exchangable-output” and “entries-only” points of view on cyclic operads.

Introduction

A species of structures S associates to each finite set X a set S(X) of combinatorial
structures on X that are invariant under renaming the elements of X in a way consistent
with composition of such renamings. The notion, introduced in combinatorics by Joyal in
[J81], has been set up to provide a description of discrete structures that is independent
from any specific format these structures could be presented in. For example, S(X) could
be the set of graphs whose vertices are given by X, the set of all permutations of X, the
set of all subsets of X, etc. Categorically speaking, a species of structures is simply a
functor C : Bij → Set, wherein Set is the category of sets and functions, and Bij is the
category of finite sets and bijections. Species can be combined in various ways into new
species and these “species algebras” provide the category of species with different notions
of “tensor product”. Some of these products allow to redefine operads internally to the
category of species, as monoids. A definition given in this framework is usually referred
to as algebraic. A definition of an operad as a collection of abstract operations of different
arities that can be suitably composed will be called componential in this paper.

Kelly [K05] has given an algebraic definition of a symmetric operad corresponding to
the original componential definition of May [May72]. This definition is referred to as the
monoidal definition of operads, since the involved product on species bears a monoidal
structure. The second definition, which characterises operads with partial composition,
has been recently established by Fiore in [F14]. The pre-Lie product of Fiore’s definition
is not monoidal, but the inferred structure arises by the same kind of principle as the one
reflecting a specification of a monoid in a monoidal category (which is why we call this
definition the monoid-like definition of operads). This is a typical example of what has
been called the microcosm principle by Baez and Dolan in [BD97]. The principle tells
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2 JOVANA OBRADOVIĆ

that certain algebraic structures can be defined in any category equipped with a categorified
version of the same structure, and the instance with monoids, presented in Table 1 below,
can serve as a guide when seeking the most general way to internalize different algebraic
structures.

Monoidal category M Monoid M ∈M

product ⊗ : M×M→M µ : M ⊗M →M

unit 1 ∈M η : 1→M

associativity αx,y,z : (x⊗y)⊗z→x⊗ (y⊗z)
(x⊗ x)⊗ x x⊗ (x⊗ x)

x⊗ xx⊗ x

x

αx,x,x

µµ⊗ id

µ µ

left unit

right unit

λx : 1⊗ x→ x

ρx : x⊗ 1→ x

1⊗ x x⊗ x x⊗ 1

x

η⊗id id⊗η

λx ρx
µ

Table 1. A monoid in a monoidal category

In this paper we follow the microcosm principle in order to give two algebraic (monoid-
like) definitions of cyclic operads, introduced by Getzler-Kapranov [GK95]. The enrich-
ment of the symmetric operad structure determined by the definition of a cyclic operad
is provided by adding to the action of permuting the inputs of an operation, an action
of interchanging its output with one of the inputs, in a way compatible with operadic
composition. The fact that operations can now be composed along inputs that “used to
be outputs” and outputs that “used to be inputs” leads to another point of view on cyclic
operads, in which an operation, instead of having inputs and an (exchangeable) output,
now has “entries”, and it can be composed with another operation along any of them.
Such an entries-only componental definition is [Mar15, Definition 48]. By contrast, we
refer to definitions based on describing cyclic operads as symmetric operads with extra
structure as exchangeable-output ones. One such definition is [Mar08, Proposition 42].

The algebraic definitions that we deliver correspond to these two approaches for defin-
ing cyclic operads via components. They are moreover given in a non-skeletal version,
which means that the entries/inputs of operations are labeled by arbitrary finite sets, as in
[Mar15, Definition 48], as opposed to the labeling by natural numbers in skeletal variants,
as in [Mar08, Proposition 42]. Therefore, we first propose a non-skeletal version of [Mar08,
Proposition 42]. We additionally give two proofs of the equivalence between the entries-
only and exchangeable-output approaches (which, to the author’s knowledge, has been
taken for granted in the literature), one by comparing the usual definitions in components
(Theorem 3.22), and the other one by comparing two algebraic definitions (Theorem 4.5).
Since algebraic definitions are arguably more conceptual descriptions (that the compo-
nential ones) of what a cyclic operad is, we also point out Theorem 4.5 as the main result
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of the paper. Together with the proof of the equivalence between the componential and
algebraic definitions of entries-only cyclic operads (Theorem 3.14), this makes a sequence
of equivalences that also justifies the algebraic definition of exchangeable-output cyclic
operads. An overview of the definitions that we introduce and the correspondences that
we make between them is given in Table 2 below.

Entries-only Exchangeable-output

Componential Definition 3.2 ⇐============⇒
Theorem 3.22

Definition 3.16

Theorem 3.14

~ww�
Algebraic Definition 3.8

Theorem 4.5⇐===========⇒ Definition 3.23

Table 2. The outline of the paper

The plan of the paper is as follows. Section 1 is a review of the basic elements of the
theory of species of structures. In Section 2 we recall the existing algebraic definitions of
operads and indicate the microcosm principle behind them. Section 3 will be devoted to
the introduction of the algebraic definitions of cyclic operads (Definition 3.8 and Definition
3.23) and of the componential non-skeletal version of [Mar08, Proposition 42] (Definition
3.16). Here we also prove Theorem 3.14 and Theorem 3.22. In Section 4, we give the
proof of Theorem 4.5.

Notation and conventions. This paper is about non-skeletal cyclic operads with units,
introduced in Set.

We shall use two different notions of union. In Set, for finite sets X and Y , X + Y
will denote the coproduct (disjoint union) of X and Y (constructed in the usual way by
tagging X and Y , by, say, 1 and 2) and we shall use the notation Σi∈IXi (resp. Πi∈IXi)
for the coproduct (resp. the Cartesian product) of the family of sets {Xi | i ∈ I}. In
order to avoid making distinct copies of X and Y before taking the union, we take the
usual convention of assuming that they are already disjoint. In Bij, we shall denote the
ordinary union of already disjoint sets X and Y with X ∪ Y .

If f1 : X1 → Z1 and f2 : X2 → Z2 are functions such that X1∩X2 = ∅ and Z1∩Z2 = ∅,
f1 ∪ f2 : X1 ∪ X2 → Z1 ∪ Z2 will denote the function defined as f1 on X1 and as f2 on
X2. If Z1 = Z2 = Z, we shall write [f1, f2] : X1 ∪X2 → Z for the function defined in the
same way. Accordingly, for the corresponding functions between disjoint unions, we shall
write f1 + f2 : X1 +X2 → Z1 + Z2 and [f1, f2] : X1 +X2 → Z.

A decomposition of a finite set X is a family {Xi}i∈I of (possibly empty) pairwise
disjoint subsets of X such that their (ordinary) union is X.

For a bijection σ : X ′ → X and Y ⊆ X, we denote with σ|Y the corestriction of σ on
σ−1(Y ).

We shall work to a large extent with compositions of multiple canonical natural iso-
morphisms between functors. In order for such compositions not to look too cumbersome,
we shall often omit their indices.
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1. The category of species of structures

The content of this section is to a great extent a review and a gathering of material coming
from [BLL08]. Certain isomorphisms, whose existence has been claimed in [BLL08], will
be essential for subsequent sections and we shall construct them explicitely.

1.1. Definition of species of structures. The notion of species of structures that
we fix as primary corresponds to functors underlying non-skeletal cyclic operads.

1.2. Definition. A species (of structures) is a functor S : Bijop → Set.

In the sequel, we shall refer to the functor category SetBijop as the category of species
and we shall denote it with Spec. For an arbitrary finite set X, an element f ∈ S(X)
will be referred to as an S-structure.

Notice that if S is a species and σ : Y → X a bijection, then S(σ) : S(X)→ S(Y ) is
necessarily a bijection (with the inverse S(σ−1)).

1.3. Convention. For f ∈ S(X) and a bijection σ : Y → X, we say that σ renames
the variables of X to (appropriate) variables of Y . In particular, if σ : X\{x}∪{y} → X
is identity on X\{x} and σ(y) = x, we say that σ renames x to y, and if τ : X → X is
identity on X\{x, z} and τ(x) = z and τ(z) = x, we say that τ exchanges x and z.

As an example of concrete species we give the following family, since it will be essential
for the treatement of operadic units in the subsequent sections. The species En, where
n ≥ 0, called the cardinality n species, is defined by setting

En(X) =

{
{X} if X has n elements,

∅ otherwise.

An isomorphism between species is simply a natural isomorphism between functors.
If there exists an isomorphism from S to T , we say that they S and T are isomorphic and
we write S ' T .

1.4. Operations on species of structures. We now recall operations on species and
their properties. Categorically speaking, every binary operation is a bifunctor of the form
Spec×Spec→ Spec and every unary operation is a functor of the form Spec→ Spec.
Every property of an operation holds up to isomorphism of species.

We start with the analogues of the arithmetic operations of addition and multiplica-
tion.

1.5. Definition. Let S and T be species, X an arbitrary finite set and σ : Y → X a
bijection. The sum-species of S and T is the species S + T defined as

(S + T )(X) = S(X) + T (X)

and

(S + T )(σ)(f) =

{
S(σ)(f) if f ∈ S(X)

T (σ)(f) if f ∈ T (X) .
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The product-species of S and T is the species S · T defined as

(S · T )(X) =
∑

(X1,X2)

S(X1)× T (X2),

where the sum is taken over all binary decompositions (X1, X2) of X. The action of S ·T
on σ is given as

(S · T )(σ)(f, g) = (S(σ1)(f), T (σ2)(g)),

where σi = σ|Xi, i = 1, 2.

The isomorphisms from the following lemma are constructed straightforwardly.

1.6. Lemma. The addition and multiplication of species have the following properties.

a) The operation of addition is associative and commutative.

b) The product of species is associative and commutative. The cardinality 0 species E0

is neutral element for the product of species. Therefore, for all species S, S · E0 '
E0 · S ' S.

1.7. Convention. We extend the notation f1 + f2 and [f1, f2] (see the paragraph “No-
tations and conventions” in Introduction) from functions to natural transformations. For
natural transformations ψi : Si → Ti, i = 1, 2, ψ1 +ψ2 : S1 +S2 → T1 +T2 will denote the
natural transformation determined by (ψ1 + ψ2)X = ψ1X + ψ2X . For natural transforma-
tions κi : Si → U , i = 1, 2, [κ1, κ2] : S1 + S2 → U will denote the natural transformation
defined as [κ1, κ2]X = [κ1X , κ2X ]. With il and ir we shall denote the insertion natural
transformations il : S → S + T and ir : T → S + T , respectively.

Next we recall the operation corresponding to the operation of substitution.

1.8. Definition. Let S and T be species, X a finite set, σ : Y → X a bijection and
D(X) the set of all decompositions of X. The substitution product of S and T is the
species S ◦ T defined as

(S ◦ T )(X) =
∑

π∈D(X)

(
S(π)×

∏
p∈π

T (p)

)
.

For an arbitrary h = (π, f, (gp)p∈π) ∈ (S ◦ T )(X), the action of S ◦ T on σ is defined by

(S ◦ T )(σ)(h) = (π, f, (gp)p∈π),

where π is the decomposition of Y induced by σ, the bijection σ : π → π is induced by σ,
f = S(σ)(f), and finally, for each p ∈ π, gp = T (σ|p)(gp).

The basic properties of the substitution product are given in the following lemma.

1.9. Lemma. The substitution product of species is associative and has the cardinality 1
species E1 as neutral element.

Next comes the analogue of the operation of derivation.
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1.10. Definition. The derivative of S is the species ∂S defined as

(∂S)(X) = S(X ∪ {∗X}),

where ∗X 6∈ X. The action of ∂S on σ is defined as

(∂S)(σ)(f) = S(σ+)(f),

where σ+ : Y ∪{∗Y } → X ∪{∗X} is such that σ+(y) = σ(y) for y ∈ Y and σ+(∗Y ) = ∗X .
We shall refer to σ+ as the ∂-extension of σ.

We now introduce a natural isomorphism that will be used for the algebraic version
of the associativity axiom for entries-only cyclic operads. Let f ∈ ∂∂S(X) and let

εX : X ∪ {∗X , ∗X∪{∗X}} → X ∪ {∗X , ∗X∪{∗X}}

be the bijection that is identity on X and such that εX(∗X) = ∗X∪{∗X} (and εX(∗X∪{∗X}) =
∗X). We define a natural transformation exS : ∂(∂S)→ ∂(∂S) as

exSX(f) = S(εX)(f).

We shall refer to exS as the exchange isomorphism, since its components exchange the
two distinguished elements (arising from the two-fold application of the operation of
derivation).

The following lemma exibits isomorphisms between species that correspond to the
rules of the derivative of a sum and the derivative of a product of the classical differential
calculus.

1.11. Lemma. For arbitrary species S and T , the following properties hold:

a) ∂(S + T ) ' ∂S + ∂T , and

b) ∂(S · T ) ' (∂S) · T + S · (∂T ).

Proof. a) The isomorphism ∆ : ∂(S + T ) → ∂S + ∂T is the identity natural transfor-
mation.

b) We define an isomorphism ϕ : ∂(S · T ) → (∂S) · T + S · (∂T ). For a finite set X we
have

∂(S · T )(X) =
∑

(X1,X2)
{(f, g) | f ∈ S(X1) and g ∈ T (X2)},

(∂S · T )(X) =
∑

(X′1,X
′
2)
{(f, g) | f ∈ (∂S)(X ′1) and g ∈ T (X ′2)}, and

(S · ∂T )(X) =
∑

(X′1,X
′
2)
{(f, g) | f ∈ S(X ′1) and g ∈ (∂T )(X ′2)},

where (X1, X2) is an arbitrary decomposition of the set X ∪ {∗X}, and (X ′1, X
′
2) is an

arbitrary decomposition of the set X.

If (f, g) ∈ ∂(S · T )(X), where f ∈ S(X1) and g ∈ T (X2), and if ∗X ∈ X1, then
(X ′1, X

′
2) = (X1\{∗X}, X2) is a decomposition of the set X and we set

ϕX(f, g) = (S(σ)(f), g),
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where σ : X1\{∗X} ∪ {∗X′1} → X1 renames ∗X to ∗X′1 . We do analogously if ∗X ∈ X2.

To define the inverse of ϕX , suppose that (f, g) ∈ (∂S · T )(X), where f ∈ (∂S)(X ′1)
and g ∈ T (X ′2). The pair (X ′1 ∪ {∗X′1}, X

′
2) is then a decomposition of the set X ∪ {∗X′1}.

Let τ : X ′1 ∪ {∗X} → X ′1 ∪ {∗X′1} be the renaming of ∗X′1 to ∗X . The pair (X1, X2) =
(X ′1 ∪ {∗X}, X ′2) is now a decomposition of the set X ∪ {∗X} and we set

ϕ−1X (f, g) = (S(τ)(f), g) ∈ ∂(S · T )(X).

We proceed analogously for (f, g) ∈ (S · ∂T )(X).

We shall also need the family of isomorphisms from the following lemma.

1.12. Lemma. For all n ≥ 1, ∂En ' En−1.

Proof. For a finite set X we have

∂En(X) =

{
{X ∪ {∗X}} if |X| = n− 1,

∅ otherwise,
and En−1(X) =

{
{X} if |X| = n− 1,

∅ otherwise.

The isomorphism εn : ∂En → En−1 is defined as εnX(X ∪ {∗X}) = X, for |X| = n − 1.
Otherwise, εnX is the empty function.

Finally, we shall also use the following pointing operation on species.

1.13. Definition. Let S be a species. The species S•, spelled S dot, is defined as follows

S•(X) = S(X)×X.
For a pair (f, x) ∈ S(X)×X, the action of S• on a bijection σ : Y → X is given by

S•(σ)((f, x)) = (S(σ)(f), σ−1(x)).

1.14. Remark. Observe that the distinguished element of an S•-structure belongs to
the underlying set X, as opposed to the distinguished element of a ∂S-struture, which is
always outside of X.

To summarise, we list below the isomorphisms between species that we shall use in
the remaining of the paper.

Name Reference Description

associativity of · αS,T,U : (S · T ) · U → S · (T · U) ((f, g), h) 7→ (f, (g, h))

commutativity of · cS,T : S · T → T · S (f, g) 7→ (g, f)

left unitor for · λS : E0 · S → S ({∅}, f) 7→ f

right unitor for · ρS : S · E0 → S (f, {∅}) 7→ f

exchange exS : ∂(∂S)→ ∂(∂S) f 7→ S(ε)(f)

derivative of a sum ∆S,T : ∂(S + T )→ ∂S + ∂T Lemma 1.11 (a)

Leibniz rule ϕS,T : ∂(S · T )→ (∂S) · T + S · (∂T ) Lemma 1.11 (b)

εn-isomorphism εn : ∂En → En−1 Lemma 1.12

Table 3. Canonical isomorphisms
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2. Symmetric operads

This part is a reminder on several definitions of symmetric operad. Our emphasis is on
the use of the microcosm principle of Baez and Dolan, which we illustrate by reviewing
Fiore’s definition in Section 2.2 below.

2.1. Kelly-May definition. Kelly’s monoidal definition [K05, Section 4] is the alge-
braic version of the original definition of an operad, given by May in [May72]. In the
non-skeletal setting, the operadic composition of May’s definition is given by morphisms

γX,Y1,...Yn : S(X)× S(Y1)× · · · × S(Yn)→ S(Y1 ∪ · · · ∪ Yn) , (1)

defined for non-empty finite set X and pairwise disjoint finite sets Y1, . . . , Yn, where
n = |X|, and the unit idx ∈ S({x}), defined for all singletons {x}, which are subject
to associativity, equivariance and unit axioms. Morphisms γX,Y1,...,Yn are to be thought
of as simultaneous insertions of n operations into an n-ary one, wherefore this kind of
composition is referred to as simultaneous.

To arrive to Kelly’s definition, one first observes that Lemma 1.9 can be reinforced to
a stronger claim:

(Spec, ◦, E1) is a monoidal category.

A monoid in this category is a triple (S, µ, η), where S is a species and the natural
transformations µ : S ◦ S → S and η : E1 → S, called the multiplication and the unit of
the monoid, respectively, satisfiy the coherence conditions given by the commutation of
the following two diagrams

(S ◦ S) ◦ S S ◦ (S ◦ S) S ◦ S

S ◦ S S

α◦ id ◦ µ

µ ◦ id

µ

µ

E1 ◦ S S ◦ S S ◦ E1

S

η ◦ id id ◦ η

λ◦ ρ◦
µ

in which α◦, λ◦ and ρ◦ denote the associator, left and right unitor of (Spec, ◦, E1), re-
spectively.

An element (f, g1, . . . , gn) ∈ S(X) × S(Y1) × · · · × S(Yn) determines the element
(π, f, (gi)1≤i≤n) ∈ (S ◦ S)(Y1 ∪ · · · ∪ Yn), where π = {Y1, . . . , Yn}. By defining (1) as

γX,Y1,...Yn(f, g1, . . . , gn) = µ(π, f, g1, . . . , gn),

and idx as η{x}({x}), the operadic axioms are easily verified by the naturality of µ and laws
of the monoid. This gives a crisp alternative to the somewhat cumbersome componential
definition:

A symmetric operad is a monoid in the monoidal category (Spec, ◦, E1).
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The steps to derive the monoidal definition from above and, more generally, a monoid-
like definition of an arbitrary operad-like structure, starting from its componential char-
acterisation, can be summarised as follows. One first has to exhibit a product � on Spec
that captures the type of operadic composition that is to be formalised (in the same way
as the (S ◦S)-structure (π, f, (gi)1≤i≤n) corresponds to the configuration (f, g1, . . . , gn) of
operadic operations). One then has to examine the properties of this product, primarily
by comparing species (S �T )�U and S �(T �U), in order to exhibit an isomorphism whose
commutation with the multiplication µ : S � S → S expresses axioms of the operad-like
structure in question. Analogously, an appropriate isomorphism of species is needed for
each of the remaining axioms of such a structure (for example, the isomorphims λ◦S and
ρ◦S account fot the unit axioms of an operad), except for the equivariance axiom, which
holds by the naturality of µ. The operad-like structure is then introduced as an object S
of Spec, together with the multiplication µ (and possibly other natural transformations,
like the unit η in the previous definition) that commutes in the appropriate way with
established isomorphisms.

2.2. Fiore-Markl definition. In order to recover Fiore’s algebraic definition [F14,
page 8] by following the steps described above, we first recall the componential definition
based on partial composition products, cf. Markl [Mar08, Proposition 42].

In the definition below, for a species O : Bijop → Set, a bijection σ : Y → X and an
element f ∈ O(X), we write fσ for O(σ)(f)1.

2.3. Definition. [componential] A symmetric operad is a species O : Bijop → Set,
together with a distinguished element idx ∈ O({x}) that exists for each singleton {x}, and
a partial composition operation

◦x : O(X)× O(Y )→ O(X\{x} ∪ Y ),

defined for arbitrary non-empty finite set X, an arbitrary set Y and x ∈ X, such that
X\{x} ∩ Y = ∅. These data satisfy the axioms given below.

Associativity. For f ∈ O(X), g ∈ O(Y ) and h ∈ O(Z), the following two equalities hold:

[A1] (f ◦x g) ◦y h = (f ◦y h) ◦x g, where x, y ∈ X, and

[A2] (f ◦x g) ◦y h = f ◦x (g ◦y h), where x ∈ X and y ∈ Y .

Equivariance. For bijections σ1 : X ′ → X and σ2 : Y ′ → Y , and f ∈ C(X) and g ∈ C(Y ),
the following equality holds:

[EQ] fσ1 ◦σ−1
1 (x) g

σ2 = (f ◦x g)σ, where σ = σ1|X\{x} ∪ σ2.
Unitality. For f ∈ C(X) and x ∈ X, the following two equalities hold:

[U1] idy ◦y f = f , and

1This convention is unambiguous in the framework with a fixed species and can be misleading other-
wise, as it does not carry the information about the species it refers to. Since it shortens significantly the
notation, we will nevertheless use it in the general setting whenever the relevant species is clear from the
context.
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[U2] f ◦x idx = f .

Moreover, the unit elements are preserved under the action of C(σ), i.e.

[UP] idx
σ = idu, for any two singletons {x} and {u}, and a bijection σ : {u} → {x}.

This definition is referred to as partial, since the morphisms ◦x are to be thought of
as insertions of one operation into (one input of) another operation.

2.4. Remark. By the axioms [EQ] and [UP], it can be easily shown that, for f ∈ O(X)
and a renaming σ : X\{x} ∪ {y} → X of x to y, we have f ◦x idy = fσ.

Observe that the data out of which the composition f ◦x g is obtained consists of the
ordered pair (f, g), together with a chosen input x of f . This indicates that the product
of species that is supposed to capture partial composition must involve the product · :
Spec × Spec → Spec introduced in Definition 1.5, whereby the structures arising from
the left component of the tensor product should have a distinguished element among
the elements of the underlying set. Hence, a priori, there are two possible candidates
for the new product: S• · S and (∂S) · S. However, the first one does not work: for
(f, g) ∈ (S• ·S)(X), the multiplication (S• ·S)(X)→ S(X) produces an element of S(X),
while the composition of f and g along some input x of f is an element of S(X\{x}).
On the other hand, the elements of the set (∂S · S)(X) are pairs (f, g) such that f ∈
S(X1 ∪ {∗X1}) and g ∈ S(X2), where (X1, X2) is a decomposition of the set X. From the
operadic perspective, the composition of f ◦∗X1

g belongs to S(X), which agrees with the
form of the multiplication νX : (∂S · S)(X)→ S(X). Therefore, as the tentative product
of species we take the pre-Lie product S ? T , defined as

S ? T = ∂S · T.

The next step is to compare the species (S?T )?U and S?(T ?U). Chasing the associativity
fails in this case. However, there is a canonical natural pre-Lie isomorphism

βS,T,U : (S ? T ) ? U + S ? (U ? T )→ S ? (T ? U) + (S ? U) ? T

determined by the isomorphisms

β1 : (∂∂S · T ) · U → (∂∂S · U) · T β1 = α−1 ◦ (ex · c) ◦ α,
β2 : (∂S · ∂T ) · U → ∂S · (∂T · U) β2 = α,

β3 : ∂S · (∂U · T )→ (∂S · ∂U) · T β3 = α−1,

where α, c and ex stand for appropriate instances of isomorphisms given in Table 2.
The pre-Lie isomorphism is the “smallest” isomorphism that captures both associativity
axioms for operads (β1 accounts for [A1] and β2 for [A2]).

For operadic units we shall need the isomorphisms exhibited in the following lemma.

2.5. Lemma. For an arbitrary species S, E1 ? S ' S and S ? E1 ' S.

Proof. We get the isomorphism λ?S : E1 ? S → S via E1 ? S = ∂E1 · S ' E0 · S ' S, i.e.
as λ?S = λ·S ◦ (ε1 · idS). The isomorphism ρ?S : S ? E1 → S is defined analogously.
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By the microcosm principle, these data induce the following definition.

2.6. Definition. [algebraic] An operad is a triple (S, ν, η1) of a species S, a morphism
ν : S ? S → S, called the multiplication, and a morphism η1 : E1 → S, called the unit,
such that

[OA1] ν2 ◦ β = ν1, where ν1 and ν2 are induced by ν as follows:

- ν1 : (S ? S) ? S + S ? (S ? S)→ S is determined by

ν11 : (∂∂S · S) · S il·id−−−−−→ (∂∂S · S + ∂S · ∂S) · ∂S ϕ−1·id−−−−−−−→ ∂(∂S · S) · S ∂ν·id−−−−−→ ∂S · S ν−−−→ S,

ν12 : (∂S · ∂S) · S ir·id−−−−−→ (∂∂S · S + ∂S · ∂S) · ∂S ϕ−1·id−−−−−−−→ ∂(∂S · S) · S ∂ν·id−−−−−→ ∂S · S ν−−−→ S,

ν13 : ∂S · (∂S · S) id·ν−−−−−→ ∂S · S ν−−−→ S, and

- ν2 : S ? (S ? S) + (S ? S) ? S → S is determined by ν21 = ν11, ν22 = ν13 and
ν23 = ν12, and

[OA2] η1 satisfies coherence conditions given by the commutation of the diagram

E1 ? S S ? S S ? E1

S

η1 ? idS idS ? η1

λ?S ρ?S
ν

Indeed, it can be shown that [OA1] acounts for [A1] and [A2]2, the naturality of ν
ensures [EQ], [OA2] proves [U1] and [U2], are the naturality of η ensures [UP].

2.7. Convention. Henceforth, we shall restrict ourselves to constant-free operads, i.e.
operads for which the underlying species O is such that O(∅) = ∅. This assumption
is necessary for establishing the equivalence between the algebraic definitions of cyclic
operads, as will become clear in Section 4 (Remark 4.4).

3. Cyclic operads

This section contains the algebraic treatment of cyclic operads.

3.1. Entries-only definition of cyclic operads. Starting from the entries-only
componential definition of cyclic operads, we follow the steps anticipated by the microcosm
principle and present its algebraic counterpart.

3.1.1. Componential definition. The condition O(∅) = ∅ that we imposed in Con-
vention 2.7 intuitively means that all operations of an operad have at least one input,
which, together with the output, makes at least two “entries” from the point of view
of cyclic operads. We revise below [Mar15, Definition 48], by restricting to the class of
constant-free cyclic operads and adding units.

2Actually, the equalities ν21 ◦ β = ν11 and ν22 ◦ β = ν12 are enough to prove associativity.
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3.2. Definition. [entries-only, componential] A constant-free cyclic operad is a
species C : Bijop → Set, such that C(∅) = C({x}) = ∅ for all singletons {x}, together with
a distinguished element idx,y ∈ C({x, y}) for each two-element set {x, y}, and a partial
composition operation

x◦y : C(X)× C(Y )→ C(X\{x} ∪ Y \{y}),

defined for arbitrary non-empty finite sets X and Y and elements x ∈ X and y ∈ Y , such
that X\{x} ∪ Y \{y} = ∅. These data must satisfy the axioms given below.

Parallel associativity. For f ∈ C(X), g ∈ C(Y ) and h ∈ C(Z), the following equality holds:

(A1) (f x◦y g) u◦z h = (fu◦z h) x◦y g, where x, u ∈ X, y ∈ Y, z ∈ Z.

Equivariance. For bijections σ1 : X ′ → X and σ2 : Y ′ → Y , and f ∈ C(X) and g ∈ C(Y ),
the following equality holds:

(EQ) fσ1
σ−1

1 (x)◦σ−1
2 (y) g

σ2 = (fx◦y g)σ, where σ = σ1|X\{x} ∪ σ2|Y \{y}.
Unitality. For f ∈ C(X) and x ∈ X, the following equality holds:

(U1) idx,y y◦x f = f .

Moreover, the unit elements are preserved under the action of C(σ), i.e.

(UP) idx,y
σ = idu,v, for any bijection σ : {u, v} → {x, y}.

The lemma below gives basic properties of the partial composition operation.

3.3. Lemma. The partial composition operation x◦y satisfies the laws listed below.

Commutativity. For f ∈ C(X), g ∈ C(Y ), x ∈ X and y ∈ Y , the following equality holds:

(CO) f x◦y g = g y◦x f .

Sequential associativity. For f ∈ C(X), g ∈ C(Y ) and h ∈ C(Z), the following equality
holds:

(A2) (f x◦y g) u◦z h = fx◦z (g u◦z h), where x ∈ X, y, u ∈ Y, z ∈ Z.

Unitality. For f ∈ C(X) and x ∈ X, the following equality holds:

(U2) f x◦y idy,x = f .

Equivariance. Let f ∈ C(X), g ∈ C(Y ), x ∈ X, y ∈ Y , and let σ : Z → X\{x} ∪ Y \{y}
be an arbitrary bijection. If τ1 : X ′ → X, τ2 : Y ′ → Y and τ : Z → X ′\{τ−11 (x)} ∪
Y ′\{τ−12 (y)} are bijections such that σ = (τ1|X\{x} ∪ τ2|Y \{y}) ◦ τ , then

(EQ)’ (fx◦y g)σ = (f τ1x◦y gτ2)τ .

Proof. The commutativity law (CO) holds thanks to (U1) and (A1), as follows:

f x◦y g = (idx,y y◦x f) x◦y g = (idx,y x◦y g) y◦x f = g y◦x f .
We then use (CO) together with (A1) to derive the sequential associativity law (A2)3:

3Since parallel and sequential associativity are both essential for the notion of cyclic operad, for cyclic
operads without units the commutativity law has to be specified as an axiom (in order to make (A2)

derivable).
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(f x◦y g) u◦z h = (g y◦x f) u◦z h = (g u◦z h) y◦x f = f x◦y (g u◦z h) .

The unit law (U2) follows from (U1) by applying (CO) on its left side, and the variation
(EQ’) of the equivariance axiom follows easily by (EQ).

Related to the implication (A1)+(CO)⇒(A2) proved above, it is also true (and easily
checked) that (A2)+(CO)⇒(A1). Therefore, (A2), (CO), (EQ), (U1), and (UP) provide
an equivalent (but not minimal) axiomatisation for x◦y.
3.3.1. Algebraic definition. Applying the microcosm principle relative to Definition
3.2 begins with the observation that the data out of which fx◦y g is obtained consists
of the pair (f, g) and chosen inputs x and y of f and g, respectively. The discussion we
had on page 10 for operads makes it easy to guess what combination of the product and
derivative of species is the “right” one in this case.

3.4. Definition. Let S and T be species. The triangle product (or, shorter, the N-
product) of S and T is the species SNT defined as

SNT = ∂S · ∂T.
Therefore, for a finite set X,

(SNT )(X) =
∑

(X1,X2)

{(f, g) | f ∈ S(X1 ∪ {∗X1}), g ∈ T (X2 ∪ {∗X2})},

and, for (f, g) ∈ (SNT )(X) and a bijection σ : Y → X,

(SNT )(σ)(f, g) = (S(σ+
1 )(f), T (σ+

2 )(g)),

where σ1 = σ|X1, σ2 = σ|X2, and σ+
i are the ∂-extensions of σi, i = 1, 2.

3.5. Remark. The isomorphism c∂S,∂T : ∂S ·∂T → ∂T ·∂S witnesses that the N-product
is commutative.

The next step is to exhibit an isomorphism that equates various ways to derive a N-
product of three species. Intuitively, in the language of species, the associativity axiom
(A1) can be stated as the existence of an isomorphism of the form (∂∂S · ∂T ) · ∂U →
(∂∂S · ∂U) · ∂T. It turns out that the “minimal” isomorphism that compares (SNT )NU
and SN(TNU) and that includes the above isomorphism is

γS,T,U : (SNT )NU + TN(SNU) + (TNU)NS → SN(TNU) + (SNU)NT + UN(SNT ),

whose explict description is as follows. By unfolding the definition of N, we see that γS,T,U
connects a sum of 6 species on the left with a sum of 6 species on the right. Here is the
list of the 6 constituents of γ, together with their explicit definitions:

γ1 : (∂∂S · ∂T ) · ∂U → (∂∂S · ∂U) · ∂T γ1 = α−1 ◦ (ex · c) ◦ α,
γ2 : (∂S · ∂∂T ) · ∂U → ∂S · (∂∂T · ∂U) γ2 = c ◦ γ1 ◦ (c · id),

γ3 : ∂T · (∂∂S · ∂U)→ ∂U · (∂∂S · ∂T ) γ3 = c ◦ γ1 ◦ c,
γ4 : ∂T · (∂S · ∂∂U)→ ∂S · (∂T · ∂∂U) γ4 = (id · c) ◦ c ◦ γ1 ◦ (c · id) ◦ c,
γ5 : (∂∂T · ∂U) · ∂S → ∂U · (∂S · ∂∂T ) γ5 = (id · c) ◦ c ◦ γ1, and

γ6 : (∂T · ∂∂U) · ∂S → (∂S · ∂∂U) · ∂T γ6 = c ◦ (id · c) ◦ c ◦ γ1 ◦ (c · id).
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Notice that, having fixed γ1, the pairing given by γ3 is also predetermined, but there are
other ways to pair the remaining 4 summands from the left with the 4 summands from the
right. We made this choice in order for all γi to represent “parallel associativity modulo
commutativity”, but a different pairing could have been chosen as well.

What remains is to exhibit the structure on species that will account for operadic
units. The following lemma is essential.

3.6. Lemma. For an arbitrary species S, E2NS ' S• and SNE2 ' S•.

Proof. By the definition of the product N and of the species E2, we have

(E2NS)(X) =
∑
x∈X

{({x, ∗{x}}, f) | , f ∈ S(X\{x} ∪ {∗X\{x}})}. (2)

We define λNS : E2NS → S• as

λNSX : ({x, ∗{x}}, f) 7→ (S(σ)(f), x),

where σ : X → X\{x} ∪ {∗X\{x}} renames ∗X\{x} to x. For X = ∅, λNSX is the empty
function.

The isomorphism κNS : SNE2 → S• is defined as κNS = λNS ◦ c.

3.7. Remark. Since ∂E2 ' E1, we also have that E1 · ∂S ' S•. The isomorphism
δS : S• → E1 · ∂S is defined as (ε−12 · id∂S)−1 ◦ (λNS)−1, i.e. for f ∈ S(X) and x ∈ X, we
have

δSX(f, x) = ({x}, S(σ)(f)),

where σ : X\{x} ∪ {∗X\{x}} → X renames x to ∗X\{x}.
These data are assembled by the microcosm principle as follows.

3.8. Definition. [entries-only, algebraic] A constant-free cyclic operad is a triple
(S, ρ, η2) of a species S, such that S(∅) = S({x}) = ∅ for all singletons {x}, a morphism
ρ : SNS → S, called the multiplication, and a morphism η2 : E2 → S, called the unit,
such that

(CA1) ρ2 ◦ γ = ρ1, where ρ1 and ρ2 are induced from ρ as follows:

- ρ1 : (SNS)NS + SN(SNS) + (SNS)NS → S is determined by

ρ11 : (∂∂S · ∂S) · ∂S i·id−−→ (∂∂S · ∂S + ∂S · ∂∂S) · ∂S ϕ−1·id−−−−−→ ∂(∂S · ∂S) · ∂S ∂ρ·id−−−−→ ∂S · ∂S ρ−→ S

ρ12 : (∂S · ∂∂S) · ∂S i·id−−→ (∂∂S · ∂S + ∂S · ∂∂S) · ∂S ϕ−1·id−−−−−→ ∂(∂S · ∂S) · ∂S ∂ρ·id−−−−→ ∂S · ∂S ρ−→ S

ρ13 : ∂S · (∂∂S · ∂S) id·i−−→ ∂S · (∂∂S · ∂S + ∂S · ∂∂S) id·ϕ−1

−−−−−→ ∂S · ∂(∂S · ∂S) id·∂ρ−−−−→ ∂S · ∂S ρ−→ S

ρ14 : ∂S · (∂S · ∂∂S) id·i−−→ ∂S · (∂∂S · ∂S + ∂S · ∂∂S) id·ϕ−1

−−−−−→ ∂S · ∂(∂S · ∂S) id·∂ρ−−−−→ ∂S · ∂S ρ−→ S

ρ15 = ρ11 and ρ16 = ρ12

- ρ2 : SN(SNS) + (SNS)NS + SN(SNS)→ S is determined by ρ21 = ρ11,
ρ22 = ρ23 = ρ13, ρ24 = ρ25 = ρ14 and ρ26 = ρ12, and

(CA2) η2 satisfies the coherence condition given by the commutation of the diagram
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E2NS SNS

S• S

η2NidS

λNS ρ

π1S

where λNS and κNS are the isomorphisms from Lemma 3.6, and π1SX is the first projection.

3.9. Convention. In the remaining of the paper we shall work only with constant-free
cyclic operads. To make things shorter, we shall refer to them simply as cyclic operads.

In the following lemma we prove the equality that represents the algebraic analogue
of the commutativity law (CO), which would follow anyhow after we prove the equiva-
lence between Definition 3.2 and Definition 3.8. Nevertheless, we do this directly since it
shortens significantly the proof of that equivalence.

3.10. Lemma. For an arbitrary algebraic entries-only cyclic operad (S, ρ, η2), ρ ◦ c = ρ.

Proof. In Diagram 1 below, Dl and Dr commute by (CA2), Dt and Dm commute by the
naturality of γ1, and Db commutes as it represents the equality ρ21 ◦ γ1 = ρ11.

For a finite set X, let (f, g) ∈ (∂S · ∂S)(X), where f ∈ ∂S(X1), y ∈ ∂S(X2) and
(X1, X2) is an arbitrary decomposition of X. Starting with (f, g), we chase Diagram 1
from the top left ∂S · ∂S to the bottom left ∂S · ∂S, by going through the left “’border”
of the diagram, i.e. by applying the composition

(∂π1 ◦ ∂λN ◦ ϕ−1 ◦ il ◦ (∂ε−12 · id) ◦ λ?−1) · id . (3)

(∂∂E2 · ∂S) · ∂S (∂∂E2 · ∂S) · ∂S

(∂∂S · ∂S) · ∂S (∂∂S · ∂S) · ∂S

∂(∂E2 · ∂S) · ∂S ∂(∂E2 · ∂S) · ∂S

∂(S•) · ∂S ∂(S•) · ∂S∂S · ∂S ∂S · ∂SS

∂S · ∂S ∂S · ∂S

Dl Dr

Dm

Dt

Db

γ1

c

((∂ε−1
2 · id) ◦ λ?−1) ·id ((∂ε−1

2 · id) ◦ λ?−1) ·id

(ϕ−1◦ il)·id (ϕ−1◦ il)·id

(∂∂η2 · id) · id

∂λN · id ∂λN · id

∂π1 · id ∂π1 · id

(∂∂η2 · id) · id

γ1

(∂ρ ◦ ϕ−1 ◦ il) · id

ρ ρ

(∂ρ ◦ ϕ−1 ◦ il) · id

Diagram 1.

We get the sequence

(f, g) 7→ (({∗∅}, f), g) 7→ (({∗∅, ∗∗∅}, f), g) 7→ (({∗∅, ∗X1}, f), g) 7→ ((f, ∗X1), g) 7→ (f, g) .
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Hence, (3) is the identity on ∂S · ∂S. By the equalities behind the commutations of
Dl, Db, Dm, Dt and Dr, we now get the sequence of equalities

ρ = ρ ◦ id
= ρ ◦ ((∂π1 ◦ ∂λN ◦ ϕ−1 ◦ il ◦ (∂ε−12 · id) ◦ λ?−1) · id)

= ρ ◦ ((∂ρ ◦ ϕ−1 ◦ il ◦ (∂∂η2 · id) ◦ (∂ε−12 · id) ◦ λ?−1) · id) (Dl)

= ρ ◦ ((∂ρ ◦ ϕ−1 ◦ il) · id) ◦ γ1 ◦ (((∂∂η2 · id) ◦ (∂ε−12 · id) ◦ λ?−1) · id) (Db)

= ρ ◦ ((∂ρ ◦ ϕ−1 ◦ il ◦ (∂∂η2 · id)) · id) ◦ γ1 ◦ (((∂ε−12 · id) ◦ λ?−1) · id) (Dm)

= ρ ◦ ((∂ρ ◦ ϕ−1 ◦ il ◦ (∂∂η2 · id) ◦ (∂ε−12 · id) ◦ λ?−1) · id) ◦ c (Dt)

= ρ ◦ ((∂π1 ◦ ∂λN ◦ ϕ−1 ◦ il ◦ (∂ε−12 · id) ◦ λ?−1) · id) ◦ c (Dr)

= ρ ◦ c ,

which proves the claim.

As a consequence of Lemma 3.10, the verification of the axiom (CA1) comes down to
the verification of its instance ρ21 ◦ γ1 = ρ11.

3.11. Corollary. The equality ρ2 ◦γ = ρ1 holds if and only if the equality ρ21 ◦γ1 = ρ11
holds.

Together with the fact that κNS = λNS ◦c, Lemma 3.10 is also used to prove the algebraic
analogue of the right unitality law (U2).

3.12. Corollary. The morphism η2 : E2 → S satisfies the coherence condition given
by the commutation of the diagram

SNE2SNS

S•S

idSNη2

κNSρ

π1S

The following theorem ensures that Definition 3.8 does the job. In order to make its
statement concise (as well as the statements of Theorem 3.22 and Theorem 4.5 later), we
adopt the following convention.

3.13. Convention. We say that two definitions are equivalent if, given a structure as
specified by the first definition, one can construct a structure as specified by the second
definition, and vice-versa, in such a way that going from one structure to the other one,
and back, leads to a structure isomorphic to the starting one. If the latter transformations
results exactly in the initial structure (rather than an isomorphic one), we say that the
corresponding definitions are strongly equivalent.

3.14. Theorem. Definition 3.2 (entries-only, componential) and Definition 3.8 (entries-
only, algebraic) are strongly equivalent definitions of cyclic operads.
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Proof. We define transformations in both directions and show that going from one
structure to the other one, and back, leads to the same structure.

[componential ⇒ algebraic] Let C : Bijop → Set be an entries-only cyclic operad
defined in components. For a finite set X, a decomposition (X1, X2) of X, f ∈ ∂C(X1)
and g ∈ ∂C(X2), ρX : (∂C · ∂C)(X)→ C(X) is defined as

ρX(f, g) = f ∗X1
◦∗X2

g .

For a two-element set, say {x, y}, the morphism η : E2 → C is defined as η{x,y} : {x, y} 7→
idx,y. Otherwise, ηX is the empty function. We now verify the axioms.

(CA1) We prove the equality ρ21◦γ1 =ρ11 by chasing Diagram 2, obtained by unfolding
the definitions of the three morphisms involved. The axiom (CA1) will then follow by
Corollary 3.11.

(∂∂S · ∂S) · ∂S ∂∂S · (∂S · ∂S) ∂∂S · (∂S · ∂S) (∂∂S · ∂S) · ∂S

∂(∂S · ∂S) · ∂S ∂(∂S · ∂S) · ∂S∂S · ∂S ∂S · ∂SS

α ex · c α−1

(ϕ−1 ◦ il) · id

∂ρ · id ρ ρ

(ϕ−1 ◦ il) · id

∂ρ · id

Diagram 2.

Let ((f, g), h) ∈ ((∂∂S · ∂S) · ∂S)(X), and suppose that

f ∈ ∂∂S(X ′1), g ∈ ∂S(X ′′1 ), h ∈ ∂S(X2), (f, g) ∈ (∂∂S · ∂S)(X1),

where (X ′1, X
′′
1 ) is a decomposition of X1 and (X1, X2) is a decomposition of X.

By chasing the diagram to the down-right, we get the following sequence:

((f, g), h) 7→ ((f τ
+
1 , g), h) 7→ (f τ

+
1 ∗X′1∪{∗X1

}
◦∗X′′1 g, h) 7→(f τ

+
1 ∗X′1∪{∗X1

}
◦∗X′′1 g) ∗X1

◦∗X2
h .

The first step here corresponds to the application of (ϕ−1 ◦ il) · id on ((f, g), h), and,
therefore, it involves the renaming τ1 : X ′1 ∪ {∗X1} → X ′1 ∪ {∗X′1} of ∗X′1 to ∗X1 , i.e. the
action of ∂S(τ1) = S(τ+1 ) on f ∈ ∂S(X ′1 ∪ {∗X′1}) = S(X ′1 ∪ {∗X′1} ∪ {∗X′1∪{∗X′1}}), where

τ+1 is the ∂-extension of τ1. Therefore,

f τ
+
1 ∈ ∂S(X ′1 ∪ {∗X1}) = S(X ′1 ∪ {∗X1} ∪ {∗X′1∪{∗X1

}}) ,

and
(f τ

+
1 , g) ∈ ∂(∂S · ∂S)(X1) = (∂S · ∂S)(X1 ∪ {∗X1}).

The action of ∂ρ on (f τ
+
1 , g) composes f τ

+
1 and g along the corresponding distinguished

entries ∗X′1∪{∗X1
} and ∗X′′1 (while carrying over the distinguished element ∗X1 from the pair

to the composite of its components), and, finally, the action of ρ on (f τ
+
1 ∗X′1∪{∗X1

}
◦∗X′′1 g, h)

results in the partial composition of the two components along ∗X1 and ∗X2 .
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The sequence on the right-down side consists of the sequence

((f, g), h) 7→ (f, (g, h)) 7→ (f ε, (h, g)) 7→ ((f ε, h), g),

arising from the action of γ1 = α−1 ◦ (ex · c) ◦ α, where

ε : X ′1 ∪ {∗X′1 , ∗X′1∪{∗X′1}} → X ′1 ∪ {∗X′1 , ∗X′1∪{∗X′1}}

exchanges ∗X′1 and ∗X′1∪{∗X′1}, followed by the sequence

((f ε, h), g) 7→ (((f ε)τ
+
2 , h), g)

7→ (((f ε)τ
+
2 ∗X′1∪{∗X′1∪X2

}
◦∗X2

h), g) 7→ ((f ε)τ
+
2 ∗X′1∪{∗X′1∪X2

}
◦∗X2

h) ∗X′1∪X2
◦∗X′′1 g ,

corresponding to the action of ρ21. Similarly as before, the action of (ϕ−1 ◦ il) · id on
((f ε, h), g) involves the renaming τ2 : X ′1 ∪ {∗X′1∪X2

} → X ′1 ∪ {∗X′1} of ∗X′1 to ∗X′1∪X2
, i.e.

the action of ∂S(τ2) = S(τ+2 ) on f ε ∈ ∂S(X ′1 ∪ {∗X′1}) = S(X ′1 ∪ {∗X′1} ∪ {∗X′1∪{∗X′1}}),
where τ+2 is the ∂-extension of τ2. This results in

(f ε)τ
+
2 ∈ ∂S(X ′1 ∪ {∗X′1∪X2

}) = S(X ′1 ∪ {∗X′1∪X2
} ∪ {∗X′1∪{∗X′1∪X2

}}),

i.e.
((f ε)τ

+
2 , h) ∈ ∂(∂S · ∂S)(X ′1 ∪X2) = (∂S · ∂S)(X ′1 ∪X2 ∪ {∗X′1∪X2

}).

The application of ∂ρ on ((f ε)τ
+
2 , h) composes (f ε)τ

+
2 and h along ∗X′1∪{∗X′1∪X2

} and ∗X2

(and carries over the distinguished element ∗X′1∪X2
to the composition). Finally, the ap-

plication of ρ on ((f ε)τ
+
2 ∗X′1∪{∗X′1∪X2

}
◦∗X2

h, g) composes the two components along ∗X′1∪X2

and ∗X′′1 .

The claim follows by the sequence of equalities

(f τ
+
1 ∗X′1∪{∗X1

}
◦∗X′′1 g) ∗X1

◦∗X2
h = (f τ

+
1 ∗X1

◦∗X2
h) ∗X′1∪{∗X1

}
◦∗X′′1 g (A1)

= (((f τ
+
1 )σ ∗X′1∪{∗X′1∪X2

}
◦∗X2

h) ∗X′1∪X2
◦∗X′′1 g (EQ)

= ((f ε)τ
+
2 ∗X′1∪{∗X′1∪X2

}
◦∗X2

h) ∗X′1∪X2
◦∗X′′1 g,

where σ : X ′1∪{∗X′1∪X2
, ∗X′1∪{∗X′1∪X2

}} → X ′1∪{∗X1 , ∗X′1∪{∗X1
}} renames ∗X1 to ∗X′1∪{∗X′1∪X2

}

and ∗X′1∪{∗X1
} to ∗X′1∪X2

. The last equality in the sequence holds by the equality τ+1 ◦σ =

τ+2 ◦ ε.
(CA2) The commutation of the diagram

(E2NS)(X) (SNS)(X)

S(X)S•(X)

(ηNidS)X

λNSX ρX

π1SX
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for X = ∅ follows since (E2NS)(∅) = ∅ and since there is a unique empty function with
codomain S(X). If X 6= ∅, then for ({x, ∗{x}}, f) ∈ (E2NS)(X) (see (2)), by chasing the
down-right side of the diagram, we get

({x, ∗{x}}, f) 7→ (fσ, x) 7→ fσ,

where σ renames ∗X\{x} to x. By going to the right-down, we get

({x, ∗{x}}, f) 7→ (idx,∗{x} , f) 7→ idx,∗{x} ∗{x}◦∗X\{x} f .
The equality fσ = idx,∗{x} ∗{x}◦∗X\{x} f follows easily by (U1) and (EQ).

[algebraic ⇒ componential] Suppose that S : Bijop → Set is an algebraic cyclic
operad, let X and Y be non-empty finite sets, let x ∈ X and y ∈ Y be such that
X\{x} ∩ Y \{y} = ∅, and let f ∈ S(X) and g ∈ S(Y ). Then (f, x) ∈ S•(X) and
(g, y) ∈ S•(Y ). Therefore, for

({x}, fσ1) = δ(f, x) ∈ E1 · ∂S(X) and ({y}, gσ2) = δ(g, y) ∈ E1 · ∂S(Y ),

where δ is the isomorphism from Remark 3.7, we have that fσ1 ∈ ∂S(X\{x}) and gσ2 ∈
∂S(Y \{y}). We define x◦y : C(X)× C(Y )→ C(X\{x} ∪ Y \{y}) as

f x◦y g = ρ(fσ1 , gσ2).

For a two-element set, say {x, y}, the distinguished element idx,y ∈ S({x, y}) is η{x,y}({x, y}).
We move on to the verification of the axioms.

(A1) Let f and g be as above, and let u ∈ X\{x}, h ∈ S(Z) and z ∈ Z. We use the
naturality of ρ and the commutation of Diagram 2 to prove the equality (f x◦y g) u◦z h =
(fu◦z h) x◦y g. Since it is not evident by which element we should start the diagram
chasing in order to reach (f x◦y g) u◦z h, we shall first express this composition via ρ,
and then reshape the expression we obtained towards an equal one, “accepted” by the
diagram.

Firstly, we have that

(f x◦y g, u) = (ρ(fσ1 , gσ2), u) ∈ S•(X\{x} ∪ Y \{y}) and (h, z) ∈ S•(Z).

By applying the isomorphism δ from Remark 3.7 on these two elements, we get

({u}, (f x◦y g)κ1) = δ(f x◦y g, u) and ({z}, hκ2) = δ(h, z),

where κ1 : X\{x, u}∪Y \{y}∪{∗X\{x,u}∪Y \{y}} → X\{x}∪Y \{y} renames u to ∗X\{x,u}∪Y \{y}
and κ2 : Z\{z} ∪ {∗Z\{z}} → Z renames z to ∗Z\{z}. Therefore,

(f x◦y g)κ1 ∈ ∂S(X\{x, u} ∪ Y \{y}) and hκ2 ∈ ∂S(Z\{z}),

and the left hand side of the equality (A1) becomes

(f x◦y g) u◦z h = ρ(ρ(fσ1 , gσ2)κ1 , hκ2).

Next, notice that the shape of ρ(fσ1 , gσ2)κ1 ∈ S(X\{x, u}∪Y \{y}∪{∗X\{x,u}∪Y \{y}}),
makes the element ρ(ρ(fσ1 , gσ2)κ1 , hκ2) not explicitely reachable in Diagram 2. However,
ρ(fσ1 , gσ2)κ1 is the result of chasing to the down-left the diagram below
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(SNS)(X\{x} ∪ Y \{y}) (SNS)(X\{x} ∪ Y ′\{y})

S(X ′\{x} ∪ Y \{y})S(X ′\{x} ∪ Y \{y})

(SNS)(κ1)

ρX\{x}∪Y \{y} ρX′\{x}∪Y \{y}

S(κ1)

where X ′ = X\{u} ∪ {∗X\{x,u}∪Y \{y}}, starting with (fσ1 , gσ2). This diagram commutes
as an instance of the naturality condition for ρ. Let us chase it to the right. Firstly, we
have that

(SNS)(κ1)(f
σ1 , gσ2) = ((∂S)(ν1)(f

σ1), (∂S)(ν2)(g
σ2)) = (S(ν+1 )(fσ1), S(ν+2 )(gσ2)) ,

where ν+1 and ν+2 are the ∂-extensions of ν1 : X\{x, u}∪{∗X\{x,u}∪Y \{y}} → X\{x},
which renames u to ∗X\{x,u}∪Y \{y}, and the identity ν2 : Y \{y} → Y \{y}, respectively.

Therefore, the result of chasing the diagram on the right is ρ((fσ1)ν
+
1 , gσ2). Consequently,

we have that
(f x◦y g) u◦z h = ρ(ρ((fσ1)ν

+
1 , gσ2), hκ2).

On the other hand, chasing Diagram 2 in order to reach (f x◦y g) u◦z h will certainly
include considering the element ({u}, (fσ1)α

+
) = δ(fσ1 , u), where α+ is the ∂-extension of

α : X\{x, u} ∪ {∗X\{x,u}} → X\{x}, which renames u to ∗X\{x,u}. Therefore,

(fσ1)α
+ ∈ ∂∂S(X\{x, u}),

and, consequently,

((fσ1)α
+

, gσ2) ∈ (∂S · ∂∂S)(X\{x, u} ∪ Y \{y}).

Furthermore, this chasing will include the element

ϕ−1((fσ1)α
+

, gσ2) = (((fσ1)α
+

)τ
+

, gσ2) ∈ ∂(∂S · ∂S),

where τ+ is the ∂-extension of τ : X\{x, u} ∪ {∗X\{x,u}∪Y \{y}} → X\{x, u} ∪ {∗X\{x,u}}
that renames ∗X\{x,u} to ∗X\{x,u}∪Y \{y}.

As a consequence of the equality ν+1 = α+ ◦ τ+, we get the equality

(f x◦y g) u◦z h = ρ(ρ(((fσ1)α
+

)τ
+

, gσ2), hκ2),

in which the right hand side is the result of chasing Diagram 2 to the down-left, starting
with

(((fσ1)α
+

, gσ2), hκ2) ∈ ((∂∂S · ∂S) · ∂S)(X\{x, u} ∪ Y \{y} ∪ Z\{z}).
The remaining of the proof of (A1) now unfolds easily: the sequence obtained by

chasing Diagram 2 to the right-down, starting with (((fσ1)α
+
, gσ2), hκ2), consists of

(((fσ1)α
+
, gσ2), hκ2) 7→ ((fσ1)α

+
, (gσ2 , hκ2)) 7→ (((fσ1)α

+
)ε, (hκ2 , gσ2)) 7→ ((((fσ1)α

+
)ε, hκ2), gσ2),
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arising from the action of γ1 = α−1 ◦ (ex · c) ◦ α, where

ε : X\{x, u} ∪ {∗X\{x,u}, ∗X\{x,u}∪{∗X\{x,u}}} → X\{y, u} ∪ {∗X\{x,u}, ∗X\{x,u}∪{∗X\{x,u}}}

exchanges ∗X\{x,u} and ∗X\{x,u}∪{∗X\{x,u}}, followed by

((((fσ1)α
+

)ε, hκ2), gσ2) 7→ (((((fσ1)α
+

)ε)ω
+
, hκ2), gσ2)

7→ (ρ((((fσ1)α
+

)ε)ω
+
, hκ2), gσ2) 7→ ρ(ρ((((fσ1)α

+
)ε)ω

+
, hκ2), gσ2) ,

where ω+ is the ∂-extension of the renaming ω : X\{x, u}∪{∗X\{x,u}∪Z\{z}} → X\{x, u}∪
{∗X\{x,u}} of ∗X\{x,u} to ∗X\{x,u}∪Z\{z}. Similarly as we did for the left side of (A1), it can

be shown that ρ(ρ((((fσ1)α
+

)ε)ω
+
, hκ2), gσ2) = f x◦y (g u◦z h), which completes the proof

of (A1).

(EQ) Let f and g be as above and suppose that σ1, σ2 and σ are as in (EQ). Then
(fσ1 , σ−11 (x)) ∈ S•(X ′) and (gσ2 , σ−12 (y)) ∈ S•(Y ′), and we have

fσ1
σ−1

1 (x)◦σ−1
2 (y) g

σ2 = ρ((fσ1)τ1 , (gσ2)τ2),

where τ1 renames σ−11 (x) to ∗X′\{σ−1
1 (x)} and τ2 renames σ−12 (y) to ∗Y ′\{σ−1

2 (y)}. On the
other hand, we have that

(f x◦y g)σ = ρ(fκ1 , gκ2)σ,

where κ1 renames x to ∗X\{x} and κ2 renames y to ∗Y \{y}. The equality ρ((fσ1)τ1 , (gσ2)τ2) =
ρ(fκ1 , gκ2)σ follows easily by chasing the diagram

(SNS)(X\{x} ∪ Y \{y}) (SNS)(X ′\{ν−11 (x)} ∪ Y ′\{ν−12 (y)})

S(X ′\{ν−11 (x)} ∪ Y ′\{ν−12 (y)})S(X\{x} ∪ Y \{y})

(SNS)(σ)

ρX\{x}∪Y \{y} ρ
X′\{ν−1

1 (x)}∪Y ′\{ν−1
2 (y)}

S(σ)

which is an instance of the naturality of ρ, starting with (fκ1 , gκ2).

(U1) For f ∈ S(X) and x, y ∈ X we have

idx,y y◦x f = ρ(id τ1x,y, f
τ2) = ρ(id∗{z},z, f

τ2),

where τ1 renames y to ∗{x} and τ2 renames x to ∗X\{x}. The right hand side of the previous
equality is the result of chasing to the right-down the diagram

(E2NS)(X) (SNS)(X)

S(X)S•(X)

(η2NidS)X

λNSX ρX

π1SX
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which commutes by (CA2), starting with ({x, ∗{x}}, f τ2). By chasing it to the down-right
we get exactly f , which completes the proof of (U1).

(UP) The preservation of units follows directly by the naturality of η2.

[componential ⇒ algebraic ⇒ componential] That the transition

f x◦y g Def. 3.2→Def. 3.8
ρ(fσ1 , gσ2)

Def. 3.8→Def. 3.2
fσ1

∗X\{x}◦∗Y \{y} g
σ2 ,

from the composition morphism x◦y of an entries-only cyclic operad C defined in compo-
nents, to the composition by means of the multiplication ρ, and back, leads to the same
composition operation follows by the axiom (EQ) of C.

[algebraic ⇒ componential ⇒ algebraic] For the transition

ρX(f, g)
Def. 3.8→Def. 3.2

f ∗X1
◦∗X2

g
Def. 3.2→Def. 3.8

ρX(f τ1 , gτ2),

we have that ρX(f, g) = ρX(f τ1 , gτ2), since τ1 and τ2 are identities. It is also easily seen
that both transitions preserve units, which makes the proof complete.

3.15. Exchangeable-output definition of cyclic operads. In this part, we first
transfer Markl’s skeletal exchangeable-output definition [Mar08, Proposition 42] to the
non-skeletal setting, by introducing a non-skeletal version of the cycle τn = (0, 1, . . . , n)
that enriches the operad structure to the structure of cyclic operads. We then deliver the
algebraic counterpart of the obtained non-skeletal definition.

3.15.1. Componential definition. The symmetric group Sn, whose action (in the
skeletal operad structure) formalizes the permutations of the inputs of an n-ary operation,
together with the action of τn, generates all possible permutations of the set {0, 1, . . . , n}.
Hence, they constitute the action of Sn+1, which involves the action of exchanging the
output of an operation (now denoted with 0) with one of the inputs. Observe that Sn+1

can equivalently be generated by extending the action Sn with transpositions of the form
(i 0), for 1 ≤ i ≤ n. In the non-skeletal setting, where the inputs of an operation should
be labeled with arbitrary letters, rather than with natural numbers, we mimick these
transpositions with actions of the form DO

x : O(X) → O(X), where x ∈ X denotes the
input of an operation chosen to be exchanged with the output. Here is the resulting
definition.

3.16. Definition. [exchangeable-output, componential] A cyclic operad is a
(componential) symmetric operad O, enriched with actions

DO
x : O(X)→ O(X),

defined for all x ∈ X and subject to the axioms given below, wherein, for each of the
axioms, we assume that f ∈ O(X).

Preservation of units.

(DID) DO
x (idx) = idx.
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Inverse. For x ∈ X,

(DIN) DO
x (DO

x (f)) = f .

Equivariance. For x ∈ X and an arbitrary bijection σ : Y → X,

(DEQ) Dx(f)σ = Dσ−1(x)(f
σ).

Exchange. For x, y ∈ X and a bijection σ : X → X that renames x to y and y to x,

(DEX) DO
x (f)σ = DO

x (DO
y (f)).

Compatibility with operadic compositions. For g ∈ O(Y ), the following equality holds:

(DC1) DO
y (f ◦x g) = DO

y (f) ◦x g, where y ∈ X\{x}, and

(DC2) DO
y (f ◦x g) = DO

y (g)σ1 ◦v DO
x (f)σ2, where y ∈ Y , σ1 : Y \{y} ∪ {v} → Y is a

bijection that renames y to v and σ2 : X\{x} ∪ {y} → X is a bijection that
renames x to y.

3.17. Convention. For f ∈ O(X), x ∈ X and y 6∈ X\{x}, we write DO
xy(f) for DO

x (f)σ,
where σ : X\{x} ∪ {y} → X renames x to y.

Notice that DO
xx(f) = DO

x (f). Other simple properties of actions Dxy are given in the
following two lemmas.

3.18. Lemma. For f ∈ O(X) and x ∈ X, the following properties hold.

a) For y 6∈ X\{x},
(DID)’ DO

xy(idx) = idy, and

(DIN)’ DO
yx(D

O
xy(f)) = f .

b) For the renaming σ : X\{x} ∪ {y} → X of x to y,

(DEQ)’ DO
yx(f

σ) = DO
xy(f)σ

−1
.

c) For g ∈ O(Y ),

(DC1)’ DO
yu(f ◦x g) = DO

yu(f) ◦x g, where y ∈ X and u 6∈ X\{y}.

3.19. Lemma. Composition. For x, y ∈ X and z 6∈ X\{x, y},
(DCO) DO

xy(D
O
yz(f)) = DO

xz(f).

Proof. Since DO
xz(f) = Dx(f)σ = (Dx(f)σ1)σ2 , where σ : X\{x} ∪ {z} → X renames x

to z, σ1 : X → X renames x to y and y to x, and σ2 : X\{x} ∪ {z} → X renames y to z
and x to y, by (DEX) we have

DO
xz(f) = (DO

x (DO
y (f)))σ2 .

For the left-hand side we have DO
xy(D

O
yz(f)) = (DO

x (DO
y (f)τ1))τ2 , where τ1 : X\{y} ∪

{z} → X renames y to z and τ2 : X\{x}∪{z} → X\{y}∪{z} renames x to y. Therefore,
by (DEQ),

DO
xy(D

O
yz(f)) = (DO

x (DO
y (f))τ1)τ2 = (DO

x (DO
y (f)))τ1◦τ2 .

The conclusion follows from the equality σ2 = τ1 ◦ τ2.
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We make some preparations for the proof that Definition 3.16 is equivalent to Defini-
tion 3.2 (see Convention 3.13). For an exchangeable-output cyclic operad O and a finite
set X, we introduce an equivalence relation ≈ on the set

∑
x∈X O(X\{x}) of (ordered)

pairs (x, f), where x ∈ X and f ∈ O(X\{x}): ≈ is the reflexive closure of the familly of
equalities

(x, f) ≈ (y,Dyx(f)), (4)

where y ∈ X\{x} is arbitrary.

3.20. Remark. By (DIN)’ and (DCO) it follows that, for each x ∈ X, an equivalence
class

[(x, f)]≈ ∈
∑
x∈X

O(X\{x})/≈

has a unique representative of the form (x, ), i.e. if (x, f) ≈ (x, g), then f = g.

In the next remark we exhibit a property of ≈ that we shall also need for the proof of
the equivalence.

3.21. Remark. By (DC1’) and (DCO), we have that (y,Dyx(f) ◦x g) ≈ (z,Dzx(f) ◦x g).

3.22. Theorem. Definition 3.16 (exchangeable-output, componential) and Definition 3.2
(entries-only, componential) are equivalent definitions of cyclic-operads.

Proof. The proof steps are the same as in the proof of Theorem 3.14, except that we
now show that the transition from one structure to the other one, and back, leads to an
isomorphic structure.

[entries-only ⇒ exchangeable-output] Let C : Bijop → Set be an entries-only
cyclic operad. For a finite set X and a bijection σ : Y → X, the species OC : Bijop → Set,
underlying the corresponding exchangeable-output cyclic operad, is defined as

OC(X) = ∂C(X) and OC(σ) = ∂C(σ) = C(σ+).

For f ∈ OC(X) and g ∈ OC(Y ), the partial composition operation ◦x : OC(X)×OC(Y )→
OC(X\{x} ∪ Y ) is defined by setting

f ◦x g = fσ x◦∗Y g, (5)

where σ : X∪{∗X\{x}∪Y } → X∪{∗X} renames ∗X to ∗X\{x}∪Y . The distinguished element
idx ∈ OC({x}) is defined as idx,∗{x} . Finally, for f ∈ OC(X) and x ∈ X ∪{∗X}, the action

DOC
x : OC(X)→ OC(X) is defined by setting

DOC
x (f) = C(σ)(f),

where σ : X ∪ {∗X} → X ∪ {∗X} exchanges x and ∗X . We verify the axioms.
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[A1] Let f and g be as above and let y ∈ X and h ∈ OC(Z). The sequence of equalities

(f ◦x g) ◦y h = (fσ x◦∗Y g)τ y◦∗Z h
= ((fσ)τ1 x◦∗Y gτ2) y◦∗Z h (EQ)

= ((fσ)τ1 y◦∗Z h) x◦∗Y g (A1)

= (fκ y◦∗Z h) x◦∗Y g (EQ)

= (f ◦y h) ◦x g

where

• σ : X ∪ {∗X\{x}∪Y } → X ∪ {∗X} renames ∗X to ∗X\{x}∪Y ,

• τ : X\{x} ∪ Y ∪ {∗X\{x,y}∪Y ∪Z} → X\{x} ∪ Y ∪ {∗X\{x}∪Y } renames ∗X\{x}∪Y to
∗X\{x,y}∪Y ∪Z ,

• τ1 = τ |X\{x}∪{∗X\{x}∪Y } ∪ id{x},

• τ2 = τ |Y = idY ∪{∗Y }, and

• κ : X ∪ {∗X\{x}∪Z} → X ∪ {∗X} renames ∗X to ∗X\{x}∪Z .

verifies [A1] for OC. The axiom [A2] follows similarily.

[EQ] For arbitrary bijections σ1 : X ′ → X and σ2 : Y ′ → Y we have

fσ
+
1 ◦σ−1

1 (x) g
σ+

2 = (fσ
+
1 )τ

σ+
1

−1
(x)
◦∗Y ′ g

σ+
2

= (fσ
+
1 )τ

τ−1(σ+
1

−1
(x))
◦∗Y ′ g

σ+
2

= (f x◦∗Y g)κ (EQ)

= (fν x◦∗Y g)σ
+

(EQ)’

= (f ◦x g)σ
+

where

• τ : X ′ ∪ {∗X′\{σ−1
1 (x)}∪Y ′} → X ′ ∪ {∗X′} renames ∗X′ to ∗X′\{σ−1

1 (x)}∪Y ′ ,

• ν : X ∪ {∗X\{x}∪Y } → X ∪ {∗X} renames ∗X to ∗X\{x}∪Y ,

• κ = (σ+1 ◦ τ)|X\{x}∪{∗X} ∪ σ+2 |Y , and

• σ = σ1|X\{x} ∪ σ2.

Observe that κ = (ν|X\{x}∪{∗X}∪ idY )◦σ+, which justifies the application of (EQ)’ to get
the equality (f x◦∗Y g)κ = (f ν x◦∗Y g)σ

+
.

[U1] By the axioms (UP) and (U1) for C, for f ∈ OC(X) we have

idy ◦y f = idσy,∗{y} y◦∗X f = idy,∗X y◦∗X f = f,

where σ : {y, ∗X} → {y, ∗{y}} renames ∗{y} to ∗X . Analogously, the axioms [U2] and
[UP] for OC follow thanks to the corresponding laws of C (see Lemma 3.3 and the axiom
(UP)).
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Concerning the axioms of the actions DOC
x (f), (DID), (DIN), (DEQ), and (DEX) follow

easily by functoriality of C. The axioms (DC1) and (DC2) additionally require the axiom
(EQ) of C.

(DC1) Let f ∈ OC(X), g ∈ OC(Y ), x ∈ X and y ∈ X\{x}. We need the following
bijections:

• σ : X\{x}∪Y ∪{∗X\{x}∪Y } → X\{x}∪Y ∪{∗X\{x}∪Y }, which exchanges y and ∗X\{x}∪Y ,

• ν : X ∪ {∗X\{x}∪Y } → X ∪ {∗X}, which renames ∗X to ∗X\{x}∪Y ,

• σ′ : X ∪ {∗X\{x}∪Y } → X ∪ {∗X\{x}∪Y }, which exchanges y and ∗X\{x}∪Y , and

• τ : X ∪ {∗X} → X ∪ {∗X}, which exchanges y and ∗X .

Observe that τ ◦ ν = ν ◦ σ′ and σ = σ′|X\{x}∪{∗X\{x}∪Y } ∪ idY . We now have

DO
y (f ◦x g) = (f ν x◦∗Y g)σ = (f ν)σ

′
x◦∗Y g = (f τ )ν x◦∗Y g = DO

yu(f) ◦x g .

(DC2) Let f, g and x be like above and let y ∈ Y instead. Let σ1 and σ2 be as in
Definition 3.16. We shall need the following bijections:

• τ1 : Y \{y} ∪ {v, ∗Y \{y}∪{v}} → Y ∪ {∗Y } that renames y to ∗Y \{y}∪{v} and ∗Y to v,

• τ2 : X\{x} ∪ {y, ∗X\{x}∪{y}} → X ∪ {∗X} that renames x to ∗X\{x}∪{y} and ∗X to y,

• τ : Y \{y}∪{v, ∗X\{x}∪Y } → Y \{y}∪{v, ∗Y \{y}∪{v}} that renames ∗Y \{y}∪{v} to ∗X\{x}∪Y ,

• κ1 : X\{x}∪{y, ∗X\{x}∪{y}} → X∪{∗X\{x}∪Y } that renames x to ∗X\{x}∪{y} and ∗X\{x}∪Y
to y,

• κ2 : Y \{y} ∪ {v, ∗X\{x}∪Y } → Y ∪ {∗Y } that renames y to ∗X\{x}∪Y and ∗Y to v,

• σ : X\{x}∪Y ∪{∗X\{x}∪Y } → X\{x}∪Y ∪{∗X\{x}∪Y } that exchanges y and ∗X\{x}∪Y , and

• ν : X ∪ {∗X\{x}∪Y } → X ∪ {∗X} that renames ∗X to ∗X\{x}∪Y .

Observe that τ2 = ν ◦ κ1 and κ2 = τ1 ◦ τ, and σ = κ1|X\{x}∪{∗X\{x}∪Y } ∪ κ2|Y . This gives us

DO
y (g)σ1 ◦v DO

x (f)σ2 = gτ1 ◦v f τ2

= (gτ1)τ v◦∗X\{x}∪{y} f τ2

= f τ2 ∗X\{x}∪{y}◦v (gτ1)τ (CO)

= (fν)κ1 ∗X\{x}∪{y}◦v gκ2

= (fν x◦∗Y g)σ (EQ)

= DO
y (f ◦x g).

[exchangeable-output ⇒ entries-only] Suppose that O : Bijop → Set is an
exchangeable-output cyclic operad. The species CO : Bijop → Set, underlying the cyclic
operad in the entries-only fashion, is defined as

CO(X) =
∑
x∈X

O(X\{x})/≈.
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Accordingly, for [(x, f)]≈ ∈ CO(X) and a bijection σ : Y → X,

CO(σ)([(x, f)]≈) = [(σ−1(x),O(σ|X\{x})(f))]≈.

For [(u, f)]≈ ∈ CO(X) and [(v, g)]≈ ∈ CO(Y ), the partial composition operation x◦y :
CO(X)× CO(Y )→ CO(X\{x} ∪ Y \{y}) is defined as follows:

[(u, f)]≈x◦y[(v, g)]≈ =


[(z,Dzx(f) ◦x g)]≈, if u = x and v = y,

[(z,Dzx(f) ◦x Dyv(g))]≈, if u = x and v 6= y,

[(u, f ◦x g)]≈, if u 6= x and v = y,

[(u, f ◦x Dyv(g))]≈, if u 6= x and v 6= y,

where z ∈ X\{x} is arbitrary.
For a two-element set, say {x, y}, the distinguished element idx,y ∈ CO({x, y}) will be

the equivalence class [(x, idy)]≈ (notice that, by (DID), (x, idy) ≈ (y, idx)).

Verifying that x◦y is well-defined requires checking that different representatives of the
classes that are to be composed lead to the same resulting class. Suppose, say, that (u, f)
and (v, g) are such that u = x and v 6= y and let s ∈ X\{x} and w ∈ Y \{v} be arbitrary.
Then, if, say, w = y, we have

[(s,Dsx(f))]≈ x◦y [(y,Dyv(g))]≈ = [(s,Dsx(f) ◦x Dyv(g))]≈,

and (z,Dzx(f) ◦x Dyv(g)) ≈ (s,Dsx(f) ◦x Dyv(g)) by Remark 3.21. If w 6= y, then

[(s,Dsx(f))]≈ x◦y [(w,Dwv(g))]≈ = [(s,Dsx(f) ◦x Dyw(Dwv(g)))]≈,

and, by (DCO) and Remark 3.21, we have

(s,Dsx(f) ◦x Dyw(Dwv(g))) = (s,Dsx(f) ◦x Dyv(g)) ≈ (z,Dzx(f) ◦x Dyv(g)).

From Remark 3.21 it also follows that different choices of z ∈ X\{x} from the first two
cases in the definition of [(u, f)]≈x◦y[(v, g)]≈ lead to the same result. In the remaining of
the proof, we shall assume that (x, f) and (v, g) satisfy the conditions u 6= x and v = y.
We check the axioms.

(A1) Let [(u, f)]≈ ∈ CO(X), [(y, g)]≈ ∈ CO(Y ), [(w, h)]≈ ∈ CO(Z), x ∈ X, y ∈ Y and
w ∈ Z. We prove the instance of associativity that requires the use of (DC2) and (DID),
namely

([(u, f)]≈ x◦y [(y, g)]≈) u◦w [(w, h)]≈ = ([(u, f)]≈ u◦w [(w, h)]≈) x◦y [(y, g)]≈.

Since O(∅) = ∅ and g ∈ O(Y \{y}) (resp. h ∈ O(Z\{w})), we have that Y \{y} 6= ∅ (resp.
Z\{w} 6= ∅). Suppose that X\{x, u} = ∅. For the expression on the left side of the
equality we then have

([(u, f)]≈ x◦y [(y, g)]≈) u◦w [(w, h)]≈ = [(z,Dzu(f ◦x g) ◦u h)]≈,
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where we chose z ∈ Y \{y}. On the other hand, we have

([(u, f)]≈ u◦w [(w, h)]≈) x◦y [(y, g)]≈ = [(v,Dvx(Dxu(f) ◦u h) ◦x g)]≈,

where we chose v ∈ Z\{w}. The associativity follows if we prove that

Dvz(Dzu(f ◦x g) ◦u h) = Dvx(Dxu(f) ◦u h) ◦x g.

For this we use (DC2), followed by (DID), on both sides of the equality. We get

Dv(h) ◦v Duz(Dzu(f ◦x g)) = Dv(h) ◦v (f ◦x g)

on the left side and

(Dv(h) ◦v Dux(Dxu(f))) ◦x g = (Dv(h) ◦v f) ◦x g

on the right side, and the conclusion follows by the axiom [A1] for O. If X\{x, u} 6= ∅
and z ∈ X\{x, u}, the associativity follows more directly by (DC1), by choosing v = z.

(EQ) Let [(u, f)]≈ ∈ CO(X), [(y, g)]≈ ∈ CO(Y ), and let σ1 : X ′ → X and σ2 : Y ′ → Y
be bijections. Let σ−11 (x) = x′, σ−11 (u) = u′ and σ−12 (y) = y′. We prove that

CO(σ1)([(u, f)]≈) x′◦y′ CO(σ2)([(y, g)]≈) = CO(σ)([(u, f)]≈x◦y [(y, g)]≈),

where σ = σ1|X\{x} ∪ σ2|Y \{y}. Let σ′ = σ|X\{x,u}∪Y \{y}. We have

([(u, f)]≈x◦y [(y, g)]≈)σ = [(u, f ◦x g)]σ≈

= [(u′, (f ◦x g)σ
′
)]≈

= [(u′, f τ1 ◦x′ gτ2)]≈ [EQ]

= [(u′, fσ1|X\{u} ◦x′ gσ2|Y \{y})]

= [(u′, fσ1|X\{u})]≈ x′◦y′ [(y′, gσ2|Y \{y})]≈

= [(u, f)]σ1
≈ x′◦y′ [(y, g)]σ2

≈ ,

where τ1 = σ|X\{u} ∪ σ1|x and τ2 = σ|Y \{y} = σ2|Y \{y}.
(U1) For [(u, f)]≈ ∈ CO(X), by [U1], we have

[(y, idx)]≈ y◦u [(u, f)]≈ = [(x,Dxy(idx) ◦y f)]≈ = [(x, idy ◦y f)]≈ = [(x,Dxu(f))]≈ = [(u, f)]≈.

(UP) For [(y, idx)]≈ ∈ CO({x, y}), and a renaming σ : {u, v} → {x, y} of x to u and y
to v,

CO(σ)(idx,y) = CO(σ)([(y, idx)]≈) = [(σ−1(y),O(σ|{x})(idx))]≈ = [(v, idu)]≈ = idu,v.

[the isomorphism of cyclic operads C and COC
(and O and OCO

)] To complete the
proof, it remains to show that species C and COC

(resp. O and OCO
) are isomorphic, and

that the exhibited isomorphism transfers the partial composition f x◦y g (resp. f ◦x g)
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to the partial composition of the images of f and g (under the same isomorphism), as
well as that it preserves units. Categorically speaking, we are proving the isomorphism
of cyclic operads (whose precise definition we give in Section 4). The isomorphism-of-
species part, which is the same as in the proof of the equivalence of algebraic definitions,
will be formally established in Section 4.2 (Lemma 4.3), as a consequence of the cate-
gorical equivalence given by Lamarche in [Lam15] (which will be recalled in Section 4.1).
The components φCX : COC

(X)→ C(X) and ψOX : O(X)→ OCO
(X) of the isomorphisms

φC : COC
→ C and ψO : O→ OCO

, respectively, are defined as follows:

• φCX([(u, f)]≈) = fκ, where κ : X → X\{u} ∪ {∗X\{u}} renames ∗X\{u} to u, and,

• ψOX(f) = [(∗X , f)]≈.

As for the corresponding partial composition translations, for [(u, f)]≈ ∈ COC
(X),

[(y, g)]≈ ∈ COC
(Y ) and x ∈ X\{u} we have

[(u, f)]≈ x◦y [(y, g)]≈ = [(u, f ◦x g)]≈ = [(u, fσ x◦∗Y \{y} g)]≈ = [(u, fσ x◦y gτ2)]≈,

where σ : X\{u}∪{∗X\{u,x}∪Y \{y}} → X\{u}∪{∗X\{u}} renames ∗X\{u} to ∗X\{u,x}∪Y \{y}
and τ2 : Y → Y \{y} ∪ {∗Y \{y}} renames ∗Y \{y} to y. Notice that for the last equality
above we use the axiom (EQ) of both COC

and C. The claim follows since

φCX([(u, fσ x◦y gτ2)]≈) = (fσ x◦y gτ2)κ = f τ1 x◦y gτ2 ,

where κ : X\{x} ∪ Y \{y} → X\{x, u} ∪ Y \{y} ∪ {∗X\{x,u}∪Y \{y}} renames ∗X\{x,u}∪Y \{y}
to u and τ1 : X → X\{u}∪{∗X\{u}} renames u to ∗X\{u}, wherein the last equality above
holds by the axiom (EQ) of C.

For f ∈ O(X) and g ∈ O(Y ), we have

ψOX(f) ◦x ψOY (g) = [(∗X , f)]≈ ◦x [(∗Y , g)]≈

= [(∗X , f)]σ x◦∗Y [(∗Y , g)]

= [(∗X\{x}∪Y , f)] x◦∗Y [(∗Y , g)]≈

= [(∗X\{x}∪Y , f ◦x g)]≈

= ψOX(f ◦x g),

where σ : X ∪ {∗X\{x}∪Y } → X ∪ {∗X} renames ∗X to ∗X\{x}∪Y .
For the unit elements, we have φC{x,y}([(x, idy,∗{y})]≈) = idκy,∗{y} = idx,y, where κ :

{x, y} → {y, ∗{y}} renames ∗{y} to x, and ψO{x}(idx) = [(∗{x}, idx)]≈ = [(x, id∗{x})]≈,
which completes the proof of the theorem.

3.22.1. Algebraic definition. If we think about the algebraic variant of Definition
3.16, it is clear that its cornerstone should be an ordinary operad, i.e. a triple (S, ν, η1)
specified by Definition 2.6, and that the goal is to enrich this structure by a natural
transformation which “glues together” the actions Dx : S(X) → S(X) and encompasses
the coherence conditions these actions satisfy. We give the definition below.
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3.23. Definition. [exchangeable-output, algebraic] A cyclic operad is a quadru-
ple (S, ν, η1, D), such that (S, ν, η1) is an (algebraic) operad, and the natural transforma-
tion D : ∂S → ∂S satisfies the following laws:

(D0) D ◦ η∂S = η∂S,

(D1) D2 = id∂S,

(D2) (∂D ◦ ex)3 = id∂∂S,

as well as the laws (D3) and (D4) given by commutative diagrams

∂(∂S) · S ∂(∂S) · S

∂S ∂S

(ex ◦ ∂D ◦ ex) · id

ν3 ν3

D

and

∂S · ∂S ∂S · ∂S

∂S ∂S · ∂S∂S

D ·D

ν4 c

D ν4

respectively, where ν3 and ν4 are induced from ν as follows:

ν3 : ∂∂S · S il−−−→ ∂∂S · S + ∂S · ∂∂S ϕ−1

−−−−→ ∂(∂S · ∂S)
∂ν−−−→ ∂S, and

ν4 : ∂S · ∂S ir−−−→ ∂∂S · S + ∂S · ∂∂S ϕ−1

−−−−→ ∂(∂S · ∂S)
∂ν−−−→ ∂S.

That Definition 3.23 is equivalent to Definition 3.16 will follow after the proof of the
equivalence between Definition 3.23 and Definition 3.8 in the next section (see Table 2).
As for a direct evidence, we content ourselves by showing the correspondence between
D and the Dx’s, which we shall use in Section 4.1. Given D : ∂S → ∂S, one defines
Dx : S(X)→ S(X) as

Dx = S(σ−1) ◦DX\{x} ◦ S(σ), (6)

where σ : X\{x}∪{∗X\{x}} → X renames x to ∗X\{x}. In the opposite direction, we define
DX : ∂S(X) → ∂S(X) via Dx as DX = D∗X . The correspondence between the axioms
of D and the ones of Dx is given in Table 4 below. In particular, (∂D ◦ ex)3 = id∂∂S
corresponds exactly to the law (DCO) (that holds thanks to (DEQ) and (DEX)).

D Dx

D ◦ η∂S = η∂S (DID)

D2 = id∂S (DIN)

(∂D ◦ ex)3 = id∂∂S (DEQ), (DEX)

commutative square (DC1)

commutative pentagone (DC2)

Table 4

3.24. Remark. Notice that, since ex ◦ ∂D ◦ ex = ∂D ◦ ex ◦ ∂D, the diagram obtained
by replacing (ex ◦ ∂D ◦ ex) · id with (∂D ◦ ex ◦ ∂D) · id in (D3) also commutes.
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4. The equivalence established

This section deals with the proof of the equivalence between the two algebraic definitions
of cyclic operads, Definition 3.8 and Definition 3.23. Based on the equivalence between
the category of species which are empty on the empty set and the category of species with
descent data, established by Lamarche in [Lam15], this equivalence holds for constant-free
cyclic operads, i.e. cyclic operads for which the underlying species S is such that S(∅) =
S({x}) = ∅ (in the entries-only characterisation) and S(∅) = ∅ (in the exchangeable-
output characterisation), as we indicated in Section 2.2.

4.1. Descent theory for species. The equivalence of Lamarche comes from the
background of descent theory. In the case of species, one starts with the question

Can we “reconstruct” a species T , given ∂T?

Intuitively, given the morphism ∂+ : Bijop → Bijop in Cat, defined as ∂+(X) = X∪{∗X},
the idea is to recover a morphism T : Bijop → Set from S = ∂T by “descending” along
∂+.

Bijop Set

Bijop Set

∂T

∂+ idSet

T

Such a reconstruction is clearly not possible without an additional data, called the descent
data, that compensates the loss of information caused by the action of the functor ∂ :
Spec→ Spec.

Lamarche [Lam15] defines a descent data as a pair (S,D) of a species S and a natural
transformation D : ∂S → ∂S, such that D2 = id∂S, and (∂D ◦ exS)3 = id∂∂S, and he
proves that the assignment ∂ : Spec/∅ → Spec+, defined as

T 7→ (∂T, exT ),

is an equivalence of categories4. Here Spec/∅ denotes the category of species S such that
S(∅) = ∅ and Spec+ denotes the category of descent data. For (S,D) ∈ Spec+, the
inverse functor

∫
: Spec+ → Spec/∅ is defined as∫

(S,D)(X) =
∑
x∈X

S(X\{x})/≈,

where ≈ is defined as in (4), whereby the actions Dx are defined via D as in (6).

4Lamarche proves this equivalence in a skeletal setting, by considering functors of the form S : Finop →
Set, where Fin denotes the category of finite cardinals and permutations. The non-skeletal version that
we present is an easy adaptation of his result.
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4.2. The main theorem. Let Spec/∅,{∗} be the subcategory of Spec/∅ of species S
such that S(∅) = S({x}) = ∅, for all singletons {x}, and let Spec+/∅ be the subcategory
of Spec+ of descent data with species S such that S(∅) = ∅. The next result is a direct
consequence of the equivalence of Lamarche from Section 4.1.

4.3. Lemma. The assignment ∂ : Spec/∅,{∗} → Spec/+∅ , defined in the same way as in
4.1, is an equivalence of categories.

Let COen(Spec/∅,{∗}) be the category of entries-only cyclic operads (S, ρ, η2) such
that S is an object of Spec/∅,{∗}, and let COex(Spec/+∅ ) be the category of exchangeable-
output cyclic operads (S, ν, η1, D) such that (S,D) is an object of Spec+/∅. In both of
these categories, the (iso)morphisms are natural transformations (natural isomorphisms)
between underlying species which preserve the cyclic-operad structure.

The main result of this work is the proof that the equivalence of Lamarche carries over,
via Lemma 4.3, to an equivalence between the two algebraic definitions of cyclic operads,
formally given as the categorical equivalence between the two categories introduced above.

4.4. Remark. The reason for restricting the equivalence of Lamarche to the one of
Lemma 4.3 (and, therefore, to the equivalence of constant-free cyclic operads) lies in the
fact that, given a species S from Spec/∅, the constraint S(∅) = ∅ makes the component
ρ∅ : (∂S · ∂S)(∅) → S(∅) of the multiplication ρ : ∂S · ∂S → S the empty function, in
which case the condition S({∗∅}) = ∅ is needed in order for the domain of ρ∅ to also be
the empty set. Therefore, in the context of cyclic operads, we have to consider Spec/∅,{∗}
instead of Spec/∅, and, consequently, Spec/+∅ instead of Spec+.

4.5. Theorem. The categories COen(Spec/∅,{∗}) and COex(Spec/+∅ ) are equivalent.

Proof. We follow the same steps as we did for the previous two theorems. The precise
definitions of the functors and natural trasformations that constitute the equivalence are
cumbersome, but easy to derive from the transitions we make below.

[exchangeable-output ⇒ entries-only] Given a cyclic operad O = (T, νT , η1T , DT )
from COex(Spec/+∅ ), by Lemma 4.3 we know that (T,DT ) ' (∂S, exS), for some species
S from Spec/∅,{∗}. Together with the definitions of νT and ηT , this equivalence gives rise
to an operad (∂S, ν∂S , η1∂S , exS) such that O ' (∂S, ν∂S , η1∂S , exS). Since

∫
(∂S, exS) ' S,

defining a cyclic operad over the species
∫
T amounts to defining a cyclic operad CO =

(S, ρνS , η2S) over the species S. We define CO below, whereby we shall write ρ for ρνS and
η2 for η2S .

For X = ∅, ρX : (∂S · ∂S)(X) → S(X) is the empty function. For X 6= ∅, defining
ρX amounts to defining ρ′X : ∂(∂S · ∂S)(X) → ∂S(X). We set ρ′ = [ρ′1, ρ

′
2] ◦ ϕ, where

ρ′1 : ∂∂S · ∂S → ∂S and ρ′2 : ∂S · ∂∂S → ∂S are determined as

ρ′1 : ∂∂S · ∂S ex·id−−−−→ ∂∂S · ∂S ν−−→ ∂S and ρ′2 = ρ′1 ◦ c.

Defining η2 amounts to defining ∂η2 : ∂E2 → ∂S, for which we set ∂η2 = η1∂S ◦ ε2. We
verify the axioms.
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(CA1) By Corollary 3.11, the axiom (CA1) for CO comes down to the equality ρ21◦γ1 =
ρ11, whereas ρ21 ◦ γ1 = ρ11 follows from ∂ρ21 ◦ ∂γ1 = ∂ρ11. We prove the latter equality.

In Diagram 4, the triangle T is the diagram whose commutation we aim to prove and
the diagrams L and R are obtained by unfolding the definitions of ∂ρ11 and ∂ρ21. We then
express ∂(ρ′ · id) in L and R as ∂([ρ′1, ρ

′
2] · id) ◦ ∂(ϕ · id). Snce ∂(ϕ · id) ◦ ∂(ϕ−1 · id) = id

and ∂([ρ′1, ρ
′
2] · id) ◦ ∂(i · id) = ∂(ρ′1 · id), we transformed Diagram 4 into Diagram 5, in

which L′ and R′ commute.

∂(∂S · ∂S)

∂((∂∂S · ∂S + ∂S · ∂∂S) · ∂S)

∂((∂∂S · ∂S) · ∂S) ∂((∂∂S · ∂S) · ∂S)

∂((∂∂S · ∂S + ∂S · ∂∂S) · ∂S)∂((∂∂S · ∂S + ∂S · ∂∂S) · ∂S)

∂(∂(∂S · ∂S) · ∂S) ∂(∂(∂S · ∂S) · ∂S)

∂S

T

RL

∂γ1

∂ρ11 ∂ρ21

∂(i · id)∂(i · id)

∂(ϕ−1 · id) ∂(ϕ−1 · id)

∂(ρ′ · id)∂(ρ′ · id)

∂(ϕ · id)∂(ϕ · id)

ρ′

∂([ρ′1, ρ
′
2] · id)

Diagram 4.

∂((∂∂S · ∂S) · ∂S) ∂((∂∂S · ∂S) · ∂S)

∂S

∂(∂S · ∂S)

L′ R′

T

∂γ1

∂(ρ′1 · id) ∂(ρ′1 · id)

∂ρ11 ∂ρ21

ρ′

Diagram 5.

Therefore, the equality that needs to be proven is A◦∂γ1 = A, where A = ρ′◦∂(ρ′1 ·id). By
implementing ρ′ = [ρ′1, ρ

′
2]◦ϕ in A and then by using the equalities [∂ρ′1 · id , ρ′1 ·∂id ]◦ϕ =

ϕ ◦ ∂(ρ′1 · id) and ∂id = id , A is reformulated as A = [B,C] ◦ϕ, where B = ρ′1 ◦ (∂ρ′1 · id)
and C = ρ′2 ◦ (ρ′1 · id). By setting Γ = ϕ◦∂γ1 ◦ϕ−1, the equality A◦∂γ1 = A reformulates
as [B,C] = [B,C] ◦ Γ . Since Γ can be expressed by the commutation of Diagram 65,
by setting D = B ◦ (ϕ−1 · id) ◦ (il · id) and E = B ◦ (ϕ−1 · id) ◦ (ir · id), the equality
[B,C] = [B,C] ◦ Γ is proven if the following three equalities hold:

D = D◦(α−1◦(∂ex·c)◦α), E = C◦(α−1◦(ex·c)◦α) and C = E◦(α−1◦(ex·c)◦α).

5 In the top horizontal arrow of Diagram 6, the first ex · c maps the second summand on the left to
the third one on the right, and the second ex · c maps the third summand on the left to the second one
on the right.
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(∂∂∂S · ∂S + ∂∂S · ∂∂S) · ∂S + (∂∂S · ∂S) · ∂∂S

(∂∂∂S · ∂S) · ∂S + (∂∂S · ∂∂S) · ∂S + (∂∂S · ∂S) · ∂∂S

(∂∂∂S · ∂S + ∂∂S · ∂∂S) · ∂S + (∂∂S · ∂S) · ∂∂S

(∂∂∂S · ∂S) · ∂S + (∂∂S · ∂∂S) · ∂S + (∂∂S · ∂S) · ∂∂S

∂∂∂S · (∂S · ∂S) + ∂∂S · (∂∂S · ∂S) + ∂∂S · (∂S · ∂∂S) ∂∂∂S · (∂S · ∂S) + ∂∂S · (∂∂S · ∂S) + ∂∂S · (∂S · ∂∂S)

∂(∂∂S · ∂S) · ∂S + (∂∂S · ∂S) · ∂∂S∂(∂∂S · ∂S) · ∂S + (∂∂S · ∂S) · ∂∂S

∆ + id

α + α + α

∂ex · c + ex · c + ex · c

∆−1 + id

α−1 + α−1 + α−1

Γ

ϕ · id + id ϕ−1 · id + id

Diagram 6.

Therefore, the first equality that needs to be proven is

ρ′1 ◦ (∂ρ′1 · id) ◦ (ϕ−1 · id) ◦ (il · id) = ρ′1 ◦ (∂ρ′1 · id) ◦ (ϕ−1 · id) ◦ (il · id) ◦ (α−1 ◦ (∂ex · c) ◦α),

and the outer part of Diagram 7 corresponds exactly to this equality once the definition of
ρ′ (via ν) is unfolded. The rest of the arrows show that the outer part indeed commutes.
Notice that
• Jl and Jr commute since they are the commuting squares from Remark 3.24 and

Definition 3.23, respectively, once the definition of ν3 is unfolded and D is set to be
ex,

• K commutes as it represents the equality ν21 ◦ β1 = ν11 (see Definition 2.6), and

• Il, Ir, L and M commute as they represent naturality conditions for ϕ and α.

(∂∂∂S · ∂S) · ∂S

Il Ir

∂(∂∂S · ∂S) · ∂S

∂(∂∂S · ∂S) · ∂S

∂∂S · ∂S

∂∂S · ∂S

∂∂∂S · (∂S · ∂S) ∂∂∂S · (∂S · ∂S) (∂∂∂S · ∂S) · ∂S

∂(∂∂S · ∂S) · ∂S

∂(∂∂S · ∂S) · ∂S

∂∂S · ∂S

∂∂S · ∂S

∂S

K

L

M

Jl Jr

(∂∂∂S · ∂S) · ∂S

(∂∂∂S · ∂S) · ∂S

∂(∂∂S · ∂S) · ∂S

(∂∂∂S · ∂S) · ∂S

(∂∂∂S · ∂S) · ∂S

∂(∂∂S · ∂S) · ∂S

α

(∂
ex
· id

) ·
id

(ϕ−1 ◦ il)·id

∂(ex · id) · id

∂ν · id

ex · id

ν

(ϕ−1 ◦ il)·id

∂(ex · id) · id

∂ν · id

ex · id

ν

∂ex · c α−1

(ϕ−1 ◦ il)·id (ϕ−1 ◦ il)·id

(∂ex ◦ ex ◦ ∂ex) · id

(ϕ−1 ◦ il) · id

α·-1◦(∂ex · c)◦α·

∂ν · id

(ex ◦ ∂ex ◦ ex) · id

(ϕ−1 ◦ il) · id

∂ν · id

α·-1◦(ex · c)◦α·

(∂ex · id) · id

Diagram 7.
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The second equality is ρ′1 ◦ (∂ρ′1 · id) ◦ (ϕ−1 · id) ◦ (ir · id) = ρ′2 ◦ (ρ′1 · id) ◦α−1 ◦ (ex · c) ◦α,
and the corresponding diagram is (the outer part of) Diagram 8. This diagram commutes
because

• I is the commuting pentagon from Definition 3.23, once the definition of ν4 is un-
folded and D is set to be ex, and

• J commutes as it corresponds to the equality ν22 ◦ β2 = ν12 (see Definition 2.6).

(∂∂S · ∂∂S) · ∂S

∂(∂∂S · ∂S) · ∂S

∂(∂∂S · ∂S) · ∂S

∂∂S · ∂S

∂∂S · ∂S

∂∂S · (∂∂S · ∂S) ∂∂S · (∂S · ∂∂S) (∂∂S · ∂S) · ∂∂S

(∂∂S · ∂S) · ∂∂S

∂S · ∂∂S

∂∂S · ∂S

∂∂S · ∂S

∂S

(∂∂S · ∂∂S) · ∂S

I

J

(∂∂S · ∂∂S) · ∂S

∂∂S · (∂∂S · ∂S)(∂∂S · ∂∂S) · ∂S

∂(∂∂S · ∂S) · ∂S

∂∂S · (∂∂S · ∂S)

(∂∂S · ∂∂S) · ∂S

∂∂S · (∂S · ∂∂S)

∂∂S · (∂∂S · ∂S)

c · id

α

α·

α

id · c α·−1

c

id · ν

(ϕ−1 ◦ ir) · id

∂(ex · id) · id

∂ν · id

ex · id

ν

(ex · id)·id

ν · id

c

ex · id

ν

ex · c

(ex · id) · id

(ϕ−1 ◦ ir)·id

∂ν ·id

(ex · ex)·id

c·id

(ϕ−1 ◦ ir)·id

α

ex · id

id · ν

α·−1

Diagram 8.

The last equality is ρ′2 ◦ (ρ′1 · id) = ρ′1 ◦ (∂ρ′1 · id) ◦ (ϕ−1 · id) ◦ (ir · id) ◦α−1 ◦ (ex · c) ◦α,
and it follows from the second one since (ex · c)−1 = ex · c.

(CA2) By similar analysis as we did for (CA1), it can be shown that (CA2) follows
from the equalities

ρ1 ◦ (∂∂ηC · id) = ∂π1 ◦ ∂λN ◦ (ϕ−1 ◦ il) : ∂∂E2 · ∂S → ∂S (7)

and
ρ2 ◦ (∂ηC · id) = ∂π1 ◦ ∂λN ◦ (ϕ−1 ◦ ir) : ∂E2 · ∂∂S → ∂S. (8)

In Diagram 9, the inner triangle represents the equation (7). It commutes by the
commutations of the three diagrams that surround it (easy to check) and from the com-
mutation of the outer triangle, which represents the left triangle from the axiom (OA2).
The equality (8) is verified by a similar diagram, whose outer part will commute as the
right triangle from (OA2).
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∂∂E2 · ∂S

∂E1 · ∂S

∂∂S · ∂S

∂∂S · ∂S

∂(∂E2 · ∂S)

∂S

D1

∂S•

∂∂ηC · id
∂ε2 · id

ϕ−1 ◦ il

∂λN ρ1

ν

ex · id

ηO · id

λ?

∂π1

Diagram 9.

[entries-only ⇒ exchangeable-output] Given a cyclic operad C = (S, ρS , η2S), we
define OC = (∂S, νρ∂S , η1∂S , exS) by introducing νρ∂S : ∂S ? ∂S → ∂S (ν for short) as

ν : ∂∂S · ∂S ex·id−−−−→ ∂∂S · ∂S il−−→ ∂∂S · ∂S + ∂S · ∂∂S ϕ−1

−−−−→ ∂(∂S · ∂S)
∂ρ−−−→ ∂S,

and η1∂S : E1 → ∂S (η1 for short) as η1 = ∂η2S ◦ ε−12 . We now indicate how to verify the
axioms.

[OA1] The verification of [OA1] for OC uses equalities (∂ex ◦ ex)3 = id∂∂S and
∂ρ2 ◦ ∂γ = ∂ρ1. The outer part of Diagram 10 represents the equality ν21 ◦ β1 = ν11
(once the definition of ν via ρ is unfolded). The proof that it commutes uses

• the commutation of the diagram E, where ψ = (ϕ−1 ◦ il)◦ ((ϕ−1 ◦ il) · id)◦ ((ex · id) ·
id) ◦ ((∂ex · id) · id), which follows by the equality ∂ex ◦ ex ◦ ∂ex = ex ◦ ∂ex ◦ ex,

• the commutation of the diagram G, which represents the equality ∂ρ21 ◦∂γ1 = ∂ρ11,

• the commutations of F1 and F2, which are simple “renaming” diagrams, and

• the commutations of R1 and R2, which follow by the naturality of ρ.

The outer part of Diagram 11, which represents the equality ν22 ◦ β2 = ν12, commutes by

• the commutation of the diagram E, where φ1 = ϕ−1 ◦ il ◦ (ϕ−1 ◦ il ◦ (ex · id)) · id
and φ2 = ϕ−1 ◦ il ◦ (ex · id), which follows by the naturality of γ2 (notice that
γ2 = (id · (ex · id)) ◦ α),

• the commutation of G, which represents the equality ∂ρ22 ◦ ∂γ2 = ∂ρ12, and

• the commutations of F1, F2, R1 and R2, which are of the same kind as in Diagram 10.

Notice that the equality ν23 ◦ β3 = ν13 also follows by the commutation of Diagram 11.

[OA2] The commutation of the left triangle from [OA2] follows by replacing ν in
Diagram 9 with its definition via ρ and by setting ρ1 = ∂ρ ◦ ϕ−1 ◦ il. The commutation
of the right triangle follows analogously, relative to the diagram that arises in the proof
of the equality (8).
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(∂∂∂S · ∂S) · ∂S

∂∂S · ∂S

∂(∂S · ∂S)

∂(∂(∂S · ∂S) · ∂S) ∂(∂(∂S · ∂S) · ∂S)

∂((∂∂S · ∂S) · ∂S) ∂((∂∂S · ∂S) · ∂S)

∂(∂S · ∂S)

∂∂(∂S · ∂S) · ∂S

∂∂(∂S · ∂S) · ∂S

∂(∂∂S · ∂S) · ∂S

∂(∂∂S · ∂S) · ∂S

∂∂∂S · (∂S · ∂S) ∂∂∂S · (∂S · ∂S) (∂∂∂S · ∂S) · ∂S

∂∂S · ∂S

∂∂(∂S · ∂S) · ∂S

∂∂(∂S · ∂S) · ∂S

∂(∂∂S · ∂S) · ∂S

∂(∂∂S · ∂S) · ∂S

∂S

E

G

F1 F2

R1 R2

α·

(ϕ−1 ◦ il) · id

ψ ψ

∂∂ρ · id

ϕ−1 ◦ il

∂((ϕ−1 ◦ il) · id)

∂((ϕ−1 ◦ il) · id)

∂γ1

∂(∂ρ
· id) ∂(∂ρ · id)

ϕ−1 ◦ il

ϕ−1 ◦ il

∂(ϕ−1 ◦ il) · id

∂(ex · id) · id

∂ρ ∂ρ

(ϕ−1 ◦ il) · id

∂∂ρ · id

ex · idex · id

ϕ
−1 ◦ il

∂(ϕ−1 ◦ il) · id

∂(ex · id) · id

ex · c α·−1

Diagram 10.

(∂∂S · ∂∂S) · ∂S

∂(∂(∂S · ∂S) · ∂S)

∂(∂S · (∂∂S · ∂S))

∂(∂S · ∂(∂S · ∂S))

∂((∂S · ∂∂S) · ∂S)

∂∂S · ∂S

∂(∂S · ∂S)

∂∂(∂S · ∂S) · ∂S

∂∂(∂S · ∂S) · ∂S

∂(∂∂S · ∂S) · ∂S

∂(∂∂S · ∂S) · ∂S

∂∂S · (∂∂S · ∂S)

∂(∂S · ∂S)

∂∂S · ∂S

∂∂S · ∂(∂S · ∂S)

∂∂S · ∂(∂S · ∂S)

∂∂S · (∂∂S · ∂S)

∂S

E

G

F1 F2

R1

R2

∂(∂ρ
· id)

∂γ2

∂(id · ∂ρ)

∂(id · (ϕ−1 ◦ il))

φ1

φ2

∂((ϕ−1 ◦ ir) · id)

α

(ϕ−1 ◦ ir) · id

∂∂ρ · id

ϕ−1 ◦ il
∂ρ

∂ρ

∂(ϕ−1 ◦ il) · id

∂(ex · id) · id

id · (ex · id)

ϕ−1 ◦ il

id · ∂ρ

ϕ
−1 ◦

i l
ex · id

ex · id

ϕ−1 ◦ il

id · (ϕ−1 ◦ il)

Diagram 11.

[the isomorphism of cylcic operads C and COC
(and O and OCO

)] As it was the
case in the proof of Theorem 3.22, the isomorphism at the level of the underlying species
exists by Lemma 4.3. The first isomorphism of cyclic operads follows from the equalities6

∂η2S = ∂η2S ◦ ε−12 ◦ ε2 and ∂ρS = ρ′
ν∂Sρ

. As for the second equality, since ρ′
ν∂Sρ
◦ ϕ−1 =

6These would be isomorphisms rather than equalities if we considered the sequence S → ∂S →
∫
∂S

instead of S → ∂S → S.
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[ρ′1ν∂Sρ , ρ′2ν∂Sρ ], it follows from equalities ∂ρS ◦ ϕ−1 ◦ il = ρ′1ν∂Sρ and ∂ρS ◦ ϕ−1 ◦ ir = ρ′2ν∂Sρ .

We have

ρ′1ν∂Sρ = ν∂Sρ ◦ (ex · id∂S) = ∂ρS ◦ ϕ−1 ◦ il ◦ (ex · id∂S) ◦ (ex · id∂S) = ∂ρS ◦ ϕ−1 ◦ il

and
ρ′2ν∂Sρ = ν∂Sρ ◦ (ex · id∂S) ◦ c = ∂ρS ◦ ϕ−1 ◦ il ◦ (ex · id∂S) ◦ (ex · id∂S) ◦ c

= ∂ρS ◦ ϕ−1 ◦ il ◦ c = ∂ρS ◦ ∂c ◦ ϕ−1 ◦ ir = ∂ρS ◦ ϕ−1 ◦ ir .

The second isomorphism follows from the equalities7 ∂η∂S1 = ∂(η∂S1 ◦ ε2) ◦ ε−12 and

νρν = ∂ρν ◦ ϕ−1 ◦ il ◦ (ex · id)

= [ν ◦ (ex · id∂S), ν ◦ (ex · id∂S) ◦ c] ◦ ϕ ◦ ϕ−1 ◦ il ◦ (ex · id)

= ν ◦ (ex · id∂S) ◦ (ex · id) = ν.

Conclusion

Given a category C equipped with a bifunctor � : C × C → C that does not bear
a monoidal structure, a question of finding the “minimal” associativity-like and unit-
like isomorphisms can be asked, which leads to categorifications of monoid-like algebraic
structures in a way analogous to the one illustrated in Table 1 in Introduction. If such
isomorphisms (and unit-like objects) are established, we could say that C (together with
the additional structure) is a monoidal-like category and define in a natural way a monoid-
like object in C - this is what the microcosm principle is about. In this paper we exhibited
one such monoidal-like category: (Spec,N, E2), which allowed us to deliver the algebraic
definition of entries-only cyclic operads (Definition 3.8):

A cyclic operad is a monoid-like object in the monoidal-like category (Spec,N, E2),

represented more explicitly in Table 4.

Monoidal-like category Spec Monoid-like object S ∈ Spec

product N : Spec× Spec→ Spec ρ : SNS → S

unit E2 ∈ Spec η2 : E2 → S

associativity8 γS,T,U : (SNT )NU + TN(SNU) + (TNU)NS

→ SN(TNU) + (SNU)NT + UN(SNT )

(CA1)

left unit9 λNS : E2NS → S• (CA2)

right unit9 κNS : SNE2 → S• Corolary 3.12

Table 4. A cyclic operad defined internally to the monoidal-like category of species.

7Like before, these would be isomorphisms if we considered the sequence S →
∫
S → ∂

∫
S.

8Actually, the “minimal” associativity-like isomorphism.
9Analogously, the “minimal” unit-like isomorphism.
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We also introduced the algebraic definition of exchangeable-output cyclic operads (Def-
inition 3.23), by first upgrading the structure (Spec, ?), exhibited by Fiore, into the
monoidal-like category (Spec, ?, E1), and then by endowing the monoid-like objects of
this category, i.e. operads (see Table 5), with a natural transformation that accounts for
the “input-output interchange”.

Monoidal-like category Spec Monoid-like object S ∈ Spec

product ? : Spec× Spec→ Spec ν : S ? S → S

unit E1 ∈ Spec η1 : E1 → S

associativity10 βS,T,U : (S ? T ) ? U + S ? (U ? T )

→ S ? (T ? U) + (S ? U) ? T
(OA1)

left unit

right unit

λ?S : E1 ? S → S

ρ?S : S ? E1 → S
(OA2)

Table 5. An operad defined internally to the monoidal-like category of species

The main correspondence that we established is the equivalence between these two
algebraic definitions, which consolidates the equivalence between the two points of view
on cyclic operads.

Future work will involve establishing the notion of weak Cat-cyclic-operad, i.e. a cyclic
operad enriched over the category Cat of small categories, by replacing in Definition 3.2
the category Set with Cat and the equations given by the axioms with isomorphisms
in Cat. We presume that the task of formulating the coherence conditions for these
isomorphisms represents a further categorification of the notion of monoid-like object in
(Spec,N, E2). This work is motivated by the article [DP15] of Došen and Petrić, where
they introduced the notion of weak Cat-operad.
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