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Abstract. Ambiguous situations are referred to as situations that are open to more 

than one interpretation. Our objective is to train individuals to handle this kind of 

situations using Virtual Environments for Training (VET). However, producing 

a large panel of ambiguous situations adapted to the learner requires serious au-

thoring efforts. To address this issue, we propose to generate these situations au-

tomatically without having to write them beforehand. 
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1 Introduction 

Critical situations can be defined as complex and dynamic situations, often unexpected 

and difficult to anticipate. These situations are characterized by several dimensions 

such as ambiguity [1]. This latter refers to situations where the state of the world is 

subject to different interpretations. In complex domains, especially when the safety of 

the self and the others is concerned (e.g. healthcare, driving), individuals need to be 

trained to identify, handle and anticipate such situations. Failing to handle these situa-

tions can lead sometimes to disastrous consequences. This is why training in genuine 

conditions is not always possible. Therefore, using VET can help in that matter. Our 

pedagogical objective here, is to complete the initial training of the learners. We sup-

pose that they have already acquired the needed technical skills, and we aim to train 

them to make use of their non-technical skills (e.g. communication, situation aware-

ness). The purpose, in particular, is to train them to reduce the ambiguity in such situa-

tions in order to be able to make the most appropriate decisions. To provide such train-

ing, we need to confront the learners to various ambiguous situations. However, the 

complex nature of the domains stands against the possibility of writing all the possible 

situations beforehand. Especially if we want to have a control on the simulation and 

present “explicable” situations that enable us to debrief with the learners afterwards. 

One way to address this issue is to generate these situations automatically. This paper 

is organized as follows: In section 2, we present a quick review of the literature on 

ambiguity. Then, in section 3, we list some related work. Finally, in section 4, we detail 

the ambiguity generation process. 
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2 Ambiguity 

The Merriam-Webster dictionary defines ambiguity as “a word or expression that can 

be understood in two or more possible ways”. This might be the most common defini-

tion that comes to people’s mind when ambiguity is referred to. In his famous paper in 

1961, Ellsberg [2] defined ambiguity as “a quality depending on the amount, type, re-

liability and ‘unanimity’ of information, and giving rise to one’s degree of confidence 

in an estimate of relative likelihoods”. This description considers the information as the 

core item of ambiguity. It is also the case of several conceptions of ambiguity in statis-

tics, economics and risk assessment. Camerer and Weber [3] for example, defines am-

biguity as “uncertainty about probability, created by missing information that is rele-

vant and could be known”. Ambiguity is also referred to as epistemic uncertainty [4]. 

This latter comes from the lack of information. Thus, unlike the aleatory uncertainty, it 

is reducible. Blockley [5] defines ambiguity as a mix of Fuzziness and Incompleteness 

that corresponds to the epistemic dimensions of his space. While these previous con-

ceptions of ambiguity focus on information, Gaver et al. [7] distinguish three broad 

classes of ambiguity: (1) Ambiguity of information that finds its source in the artefact 

itself, (2) Ambiguity of context that finds its source in the sociocultural discourses that 

are used to interpret it and (3) Ambiguity of relationship that find its source in the inter-

pretative and evaluative stance of the individual. In this paper, we focus on the genera-

tion of the first class of ambiguity. It emerges mainly from the remediable lack of rele-

vant information and/or the poor quality of the available information. In healthcare for 

instance, an example for such ambiguity would be a doctor facing a situation where the 

medical record of the patient says that s/he is not allergic to a given substance, but 

manifested anyway an allergic reaction when this substance was administrated. 

3 Related work 

Cottone et al. [8] conducted a study using a virtual city to investigate how people cope 

with ambiguity using different means of communication (face-to-face, chat and phone). 

The participants’ goal was to meet at a specific place of their choice. The virtual city 

was purposely designed to contain similar places to create ambiguity. Mantovani et al. 

[9] investigated the suitability of virtual environments for safety training, in particular 

in capturing ambiguity. The participant’s goal was to find a way out from a virtual 

library using two types of emergency signs. A particular group faced an ambiguous 

situation where there was a red ribbon blocking the exit. The participants did not know 

if they should respect it in this emergency context and find another way out, or they 

should pass over it. In military field, Raybourn et al. [10] created a multiplayer game 

to train Special Forces Team Leaders to cope with  “uncertain” scenarios such as am-

biguous situations. In all these systems, ambiguous situations are written beforehand. 

As far as complex domains are concerned, especially when the learner has to be con-

fronted to a large panel of situations, this approach is doomed to fail. Our ambition is 

to design an original system that generates automatically ambiguous situations. To our 

best knowledge, there is no system in the literature that adopts such approach.  
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4 Ambiguity generation 

Gaver et al. presented several tactics to create ambiguity of information. In this section, 

we detail four ways, inspired by these tactics, and illustrate them with examples.  

Using incomplete representation to emphasize uncertainty by hiding relevant infor-

mation that is crucial for determining which action to take. Let A={a1,...,an} be the pos-

sible actions and {P1,…Pn} be respectively the sets of their preconditions such as their 

intersection is not empty. We define the function 𝑓(𝐴) which input is a set of actions 

A. The function output is the symmetric difference of the preconditions of the actions. 

This corresponds to the relevant information that needs to be hidden. 

𝑓(𝐴) = (𝑃1 ∪ 𝑃2 ∪ … ∪ 𝑃𝑛) ∖ (𝑃1⋂ 𝑃2 ⋂ … ⋂𝑃𝑛) 

For example, let us consider the following actions: 𝑎1 = "𝑃𝑎𝑠𝑠 𝑎𝑡 𝑔𝑟𝑒𝑒𝑛 𝑙𝑖𝑔ℎ𝑡" and 

𝑎2 = "𝑆𝑡𝑜𝑝 𝑎𝑡 𝑟𝑒𝑑 𝑙𝑖𝑔ℎ𝑡" with the following preconditions: 𝑃1 =
{"TrafficSign is Light", "𝐿𝑖𝑔ℎ𝑡 ℎ𝑎𝑠𝐶𝑜𝑙𝑜𝑟 𝐺𝑟𝑒𝑒𝑛"} and 𝑃2 = {"TrafficSign is Light",
"𝐿𝑖𝑔ℎ𝑡 ℎ𝑎𝑠𝐶𝑜𝑙𝑜𝑟 𝑅𝑒𝑑"}. The common precondition of the two actions is that there 

must be a traffic light. The relevant information here is the color of the light. As long 

as this information is unknown, this situation can be interpreted, at least, in two ways:  

either the light is green, therefore the action “𝑃𝑎𝑠𝑠 𝑎𝑡 𝑔𝑟𝑒𝑒𝑛 𝑙𝑖𝑔ℎ𝑡” is relevant, or the 

light is red, therefore the action “𝑆𝑡𝑜𝑝 𝑎𝑡 𝑟𝑒𝑑 𝑙𝑖𝑔ℎ𝑡” is relevant. Thus, according the 

output of this function, the view to the traffic light must be obstructed in the simulation.  

Using fuzzy information to emphasize uncertainty by casting impreciseness or 

vagueness in information. We define the fuzzifier function 𝑓(𝐴𝑖, 𝜀) which inputs are an 

assertion 𝐴𝑖 and a threshold 𝜀 ∈ [0,1] that represents the degree of fuzziness to go below 

it. The output of the function is a set of assertions A that correspond to a world state 

that needs to be reached. For example, the main character is followed by a Car. To make 

this information fuzzy we can provoke a fog: 

𝑓(“𝐿𝑒𝑎𝑟𝑛𝑒𝑟𝐶𝑎𝑟 𝐵𝑒ℎ𝑖𝑛𝑑𝑂𝑏𝑗𝑒𝑐𝑡 𝐶𝑎𝑟 ”, 0.5) =  {"Wheather Is Foggy"} 

Casting doubt on sources to provoke independent assessment by adjusting the world 

state in order to reduce the credibility of the sources. In a fuzzy representation, each 

source of information has a degree of credibility. We define the function 𝑓(𝑠, 𝜀) which 

inputs are the source s (e.g. object, character) and a threshold 𝜀 ∈ [0,1] that represents 

the degree of credibility to go below it. The output of the function is a set of assertions 

A that correspond to a world tate that needs to be reached. For example, the main char-

acter wants to ask a pedestrian for directions. One way to reduce this source’s credibil-

ity would be to make this pedestrian drunk:   

 𝑓(“𝑃𝑒𝑑𝑒𝑠𝑡𝑟𝑖𝑎𝑛”, 0.2) =  {“𝑃𝑒𝑑𝑒𝑠𝑡𝑟𝑖𝑎𝑛 𝑖𝑠𝐷𝑟𝑢𝑛𝑘 𝑡𝑟𝑢𝑒”} 

Exposing inconsistencies to create a space of interpretation by providing infor-

mation that is conflictual with the learner’s mental model. We define the function 𝑓(𝑚) 

which input is the mental model of the learner m (set of assertions). The output is the 

set of assertions that are contradictory with m. For example, if the traffic light is red, 

one way to create a conflictual situation is to turn on the green light too. 
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𝑓({"𝑇𝑟𝑎𝑓𝑓𝑖𝑐𝐿𝑖𝑔ℎ𝑡 𝐶𝑜𝑙𝑜𝑟 𝑅𝑒𝑑"}, 0.1)  =  {"𝑇𝑟𝑎𝑓𝑓𝑖𝑐𝐿𝑖𝑔ℎ𝑡 𝐶𝑜𝑙𝑜𝑟 𝐺𝑟𝑒𝑒𝑛"} 

5 Discussion and evaluation 

This conceptual proposition is in need of evaluation. Firstly, we need to evaluate that 

the generated situations are truly ambiguous. To achieve that, we propose to confront 

individuals to both generated and scripted (written beforehand) situations. The compar-

ison between how these two types of situations are perceived by the individuals will 

give us an indication about how successful is the system in generating ambiguity. Sec-

ondly, we need to investigate how confronting individuals to ambiguous situations im-

proves their non-technical skills. To do so, we propose to study how they reduce the 

ambiguity before and after confronting them to a large panel of ambiguous scenarios. 
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