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We study the injection mechanism of a single electron from a static quantum dot into a moving
quantum dot created in a long depleted channel with surface acoustic waves (SAWs). We demon-
strate that such a process is characterized by an activation law with a threshold that depends on the
SAW amplitude and the dot-channel potential gradient. By increasing sufficiently the SAW mod-
ulation amplitude, we can reach a regime where the transfer is unitary and potentially adiabatic.
This study points at the relevant regime to use moving dots in quantum information protocols.

PACS numbers: 73.63.-b

The ability to displace controllably and on-demand a
single electron on a chip is an important prerequisite for
the realization of electronic circuits at the single elec-
tron level. It opens the route to interconnect nodes of
a spin-based quantum nanoprocessor [1–4] or to perform
quantum optics experiments with itinerant electrons [5–
8]. The recent demonstration of fast and on-demand
transfer of a single electron is a first step towards this goal
[9, 10]. In these experiments, the electron is transported
in moving quantum dots isolated in an AlGaAs/GaAs
heterostructure. They are created in a 4µm-long one-
dimensional depleted channel by exciting a surface acous-
tic wave (SAW) [11]. Due to the piezoelectric properties
of (Al)GaAs, the SAW induces a propagating sinusoidal
potential that adds up to the potential of the channel.
The resulting moving potential is able to confine and
transfer electrons. Such moving quantum dots have per-
mitted to transfer an ensemble of electrons over distances
approaching 100µm while preserving its spin coherence
[12, 13]. To reach the on-demand single electron transfer
regime, an electron is initially isolated in an electrostatic
quantum dot located next to the channel entrance, and
is then transferred to a moving quantum dot [9]. In order
to use such a tool in quantum information protocols, it
is of importance to understand the mechanism responsi-
ble for the injection of the electron from the static into a
moving quantum dot.

In this Letter, we experimentally investigate the injec-
tion process from the static to a moving quantum dot.
More specifically, we analyzed the influence of two rele-
vant parameters: the SAW modulation amplitude and
the static potential induced by the gates defining the
source static dot and the channel [14, 15]. The injec-
tion of the electron to a moving quantum dot occurs only
when the potential gradient induced by the SAW mod-

ulation potential overcomes the one of the static poten-
tial. The calibration of the SAW modulation amplitude
[9], and the analysis of the electron injection probabil-
ity allow us to precisely estimate the value of the static
potential gradient for a given gate configuration. This
knowledge is used to identify the injection process mech-
anism. Moreover, it is possible to trigger the electron
injection for a nanosecond with a unitary efficiency. We
show that this fast injection technique is compatible with
an adiabatic injection in which the electron remains in
the ground state of the trapping potentials.
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FIG. 1: SEM picture of a sample similar to the one used for
this work, and main electronic set-up. An IDT is placed 2 mm
to the left of the structure (schematically sketched on the left
of the figure).

The sample used in this work is shown in Fig. 1.
It is fabricated on a GaAs/AlGaAs heterostructure,
host of a 2DEG 100 nm below the surface, of density
1.35 × 1011 cm−2 and mobility 1.5 × 106 cm2 V−1 s−1. It
is constituted of two laterally defined quantum dots, the
source and the reception dots, connected together with a
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4µm long depleted channel. An interdigitated transducer
(IDT) is placed 2 mm to the left of the gate structure in
order to generate a SAW. It counts 70 pairs of 60µm
long fingers with a 1µm wavelength. When a radiofre-
quency (RF) excitation of amplitude ASAW is applied
on the IDT, it resonantly excites a SAW at 2.6323 GHz.
Transport measurements through the left (right) quan-
tum dot allowed us to characterize the energy needed for
an electron to enter the dot, called the charging energy
(2.5 meV), and the single-particle orbital energy splitting
(400µeV). The charge state of the quantum dots is mon-
itored thanks to the adjacent Quantum Point Contacts
(QPCs), typically DC-biased with 300µeV. The sample
is anchored to the mixing chamber of a dilution fridge
operating at a base temperature of 50 mK.

The experimental sequence that we perform to trans-
fer the electron between the two static quantum dots was
initially presented in Ref. 9. The source dot is isolated
from the lead allowing to trap the electron 5 meV above
the Fermi energy. We then add a 10µs voltage pulse
on VR and VL, characterized by a voltage displacement
(δVL, δVR) called the sending pulse. As a result, the
potential gradient between the channel and the source
dot is further reduced during the pulse. A few hun-
dred nanosecond RF-excitation is applied on the IDT
to generate a SAW modulation within the duration of
the sending pulse, ensuring the electron transfer. The
presence/absence of the electron can be inferred in both
the source dot and the reception dot via charge measure-
ments [9, 16].

To study the influence of the dot potential on the injec-
tion process from the source to the moving dots, we vary
(δVL, δVR) and probe the charge present in the source
dot after the sending pulse [see Fig. 2(a-c)]. Without
SAW modulation [Fig. 2(a)], the electron remains in the
isolated dot (white region) except for the sending pulses
with the most positive VL and the most negative VR

(red region): the dot isolation is no longer sufficient and
the electron is lost to the neighbor reservoir. With SAW
modulation [Fig. 2(b,c)], a new region where the electron
leaves the source dot, called the transfer region, is present
for the most negative VL and VR (bottom left corner). It
corresponds to the process where the electron has been
injected in a SAW moving quantum dot and leaves the
source dot. A confirmation of these two regions label-
ing is obtained by analyzing the correlation between the
electron leaving the source dot [Fig. 2(c)] and arriving
in the reception dot (initially empty) after the transfer
sequence [Fig. 2(d)]. An electron is indeed detected in
the reception dot after the transfer only for the sending
pulses corresponding to the transfer region.

The sending pulse amplitude has to be more negative
than a certain threshold on (δVL, δVR) [see Fig. 2(c)], de-
fined by the limit (δVL, δVR)T , that separates the trans-
fer region and the region where the electron remains in
the source dot. In the following, we analyze the behavior
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FIG. 2: (color online) Difference of the QPC current recorded
with the charge detector (either on the source or the reception
dot) before and after applying a sending pulse (δVL, δVR) on
the source dot. Each point is the result of a single realization
of the experiment. Red and blue points correspond to the
respective cases where one electron leaves or is added to the
dot after the sending pulse. White points corresponds to no
change in the dot charge configuration. In (a) and (b), we
concentrate on the source dot charge configuration, respec-
tively without and with SAW modulation during the sending
pulse. (c) and (d) present respectively the QPC response of
the source and the reception dots with the SAW modulation
applied during the sending pulse. The observed correlations
between the two plots confirm that an electron arrives in the
reception dot only for the sending pulse corresponding to the
transfer region. It is worth noting that the two sets of data
(a,b) and (c,d) correspond to slightly different gate voltage
configurations. (e) Evolution of the position of the voltage
threshold δVLT as a function of ASAW [set of data (a,b)]. (f)
Emission probability as a function of ASAW and τSAW with a
sending pulse (δVL = −0.55 V, δVR = 0 V) [set of data (c,d)]
recorded over 500 experimental realizations. (Inset) Fit of the
data with an activation law with a threshold AT = 0.98 V and
a typical timescale τIDT = 63 ns.

of the transfer for δVR = 0. We find that the transfer is
activated only below a certain threshold δVLT , that lin-



3

early depends on ASAW [see Fig. 2(e)]. Indeed for a larger
ASAW, the potential gradient imposed by the SAW mod-
ulation overcomes more easily the one resulting from the
gate voltages. It results in a wider range of gate voltages
where the injection of the electron to a moving quantum
dot is possible. This demonstrates the dependence of the
two important parameters for the electron transfer: the
potential gradient induced by the SAW, and the static
dot potential. We conclude that the electron transfer is
activated above a threshold defined by two interdepen-
dent parameters AT and VT .

This model has to be refined by taking into account
the risetime of the SAW modulation that is due to the
finite bandwidth of the IDT. To investigate precisely this
aspect, we set the sending pulse parameters (δVL, δVR)
to (0 V, −0.55 V) and varied both ASAW and the RF-
excitation duration τSAW. The resulting probability to
emit the electron is represented in Fig. 2(f). The in-
jection of the electron to a moving quantum dot occurs
only when ASAW reaches the amplitude threshold AT.
As expected from the risetime of the SAW modulation,
a shorter τSAW is needed to reach AT when ASAW is in-
creased. A fit of the data is performed assuming an acti-
vation law [see inset of Fig. 2(f)]. It enables us to deduce
the risetime of the SAW modulation (about 63 ns) and
the value of AT (about 1 V). From the relation between
δVLT and ASAW, obtained from Fig. 2(e), and the gate
lever arm (≈ 20 mV/meV), we estimate that AT corre-
sponds to a SAW-induced potential gradient seen by the
electron ∆VSAW ≈ 30 meV/µm. As explained earlier, it
corresponds also to the dot-channel potential gradient in
the specific gate configuration of Fig. 2(f).

To have a better insight into the injection process, we
sketched the time dependent potential seen by the elec-
tron in the presence of the SAW excitation (see Fig. 3).
At a fixed potential gradient induced by the gate volt-
ages ∆Vg, the transfer process depends on ∆VSAW. For
∆VSAW lower than ∆Vg [Fig. 3(a)], shallow SAW moving
dots are created and a thin tunneling barrier separates
them from the source dot. As a consequence, a process
where the electron can tunnel back to the source dot
after being caught is likely to happen [14, 15]. Consider-
ing the 30 meV/µm dot-channel potential gradient previ-
ously estimated, the energy detuning between the source
and the moving quantum dots in the tunneling-back con-
figuration is expected to be larger than the orbital energy
splitting of the source dot. Therefore, the tunneling-back
events will certainly result in the excitation of higher or-
bital states of the source dot, and consequently the injec-
tion process will be non-adiabatic in this situation. For
∆VSAW bigger than ∆Vg [Fig. 3(b)], the tunnel barrier
becomes too thick and no tunneling-back process is pos-
sible. In this situation, the injection process is expected
to be adiabatic and happens when the source and the
moving quantum dot are overlapping.

Therefore, under the experimental conditions of
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FIG. 3: (color online) Time evolution of the dot potential
for two different amplitudes of SAW excitation. The time
increases going from top to bottom traces and the time dif-
ference between two consecutive traces is T/13, where T is the
period of the SAW excitation. The potential gradient ∆Vg in-
duced by the gate voltages is the same in (a) and (b). (a) The
potential gradient induced by the SAW excitation ∆VSAW is
comparable to ∆Vg and shallow moving quantum dots are
defined. Tunnelling back of the electron to the source dot
is possible (see orange arrows), leading to a stochastic injec-
tion procedure. In (b) ∆VSAW is larger than ∆Vg and deeper
moving quantum dots are defined.

Fig. 2(f), we infer that the injection process is certainly
stochastic and, according to the previous discussion, non-
adiabatic. One can notice on Fig. 2(f) that the electron is
expelled from the dot after at least a few tens of nanosec-
onds corresponding to the time needed for ASAW to reach
AT . The electron experiences the excitation of a few hun-
dreds of moving quantum dots before being transferred
with most part of it at ASAW below AT , in a config-
uration similar to Fig. 3(a). The emission probability
reaches unity only because the electron has the possi-
bility to be injected in a considerable number of SAW
periods. It also results in the exploration of the excited
states of the source dot and in a non-adiabatic injection
process. To be able to probe the adiabatic limit, it is
therefore necessary to characterize the electron transfer
at a constant SAW modulation amplitude and for a time
as short as possible.

To this aim, a modified transfer sequence was utilized
for the injection of a single electron. τSAW was reduced to
its minimum duration allowed by the SAW risetime, and
we added a 1 ns pulse on gate VL synchronized with the
SAW modulation [9]. This gate pulse is used to rapidly
change the potential gradient between the dot and the
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channel. Practically, the dot potential is tuned to a point
P [see Fig. 2(c)] where the potential gradient is too large
for the SAW to transfer the electron into the moving
quantum dot. Only for the 1 ns pulse, the system is tuned
to point T [see Fig. 2(c)] where the dot-channel poten-
tial gradient is reduced. As a consequence the electron
is expected to be transported by the SAW only during
the nanosecond pulse. This technique allows us to probe
the injection process only for two periods of the SAW
excitation and more importantly at constant ASAW.
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FIG. 4: (color online)(a) Electron emission counts out of 200
repetitions as a function of the delay between the SAW burst
generation and the nanosecond pulse for different ASAW and
τSAW. (b) and (c) Electron emission counts out of 500 repe-
titions at ∆tmax as a function of the ASAW (b) and the gate
pulse amplitude (c). τSAW is fixed at 62 ns in both cases.

Figure 4(a) shows the injection counts as a function of
the delay ∆ts between the SAW burst and the nanosec-
ond pulse applied to the gate. For ASAW = 1.78 V, the in-
jection probability reaches almost unity for a delay close
to ∆tmax = 865 ns. The delay is explained by the finite
SAW velocity of 2867 m/s [17] and the distance between
the IDT and the sending dot. Before and after ∆tmax,
ASAW is not high enough to ensure a unity transfer pro-
cess and the electron can be back-scattered to the source
dot. An exponential RC rising/falling time law for ASAW

due to the finite risetime of the SAW excitation explains
qualitatively the asymmetric shape of the emission prob-
ability as a function of ∆ts. ∆tmax corresponds therefore

to the end of the SAW excitation burst, when the am-
plitude is maximal. For ASAW = 1.5 V, the injection
probability follows the same shape with a lower success
rate. When the SAW excitation is lengthened from 58 ns
to 70 ns at 1.5 V, the maximum SAW amplitude reached
at the dot increases due to the SAW modulation risetime,
and therefore the highest probability reached rises.

Figure 4(b) shows the evolution of the maximum emis-
sion probability at ∆tmax = 865 ns as a function of the
SAW amplitude. As previously demonstrated, the SAW
amplitude needs to reach a threshold to be able to catch
the electron and the injection process shows an activa-
tion law with respect to the SAW amplitude. At high
SAW amplitude, the injection process has a probability
close to unity, and is expected to be adiabatic [Fig. 3(b)].
Figure 4(c) shows the evolution of the maximum emis-
sion probability at ∆tmax as a function of the nanosecond
pulse amplitude for two different points P from which the
nanosecond pulse is applied. Similarly to the results pre-
sented in Fig. 2(f) for the SAW amplitude, we obtain a
threshold behavior in gate voltage. It is worth noting
that no broadening of the distribution is observed when
the electron is buried deeper into the source dot. This is
consistent with the electron staying in the ground state
of the source dot potential during the injection process.

In conclusion, we have studied the injection process of
a single electron from a static quantum dot into a SAW-
induced moving quantum dot. For a specific dot-channel
potential gradient at the injection position, the injection
probability can be tuned from zero to one by varying
the SAW amplitude, pointing at a probabilistic process.
At sufficiently large SAW amplitude, only one period of
the SAW modulation is required to transfer the electron.
In this regime, the injection process is expected to be
adiabatic, with the electron remaining, at any time, in
the ground orbital state of the trapping potential. Such
a regime will be relevant to reduce errors in quantum
protocols where single electrons are transferred in moving
quantum dots.
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