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ABSTRACT 
We present an approach to objectify the social competence of 
artificial agents using human brain neurophysiology. Whole 
brain activity is recorded with functional Magnetic Resonance 
Imaging (fMRI) while participants discuss either with a human 
confederate or an artificial agent. This allows a direct 
comparison of local brain responses, including deep brain 
structures invisible to other neuroimaging techniques, as a 
function of the nature of the interlocutor. The present data (9 
participants, artificial agent is the robotic conversational head 
Furhat controlled with a Wizard of Oz procedure) demonstrates 
the feasibility of this approach, and results confirm an increased 
activity in the hypothalamic region when interacting with a 
human compared to an artificial agent.  
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1 INTRODUCTION 

While artificial agents are increasingly present in contact with 
humans, the assessment of how they are accepted as social 
partners by their users is very poor. The social acceptance of 
robots is usually addressed with questionnaires, for example the 
Negative Attitude towards Robot Scale (NARS, Nomura et al.,  
 
 
 
 
 
2006). Here, we propose to objectify the social competence of  

 
artificial agents through the comparison of behavioural and 
physiological responses between conditions in which one naïve 
person has similar natural interactions with a fellow human or 
an artificial agent. This allows us to distinguish not only 
behavioural, but also, and more importantly, neurophysiological 
features that are specific to interacting with a human to those 
that are preserved when the interacting agent is artificial (see 
also Wykowska, Chaminade, Cheng, 2016). The experimental 
approach has been presented in details in a recent publication 
describing its foundations and implementation for the 
behavioral experiment (Chaminade, 2017), and a forthcoming 
publication will describe its adaptation to the MRI environment 
(Rauchbauer et al., in revision). We will focus here on the added 
value of functional magnetic resonance imaging (fMRI) to 
objectify the social competence of artificial agents with this 
experimental approach. 
In a nutshell, a naive participant is recorded in the MRI scanner 
with an experimental setup using a videoconferencing to 
support conversation with another agent, a human or a robot, 
located outside of the scanner room. We use a cover story to 
provide credible, but spurious, explanations for the experimental 
set-up (as in Chartrand and Bargh, 1999). A conversational 
robotic head form Furhat robotics (Al Moubayed et al., 2012) 
was chosen for its ability to produce embodied conversation. 

2 METHODS 
Nine native French speakers, with no history of neurological or 
psychiatric disease, volunteered for this experiment. The 
experiment was presented as a study for an upcoming 
advertising campaign. They would be presented with campaign 
images and were instructed to discuss them with a fellow 
human (actually a confederate) and a conversational robotic 
head (Furhat controlled by the confederate through a Wizard of 
Oz procedure) located outside the MRI. For this WoZ procedure, 
prescripted conversational utterances based on actual human 
conversations of the same images (recordings described in 
Chaminade, 2017) were launched by clicking buttons on a touch 
screen. 

Permission to make digital or hard copies of part or 
all of this work for personal or classroom use is 
granted without fee provided that copies are not 
made or distributed for profit or commercial 
advantage and that copies bear this notice and the 
full citation on the first page. Copyrights for 
third-party components of this work must be honored. 
For all other uses, contact the Owner/Author. 
HAI '18, December 15–18, 2018, Southampton, United Kingdom 
© 2018 Copyright is held by the owner/author(s). 



	

 

Two sets of each three stimuli were used in this experiment. 
Each trial started by one image, followed by a 3-second black 
screen. They then had one minute of conversation during which 
they talked alternatively either with the human or with the 
robot. Overall, 3 images from one dataset were presented once 
before discussing with each of the two agents in each recording 
run, resulting in a total of 6 minutes of conversation. 4 runs were 
recorded consecutively (details in Rauchbauer et al., in revision).  
MRI data was collected with a 3T Siemens Prisma. Blood oxygen 
level-dependent (BOLD) sensitive functional images were 
acquired using an EPI sequence in the 4 sessions. Analysis was 
performed with SPM 12 running on Matlab, according to 
standard procedures. Preprocessing entailed correcting for 
delays in slice acquisition ("slice timing"), realignment and 
unwarping of the magnetic field distortion, and smoothing with 
a 5-mm full-width half maximum kernel. First level intra subject 
statistical analysis was performed in each participant’s native 
space. Normalization of beta estimates was based on DARTEL 
procedure. Second level analysis used ANOVA with factors 
Subject, Session and Agent. 

3 RESULTS  
The main effect of conversation (Figure 1), including trials from 
both agents revealed activation clusters in the superior temporal 
gyrus (STG) bilaterally, extending well into the superior 
temporal sulcus (STS) and dorsally to the ventral premotor 
cortex (vPM); into the depth of the central sulcus; in the left 
middle temporal gyrus (MTG); in the extrastriate body area 
(EBA) and temporo-occipital junction (TPJ) in the right 
hemisphere; and finally in the left inferior frontal gyrus (IFG) 
corresponding to Broca's area, involved in language perception 
and production. The contrast Human vs Robot yielded increased 
response in the hypothalamus, the amygdala and left STG. The 
reverse contrast revealed a large number of activated clusters, in 
visual primary and associative areas as well as in parietal and 
frontal associations cortices. 
 
 

 

Figure 1: Lateral and medial renders of the activated 
clusters found in the main effect (Human & Robot, hot 
scale), in Robot vs Human (green) and Human vs Robot 

(blue). 

4  DISCUSSION 
It was largely expected, yet the finding of highly similar neural 
resources for processing the natural conversation with the 
human or the robot agent further justifies the use of 
anthropomorphism in the design of artificial agents. 
Sensorimotor loops in verbal interactions involve the temporal 
cortex (STG, STS, MTG) that comprises the primary auditory 
cortex as well as areas devoted to speech perception. 
Articulatory control is reflected in the activity of the ventral part 
of the primary motor cortex in the central sulcus and the 
frontally adjacent left vPM and IFG. Altogether these results 
justify the use of anthropomorphic appearance and behaviour 
for designing interactive artificial agents: sensorimotor 
processes during interaction rely on the same neural 
mechanisms than for natural human interactions. 
Increased activity in when interacting with the Robot vs the 
Human is found in many brain areas. A number of these clusters 
can be explained by the appearance (including its conversational 
behaviour) of the robot. While this could appear paradoxical at 
first glance, it was reported when the human brain processes 
sensory information coming from artificial anthropomorphic 
agents and can be interpreted in terms of an error signal 
signalling breach of expectations (for instance, response of the 
fusiform face area reflects the fact that the face of the agent in 
imperfectly mimicking a human face, Chaminade et al., 2010). 
The measure of this increased activity in areas involved in face 
perception - the same applies to other features such as the voice 
- when perceiving different artificial agents could be used to 
index the objective distance between these different renders and 
the intrinsic template of canonical human face in the perceivers’ 
brain.  
The hypothalamus and the amygdala were found in the contrast 
Human vs Robot. These subcortical responses can be thought of 
as reflecting an autonomic drive for social interactions, in 
contrast to conscious sensorimotor processing, illustrated by the 
numerous cortical clusters, involved when interacting with the 
robot.  

5  CONCLUSION  
In this paper, we report the first attempt to record the 
neurophysiology of a natural conversation with a fellow human 
or an artificial agent with fMRI. Results suggest that despite 
similarities in sensorimotor processing, expected given the 
anthropomorphism of interactive artificial agents, participants 
adopted different stances depending on the agent they were 
interacting with. Confederates experimenters (MB and TC) 
observed many differences in the participants' behaviour, and it 
is likely that the inclusion of descriptors of behaviour (ongoing 
work) will be useful characterize more accurately the relations 
between behaviours and local neurophysiology. This 
experimental approach paves the way for an objective 
assessment of artificial agents social competence during natural 
social interactions. 
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