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High integrity lane level localization using multiple lane markings detection
and horizontal protection levels

Gabriel Frisch, Philippe Xu and Emmanuel Stawiarski

Abstract— For autonomous driving, lane level accurate local-
ization is a necessity for complex driving maneuvers. Classical
GNSS based methods are usually not accurate enough to
have an unambiguous lane level localization. Having camera
measurements such as lane marking detections along with high
definition maps can enhance localization performance. In this
paper, we are interested in high integrity localization, meaning
being robust with low risk level. We propose a novel geometrical
approach using horizontal protection levels on localization to
propagate uncertainties and use lane markings to have an
unambiguous map-matching. We demonstrate on real data
that the algorithm can cope with high levels of noise on both
localization and detection.

I. INTRODUCTION

Having a precise and reliable pose estimation is critical
for autonomous vehicles. GNSS only solutions are most of
the time not precise enough to realize complex maneuvers
with low risk. Many other sensors may be combined to
improve this localization. High definition maps can also be
used to improve accuracy. Maps contain a lot of information
such as positions of traffic signs, intersections, lane markings
or driving lanes [3], [4]. In order to use information from
maps, it is necessary to realize a map-matching procedure,
which means making a link between the objects detected
by the sensors and the features in the map. There exists
many techniques for map-matching, with their advantages
and complexity. The most simplistic ones rely on geometrical
analyses, such as point-to-point or point-to-curve match-
ing [16]. The most advanced ones use more refined concepts
such as the theory of belief functions [8], Extended Kalman
Filter [13] or Particle Filtering [7].

Apart from having good pose estimation, guaranteeing the
reliability of the estimation is even more important and chal-
lenging in safety-critical applications such as autonomous
driving. The concepts of integrity and protection levels initial
defined in aviation have been extended to road vehicles in
the recent years [6], [10].

The motivation of this paper is not to improve the local-
ization but to present a method that realizes a lane level map-
matching with a high integrity. This approach uses horizontal
protection levels on localization to propagate uncertainties
and uses multiple lane marking detections to have a unique
unambiguous map-matching.
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Fig. 1. Reference frames. The vehicle body frame Rj; is located at point

M and the camera frame R is located at point C'. C represents the lateral
distance between the camera frame and a lane marking [AB].

Section II states the general problem, the map represen-
tation, the camera model and the working frames. Pose
integrity concepts and over-bounding uncertainties on sen-
sors are introduced in Section III. Section IV provides a
description of the new map-matching algorithm and the
multiple hypothesis disambiguation process. Finally, experi-
mental results of this algorithm are presented in Section V.

II. PROBLEM STATEMENT

The aim of this work is to position a vehicle in its
actual driving lane. If the vehicle is represented by its
pose, i.e., position and heading, we want to guarantee with
a high degree of confidence that the coordinates of the
position are within the bounds of its corresponding lane,
which are assumed to be given within a map. In order to
guarantee a low risk of wrong lane selection, our approach
will provide a decision in case of non-ambiguous hypothesis.
The uncertainty of the pose is modeled by protection levels
representing a space domain in which the vehicle is certain
to be with a given risk.

A. Working frames

In general, GNSS and map data are expressed in geo-
graphic coordinates [9]. However, Cartesian coordinates are
usually preferred as the computation of geometric trans-
formation becomes easier. We choose to work in a local



Cartesian ENU (East, North, Up) [12] reference frame Ro;
its origin can be any position close to the navigation area.

Several working frames are defined and illustrated in
Fig. 1. The first one denoted R, is attached to the vehicle
at point M, representing the middle of the rear wheels.
The vehicle pose is defined at point M as [z,y,6]” in Ro
which includes the position [z,y]? and the heading 6. The
second frame R¢ represents the camera frame in which the
measurements will be represented. Its origin C' is virtually
situated at the center of the front bumper. Both x;; and z¢
are longitudinal axes pointing forward while y,; and yc are
lateral axes pointing to the left side of the vehicle.

B. Map representation

The map used in this research has a scale between the
macro-scale (e.g., road guidance maps) and micro-scale (e.g.,
point cloud from perception sensors) [8]. In our map, the
lanes are discretized as polylines, i.e., a sequence of line
segments representing the center of the lanes. The border of
a lane corresponds either to a lane marking, or the limit of
the drivable road space defined by sidewalks, for example.
The lane borders are also represented by polylines but with
an additional associated type: solid, dashed, double, etc.

C. Camera model

The aim of the camera module is to return measurements
of detected lane markings. The image processing step is out
of the scope of this paper. In our case, we used an off-the-
shelf intelligent camera: Mobileye. The camera is able to
detect up to four markings at a time; two on each side of the
vehicle. For each detected lane marking, the coefficients of
a third degree polynomial are returned. In the camera frame
R, the equation can be expressed as

Yy = Cg$3+02$2 +C’1£C+Co (l)

In this paper, only the coefficient Cj is used in the map-
matching process. The value of C corresponds to the lateral
distance to an observed lane marking along the yo axis. In
the example pictured in Fig. 1, the coordinates of the point
L, which belongs to an observed lane marking [AB], are
equal to [0,Co]T in the camera frame Rc. In the rest of
the paper, a detected lane marking will be represented by
its corresponding point L in the camera frame. In addition
to the lateral distance, the camera is able to give the type
(dashed, continuous, double, etc.) and also a quality indicator
(with value in {0,1,2,3}) associated with each lane marking
detection. Our approach can be used with any other lane
marking detection algorithm from the literature as long as
they provide similar information.

III. UNCERTAINTY AND INTEGRITY

The uncertainty of measurements are usually represented
as an additive Gaussian white noise from which probabilistic
confidence bounds can be computed given a level of risk
«. Assuming that errors are normally distributed is often
unrealistic in practice due to outliers [2]. Robust methods
have been proposed using more cautious models such as

intervals [1], [14] or heavy tail distributions [2], [5]. The aim
of these methods is to over-bound the true error distribution
resulting in more consistent confidence bounds called pro-
tection levels. For a given risk «, also referred to Integrity
Risk (IR), the Protection Level (PL) is a statistical bound
on the Position Error (PE) such that the probability that the
error exceeds the PL should be equal to the Integrity Risk:
Pr(PE > PL) = IR. Because the true probability density
function of the position error is usually not known, we often
handle instead a Target Integrity Risk (TIR) which verifies
Pr(PE > PL) <TIR.

A. Pose uncertainty

We will directly introduce the pose error within the mobile
frame Rj;. In this frame, the true vehicle pose is [0, 0, 0]7,
the estimated pose can be written as
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where X = [;%M,QM,HM] is the estimated pose and is

equal to the estimation error é = [e,, ey, eo]”.

In general, a confidence domain D at risk «, verifies
P(é ¢ D) = « and is defined as a 3-dimensional ellipsoid.
Manipulating such domain may be complex. One solution is
to over-bound it by the smallest 3-dimensional parallelepiped
D aligned with the frame axis. As D C D, we have
P(é ¢ D) < . In the case where the estimation error é
follows a zero mean Gaussian distribution with a diagonal
covariance matrix ¥ = diag(c2,02,03), the domain D is
defined by intervals over the three coordinates.

E = [755 +T] X [7g7 +g] X [757 +a] ) (3)

with

q € {z,y,0}, “4)

where zg is the [S-quantile of the standard normal distri-
bution. Within the mobile frame, T represents the along
protection level (PL,), ¥ the across protection level (PL,)
and 0 the heading protection level (P Ly).

B. Map and camera uncertainty

We do not consider the map as being perfect and we decide
to take into account the map positional error. As the error
distribution is not known, we prefer to over-bound the error.
We assume that the true position of any point defining the
polylines of the map is located within a circle of radius
l [13]. We consider that the circle is a guaranteed domain,
i.e., with a probability of one. In the same way as we did
with the pose uncertainty, we bound a line segment between
two consecutive points by the smallest rectangle containing
the two circles as illustrated in Fig. 2.

Similarly to map uncertainties, we also over-bound the
camera measurement error within a =ACy bound. If the
uncertainties on maps and camera measurements are known,
these bounds can also be replaced by confidence domains
w.r.t. a given risk. These uncertainties are illustrated in Fig. 2.
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Fig. 2. Representation of map, camera and localization uncertainties. Points
A and B are supposed to be within a circle of radius . The lateral distance
of the detected marking is C with its uncertainty ACy.

IV. MAP MATCHING OF THE CAMERA MEASUREMENTS
A. Principle of the algorithm

The map matching process is to find within the digital
map the lane markings that are observed by the camera. The
algorithm presented in this paper combines both the vehicle
pose, the protection levels associated with a given risk «, the
measurements of the camera with their uncertainties and the
high definition map with positional uncertainties.

For each camera measurement, and with the use of the
protection levels and the camera uncertainty, the method
generates a search area centered on the estimated detected
marking. This area represents the possible locations of the
point L representing the detected marking. Therefore, any
marking from the map intersecting this area is considered as
a plausible candidate for the map-matching. It is possible to
have several markings intersecting this area and so several
candidates. However, with the combination of the different
camera measurements and the road configuration (one, two
or more lanes), it is possible in some cases, to disambiguate
the situation and have a final unique matching hypothesis for
each detected marking.

B. Search polygon

The first step of the algorithm consists in defining the
search area Sty for a given TIR (Fig. 3). This area has
to take into account uncertainties on both the pose (PL,,
PL,, PLg) and the camera measurement (ACp). Computing
directly this shape might be tricky so the construction is
divided into three steps.

e Step 1: we first ignore PLg. Due to PL, and PL,,
the actual position of point M may be anywhere within a
2. PL; length and 2 - PL, width rectangle. As a result, the
detected lane marking point might be anywhere in this same
size rectangle but translated to point L (on Fig. 3-a: plain

black rectangle). The camera measurement is also uncertain,
therefore the rectangle needs to be augmented by 2 - AC),
along the lateral axis. We obtain a 2-(PL, +AC)) x2-PL,
rectangle centered on L (red colored area in Fig. 3-a).

e Step 2: we now introduce PLy. If the heading of the
vehicle belongs to [ — PLgy; 0 4+ PLy], the origin of R¢ is
moving on an arc and so is the previously defined rectangle.
The domain covered by the rectangle when the heading 6
goes from 6 — PLy up to § + PLy is a shape with two
curved sides. There is an outer convex side (between points
B and C' in Fig. 3-b) and an inner concave side (between
points E and F' in Fig. 3-b).

e Step 3: having to manipulate the search domain resulted
from Step 2 is not convenient because of the curved parts,
therefore, we will over-bound it by a convex polygonal hull.
Because the inner side in concave, we link the points E and
F' by a straight line. On the contrary, because the outer side
in convex, a straight line between the points B and C will
not lead to an over-bounding. Instead, we add an additional
point G with corresponds to the intersection of the tangent at
point B and the tangent at point C. The final search domain
(see Fig. 3-c) is a convex polygon containing the one from
the previous step, therefore verifying the integrity constraint.

C. Map-matching hypothesis

A lane marking is also represented by a polygon, therefore
a lane marking is considered as a candidate for the map-
matching is its corresponding polygon intersects the search
polygon defined previously. To find candidate markings, we
can use a clipping algorithm such as Weiler—Atherton [15]
or Sutherland—Hodgman [11] algorithms. We used the later
one as it is optimized for convex polygons. These algorithms
return the intersection between two polygons. If the result
is not empty then the marking is considered as a plausible
hypothesis. Only nearby markings are treated to optimize
the algorithm. The map contains a R-tree index to efficiently
retrieve markings in a rectangular area.

Depending on the considered target integrity risk, there
could be no matching (Fig. 4-a), a unique matching (Fig. 4-
b) or multiple matching candidates (Fig. 4-c). It is important
to note that as we have supposed the map error to be strictly
bounded, the bounds on the lane markings do not change
w.r.t. the TIR. On the contrary, a high TIR will result in a
small search polygon while a low TIR will lead to a large
one.

The optimal strategy of the algorithm is to give an integrity
risk range in which the map matching is not ambiguous.
However, determining this range, even with a dichotomous
method has a high computational cost. The solution retained
to keep a low computation cost, to the detriment of the
algorithm availability, is to execute the algorithm with a
preselected TIR scale to roughly constrict the true range.

D. Disambiguation with multiple measurements

Multiple marking hypotheses could result from very large
protection levels or large uncertainties. However, it is possi-
ble to disambiguate the hypotheses if the road lanes config-
uration is jointly used with several camera measurements.
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because of too large PL (low TIR). Search area is in blue (St R), the intersection between search area and marking is plain blue. h;

of matching k-th segment of the i-th marking.

M1 M> M3 My
1 |
M M3y
11 | : Mag
M2 .
I |
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M22 Maz
Mi3 I |
Lane 1 . Lane 2 . Lane 3
Fig. 5. Road configuration with three lanes and four lane markings M,

1 €{1,2,3,4}. M;; is the j-th segment of the i-th marking.

We remind that lane markings are made up of a sequence
of line segments. We introduce the following notations: M;;
represents the j-th segment of the i-th marking of the map,
(i,j) € N2 and hz(-k) is the k-th map-matched marking
hypothesis corresponding to the i-th camera measurement,
i € {1,2,3,4}. The marking segments are ordered from left
to right (according to R¢) so the index ¢ of M; represents the
1-th marking starting from the left. Moreover, only markings

(a): No map-matching because of small PL (high TIR). (b): one non-ambiguous map-matching hypothesis. (c) : three map-matching hypotheses

k) is the hypothesis

nearby the car are considered. We also consider that all
connected segments represent the same marking and thus
the same hypothesis. The hl(-k) hypotheses are merged:

Vi e N, H; = {h" vk € N}. (5)

The disambiguation process is based on the assumption that
the car is always driving on a lane and not outside of the
road; thus left side detected markings cannot be matched
with the most right road marking on the map and vice versa:

(Havz # My) N (Hyva # My,), (6)

with M, the most right markings given the context. The
camera also never returns two measurements for the same
detected marking:
V(i,j) € N?i#j = H; # H;. (N
The camera measurements are ordered, from left to right,
which implies:
(Hp=M)&(H,=M;) = m<n&i<j. ()

The algorithm generates all valid combinations from the
map matched hypotheses. To do so, a depth-first possibility



tree exploration is made. First, some hypotheses are united
according to (5). Then, at each node, conditions (6), (7) and
(8) must be verified; if not the exploration of the branch
is abandoned. If there is only one hypothesis left, then
all ambiguities are removed and the final map-matching is
returned.

For instance, let us consider the configuration as pictured
in Fig. 5: a three-lane road delimited by four lane markings.
Suppose that the camera provides four marking detections
and that the map matching algorithm returned the following
hypotheses :

] H1 = {(M11 V Mlg) V (Mgl)} = Ml vV M2

o Hy = {(Mi1) V (M21 V Ma2) V (M3z1) V (Ma1)} =

My NV My NV M3V My

o Hy = {<M21>V(M31>\/(M41\/M42)} = MyV M3V My

° H4 = {(M31) V (M41 vV M42)} = M3 vV M4
Rule (5) merges segments of the same marking. If rule (6) is
applied, then M, is removed from Hs because the most right
marking cannot be matched with a left side measurement. If
we suppose that H; = Ms then because of rules (7) and (8),
we would get Hy = M3, H3 = My and Hy = (), which is
impossible. If we keep applying rules, we finally obtain one
unique M; marking for each hypothesis H;, which means
there is no more ambiguities: (H; = Mj) A (Hz = Ma) A
(Hg = Mg) A (H4 = M4)

E. Constraints on detected markings

The camera provides additional information about detected
markings: the type of marking (dashed, solid, double, etc.)
and the quality of the detection (with value in {0,1,2,3}). It
is possible to add constraints to the map-matching algorithm
and decide to ignore the low quality detected markings (i.e.,
0 or 1, which represent about 20% of the measurements) or
ignore markings from the map if the detected type does not
match. We will measure the impact of these restrictions in
the experimental part.

V. EXPERIMENTS

The algorithm has been tested with real data recorded on
open road using ROS framework. The vehicle was equipped
with a RTK-GNSS receiver to provide the ground truth local-
ization. A Mobileye camera was used to provide a detection
of up to four lane markings at a time. The experiment took
place in December 2017 in Palaiseau, France (Fig. 6). The
map-matching algorithm has been implemented in Python
and runs in real time at 30 Hz.

A. System availability

We first set the TIR to 10~* and assessed the localization
system availability w.r.t. to the level of positioning error.
We added artificial noise to the position data to simulate
errors in the pose estimation. A Gaussian noise N (0,X)
was added to the RTK-GNSS measurements, which are
considered as the ground truth. The over-bound ACj of the
camera measurement errors and the radius ! of the map errors
were set to 60 cm.

V4

A | L M N
P

Fig. 6. Top: overview of the test site with the trajectory from point A to B.
Bottom : colored map-matched marking. Matched markings with restrictions
on quality levels and marking types are in dark blue and matched markings
without restriction on quality or type are in light blue.

Figure 7 shows the system availability with respect to
the noise standard deviation. In the case where only GNSS
pose was used, the system was considered as available when
the pose and its protection levels remained inside the lane.
With the use of the camera, the system was considered as
available when the map-matching algorithm returned a non-
ambiguous hypothesis. The system availability was computed
with variants of our algorithm: we decided alternatively to
ignore or not the types and the quality level of the detected
markings.

Unsurprisingly, the availability of the GNSS only solution
decreases very quickly when the noise variance increases.
Also, removing lowest quality detections and forcing corre-
spondence of marking type at the same time gave the lowest
rates. The version of the algorithm where marking types
were handled regardless of the quality gave the best results.
Indeed, keeping only highest detection qualities could lead
to no measurements at all or to a lack of measurements and
realizing disambiguation would be impossible. On the other
hand, keeping all quality measurements and not requiring
a good correspondence of marking types leads to multiple
map-matching hypotheses which are impossible to disam-
biguate.

B. Integrity risk

Conversely, we then set the variance to fixed value
02 = 0.75, and studied the minimum level of integrity
risk achievable using either the GNSS only solution or the
map-matching one. We used our map-matching algorithm
with marking type correspondences as it has been shown

previously to have the highest availability. Figure 8 shows
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Fig. 8. Limit value of Integrity Risk to remain in the correct lane (o =
0.867), blue points: the GNSS only solution, red points: the proposed map-
matching solution. The lowest Integrity Risk computed is 10~7.

the limit integrity risk with respect to the time throughout
the experiment. Blue points were computed with the GNSS
only solution and red ones with the algorithm we proposed.
The lowest Integrity Risk used was 10~7, as a consequence
true limit could be lower. Even with a very low integrity risk
our map-matching solution was able to give non-ambiguous
results; the 90-th percentile is 10~%. On the contrary, the
GNSS only solution median is 0.18 which shows that in-
tegrity would not be respected most of the time even if a
high risk is set, typically 0.05.

VI. CONCLUSIONS

In this paper, a new method for lane level localization has
been presented which aims at providing results with high
integrity. This method combines pose protection levels and
over-bounding of errors when the underlying distributions are
unknown. The algorithm advantages lie in its efficiency and
its ability to give reliable lane level localization, with an IR as
low as 10~7, while keeping a high availability. The algorithm
efficiency relies on the basic idea of using polygon inter-
sections to express hypotheses. Furthermore, the algorithm
is simple and easy to implement and contrary to classical

geometrical approaches, the algorithm is insensitive to map
imprecision.

The output of the map-matching can further serve as an
input to a localization estimator in order to improve the
pose estimation itself. One issue that was not considered in
this paper is the case of missing markings in the map. The
proposed algorithm may not be resilient to such a problem,
especially when only few detected markings are available.
One possible solution to alleviate such an issue would be to
consider temporal consistency in the map-matching process.
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