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Abstract To study human movement generation, as well as
to develop efficient control algorithms for humanoid or dex-
terous manipulation robots, overcoming the limits and draw-
backs of inverse kinematics based methods is needed. Ade-
quate methods must deal with high dimensionality, uncer-
tainty, and must perform in real-time (constraints shared by
robots and humans). This paper introduces a Bayesian fil-
tering method, hierarchically applied in the operational and
joint spaces to break down the complexity of the problem.
The method is validated in simulation on a robotic arm in a
cluttered environment, with up to 51 degrees of freedom.
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1 Introduction

A clear trend to include robots in our everyday environments
is emerging. These robots need to find their way and inter-
act with objects and humans in uncontrolled, uncertain and
often cluttered environments, way different from the struc-
tured environment of a manufacturing plant. In manipulation
robotics, using the arm to reach a target in the operational
space or to place fingers on objects is fundamental. This task
generally requires to specify a desired end-effector pose (po-
sition and orientation) and to determine the joint parameters
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allowing the robot to reach it, a problem also known as in-
verse kinematics (IK). Several classical approaches exist to
solve this problem, which rely on algebraic (Fu, Gonzalez,
& Lee, 1987), iterative (Korein & Badler, 1982) and geo-
metric methods (Lee, 1982).

Nevertheless for healthy human adults, reaching a target
feels like an easy task, yet involves many degrees of free-
dom (DoFs) and the online generation of complex trajec-
tories in the joint space. To fully understand human move-
ment generation, as well as to develop efficient algorithms
for humanoid or dexterous manipulation robots (that share
the same constraints), overcoming the limits and drawbacks
of classical control approaches is required.

Without resorting to inverse kinematics (that may be ex-
cessively time consuming or lead to rough approximations),
we want to show that it is possible to control high dimen-
sional systems by simulating and predicting the outcome of
local actions (forward model only), as long as the problem
complexity is broken down into smaller subspaces. We here
focus on the decomposition of the global sensorimotor prob-
lem of reaching one or several targets with one or several
effectors in the operational and joint spaces (or visual and
motor spaces in cognitive science). We rely on a probabilis-
tic method for generating reaching movements in complex
settings. Specifically, we apply (approximate) Bayesian fil-
tering successively in the operational and joint spaces. Op-
erational filtering permits to define an initial rough trajec-
tory in the operational space (avoiding obstacles), which is
then refined by joint filtering, allowing direct control in the
joint space while enforcing joint limits. Additionnally, this
method is biologically plausible, as such filtering has been
proposed to be implemented in the brain (Deneve, Duhamel,
& Pouget, 2007).

The method was validated in simulation on a set of sce-
narios. With strong spatial constraints (e.g. obstacles), the
method succeeds in finding a trajectory where inverse kine-
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matics methods fail. Relying on the operational space thus
seems promising to reduce the complexity of movement gen-
eration in the joint space.

2 Model

Several problems in science and engineering involve esti-
mating some (hidden) states given observables or noisy mea-
surements. This problem can be solved using Bayesian fil-
tering methods (Doucet, De Freitas, & Gordon, 2001), which
we adopt in this paper and apply to robotics. Two classes of
variables are thus involved : S0, ... ,St which are the state
variables considered on a time horizon ranging from 0 to t.
And O0, ... ,Ot the time series of observation variables on
the same horizon. The decomposition of the joint probability
of this class of model is:

P(S0, ... ,St ,O0, ... ,Ot) = P(S0)P(O0 | S0)
t

’
i=1

P(Si | Si�1)P(Oi| Si)
(1)

which can be understood by considering the three fol-
lowing righthand terms:

– P(S0) is a prior on the state at time t = 0.
– P(St | St�1) is the "evolution model", which corresponds

to the knowledge concerning the possible transitions be-
tween two time steps.

– P(Ot | St) is the "observation model", which corresponds
to the information we can observe and thus exploit if the
state is St .

The question to answer with Bayesian filtering is how to
determine the probability distribution over the states at time
t knowing the sequence of observations, i.e. P(St | O0, ... ,Ot).
We can decompose this probability distribution in a recur-
sive way (Doucet et al., 2001), using the predict (Eq.2) and
update steps (Eq.3).

P(St | O0:t�1) =
Z

P(St | St�1)P(St�1 | O0:t�1)dSt�1 (2)

P(St | O0:t) =
P(Ot | S0:t O0:t�1)P(S0:t�1 O0:t�1)R

P(Ot | St)P(St | O0:t�1),dSt
(3)

These probability density functions are hard to compute
as they imply the calculation of high-dimensional and com-
plex integrals. We need approximation in order to use Bayesian
filtering in real-time. The approximation we have chosen is
particle filtering which is an instance of Sequential Monte
Carlo (SMC) methods (Doucet et al., 2001).

Since this is not sufficient to make this method directly
applicable for online movement planning on systems with

a large number of DoFs, we apply Bayesian filtering in a
two steps procedure, successively in the operational space
and joint space. The first step is thus about generating a
rough 3D trajectory, similar to what humans can imagine
and internally simulate when they want to catch an object.
The resulting trajectory is then used as a guiding thread to
follow during step 2, where Bayesian filtering is applied in
the joint space. This 3D trajectory permits to define a set
of sub-targets to reach for the arm before attaining the fi-
nal target. The following subsections describe the evolution
models and observation models used in the operational and
joint spaces.

2.1 Evolution model in the operational space

In the operational space, the state variables are the position
(in 3D world coordinates) and the observation variables cor-
respond to a set of constraints. In the examples provided in
the results, the position will correspond to the center of the
hand. The evolution prior describes the nature of the move-
ment, and we chose here a basic random walk (see Eq.4)
instead of a more complex model based prior. Nevertheless,
the prior could be learned or improved, for instance rely-
ing on human demonstration (Argall, Chernova, Veloso, &
Browning, 2009). In any case, we want to simulate a trajec-
tory between the actual position of the end-effector of the
robot and a target in the operational space while coarsely
avoiding obstacles.

P(St | St�1) = random walk
= F(StSt�1,Â

S
) (4)

A gaussian noise model controls the actual displacement
in operational space. We deliberately used a Gaussian noise
model in order to find trajectories in complex environments
in an online manner even if we have to sacrifice the optimal-
ity of the trajectory. The covariance matrix does not enforce
the limits of the joints of the robot.

2.1.1 Evolution model in the joint space

In the joint configuration space and for the proof of concept
purpose of the present paper, the state variables again cor-
respond to the joint configuration of the center of the hand.
The evolution model has also been chosen in order to find a
trajectory avoiding objects in a coarse manner. The equation
is therefore the same as in the operational space (see Eq.4).

A gaussian noise model also control the displacements
for the simulation of the trajectory. However we used this
time a fine tuning method for this evolution model. The co-
variance matrix ÂS enforces the limits of each joint. The
sampling of particles is performed following this model and
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if the kinematic properties of the joints are not enforced for
any of the St due to random walk, we assigned the vari-
ables of interest of the corresponding joint configuration to
its lower or upper limit depending of the limit that has been
reached. This approach avoids the case where the algorithm
enters in an endless rejection of values for the joint config-
uration, because the generation of particles is confined to
a physically unreachable part of the space. Once again, as it
corresponds to a low level body schema representation of the
system (Sturm, Plagemann, & Burgard, 2009), this model
could be learned (e.g. via human demonstration or motor
babbling), aiming for more naturalistic movements and to
limit the useless rejection of particles.

2.1.2 Observation model in the operational space

The observation variables in this case correspond to several
constraints the robot has to enforce. The first constraint is
to avoid obstacles to guarrantee its own integrity and the
second one is to generate a movement as efficient as possible
towards the target. In this paper, efficiency is simply defined
as the minimization of the distance required to approach the
target. In a probabilistic way, this can be written as:

P(Ot | St) µ
⇢

exp(�|Xende f f ector �Xtarget |)
0 if obstacles (5)

This formulation of the observation model is really flex-
ible as we can add as many constraints as we want. We can
also associate weights to the constraints in order to imple-
ment a prioritization of the constraints.

2.1.3 Observation model in the joint space

The constraints are the same as for the simulated trajectory
in the operational space, but in order to demonstrate how the
hand and fingers should be preferably used only when the
target/object has been approached, we weight the constraints
as follows:

P(Ot | St) µ
⇢

exp(�2⇤ |D1|) .’n
i=2 exp(�|Di|)

0 if obstacles (6)

where D1 is the distance from the hand to the target and
Di with i = 2, ... ,n are the distances from the fingertips
to the target. The exponential function allows us to define
a probability density of the distances from the targets. The
weighted combination of these constraints allows the algo-
rithm to focus first on the reaching of the target object and
in a second time to grasp it, by setting the parameter. As
many targets as we want can be added with this algorithm,
by simply adapting the considered end effectors and asso-
ciated distances. Although any heuristics could be used, a

direct model of the robot allows the correct computation of
the distances from the arm and fingers to the target. We have
to precise that for the following tasks the targets to reach are
the sub-targets defined after the filtering in the operational
space. A sub-target is considered reached when the distance
between the end effector and the sub-target decreases below
some error threshold, as the filtering in the operational space
does not enforce the joint limits. The sub-target the closest
from the final target is then selected until the arm reaches
the final one.

Fig. 1: Description of the method. The first step is the ini-
tailization of all the variables. The second step consists in
the filtering in the operational space. This permit to define
a first trajectory to follow for control like a guiding thread.
The last step is the the filtering in the joint space which is
used for controlling the robotic system.

3 Results

We applied our algorithm on several examples in order to
show the advantages of dividing the problem into the op-
erational and joint spaces. All the simulations have been
developed with OpenRave (Diankov & Kuffner, 2008). We
start by demonstrating in the first example why the coupled
Bayesian filtering is more efficient than Bayesian filtering
in the joint space alone. We then turn to a second example
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demonstrating the scalability of the algorithm, by applying
it on a 51 DoFs robotic systems. In both cases, our method
allows the online generation of reaching movements.

3.1 Cluttered environment

We demonstrate here that the hierarchical decomposition of
the problem and thus the application of dual Bayesian filter-
ing is clearly helpful to find solutions in cluttered environ-
ments. We defined an hard to reach target, located under a
large obstacle in a simulated human environment, while the
manipulator has to simultaneously deal with several other
obstacles and its own joint limits in order to reach it.

Fig. 2: Left: initial pose of the arm and target. Right: Other orientation
of the scene. The target for reaching is in orange and is located under
the bench.

On 50 trials, applying the algorithm directly and only
in the joint space leads to 0% of reaching successes. The
manipulator always converges to a local extrema above the
main obstacle and cannot escape it, due to a lack of global
planification.

Fig. 3: 50 trajectories with Bayesian filtering applied into
the joint space only. The arm always hit the bench.

Although the same reason explains why the application
of dual Bayesian filtering only reaches a success rate of 30%,

the definition of the guiding thread in operational space sig-
nificantly improves performance, even when it cannot be
followed closely.

Fig. 4: 50 trajectories with Bayesian filtering applied into
the operational space first and then into the joint space.

3.2 Redundant arm

On an ultra-redundant system, standard inverse kinematics
methods can have problem to compute a solution in real-
time. Our method can be applied on a such robot with a high
number of DoFs without a significant increase in compu-
tational cost. Indeed, the computational complexity of our
algorithm only depends on the number of particles (Doucet
et al., 2001), but would nevertheless requires an exponential
increase in the number of particles if filtering was applied
in the joint space only, because of the curse of dimensional-
ity. Nevertheless, filtering in the operational space (always
3D) again acts as a scaffolding step, able to reduce the com-
plexity of the search in the high dimensional space. Using
the previous setup, except for a custom WAM arm with 51
DoFs, we obtained 64% of reaching success.

Fig. 5: Trajectories with the 51 DoFs arm.
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4 Conclusion and perspectives

We presented in this paper a biologically plausible Bayesian
filtering method for reaching and grasping. We applied it
on two proof-of-concept simulated setups to show its ad-
vantages as an alternative to inverse kinematics. Our results
demonstrate that under some conditions, the problem of reach-
ing can be simplified by breaking it down into two spaces,
applying Bayesian filtering successively in the operational
and then joint space. This hierarchical decomposition gen-
erates a reference trajectory in a low dimensional space, later
exploited to constrain the exploration of the high dimen-
sional space. This method does not require an inverse model,
a high number of DoFs can be controlled, and can be easily
extended to deal with a large number of targets and effectors.
Additionally, the method performs in real-time, and compu-
tation time could be easily reduced through parallelization
(natural for a particle filter approximation).

Several extensions are possible, including its applica-
tions on more complex robots with several kinematic chains.
Also, basic distance to target functions are used for the ob-
servation models, but other functions could be used in con-
jonction with the distance in order for instance to minimize
energy consumption. An arbitrary random walk is finally
used for the evolution model, but these models could be
learned from, improving the sampling of particles, allowing
the generation of more human-like movements and further
testing the biological plausibility of such method.
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