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Abstract—This paper presents a solution for localization of
sensors by zoning, in indoor wireless networks. The problem
is tackled by a classification technique, where the objective is
to classify the zone of the mobile sensor for any observation.
The method is hierarchical and uses the belief functions theory
to assign confidence levels for zones. For this purpose, kernel
density estimation is used first to model the features obser-
vations. The algorithm then uses hierarchical clustering and
similarity divergence, creating a two-level hierarchy, to reduce
the number of zones to be classified at a time. At each level of the
hierarchy, a feature selection technique is carried to optimize
the misclassification rate and feature redundancy. Experiments
are realized in a wireless sensor network to evaluate the
performance of the proposed method.

Index Terms—Belief functions, classification, feature selec-
tion, hierarchical clustering, kernel density estimation, zoning.

I. INTRODUCTION

Localization of sensors is a key aspect in wireless net-

works, as the knowledge of the sensor’s position is essential

to process the retrieved information [1]. This paper considers

a zoning approach, where the objective is to determine

the zone where the mobile sensor resides, rather than the

exact position. This issue is important for the health-care

domain for instance, where Alzheimer’s patients might be

lost in their nursing home [2], in museums for supporting

guides and emergency management [3], for large malls to

facilitate shopping [4], etc and where locating people in a

specific zone of such environments is completely sufficient.

The most widely adopted approach in indoor localization is

wireless fingerprinting [5]. Wireless fingerprinting leverages

the available wireless transceivers along with the already

deployed networking infrastructure. This approach requires

an offline training phase and an online localization phase.

The problem is then formulated as multi-class classification,

where the aim is to classify the zone of the mobile sensor

according to the measured observation.

In this paragraph, we provide a succinct survey of the

classification methods that exist in literature. Reasearchers

have proposed techniques that are based on the concept of a

perceptron, where a sum of weighted inputs is computed and

the output is compared to a threshold in order to choose a

class [6]. However, perceptrons work only for instances that

are linearly separable. When this is not the case, artificial

neural networks were developed to solve the problem [7].

Another well-known nonlinear method is Support Vector

Machines (SVM) that classifies the instances using a decision

surface or hyperplane that maximizes the margin between the

classes [8]. The k-nearest neighbors algorithm determines

the class of an instance by examining the labels of its

nearest neighbors and voting for the most frequent one [9].

In addition, naive Bayes classifiers assume independency

between features to release probabilistic output [10]. Logistic

regression fits data into a logistic function and distributes

probabilities on classes according to the generated function

[11]. In another category, hierarchical approaches have been

also proposed. Random forests [12] is an ensemble of trees,

obtained by bootstrap sampling and by randomly changing

the feature set during learning. More precisely, at each node

in the decision tree, a random subset of the input attributes

is taken, and the best feature is selected from this subset

instead of all attributes. Hierarchical methods could also be

derived from classical techniques. HSVM [13] solves a series

of max-cut problems to recursively partition the classes into

two-subsets, till pure leaf nodes having only one class are

obtained. Then, the classical SVM is applied to solve the

binary classification problem at each internal node. In our

previous work [14], we proposed a classification technique

that creates a two-level hierarchy using divergence-based

clustering. The technique applies feature selection and the

belief functions theory (BFT) to assign confidence levels for

classes using the observations distributions.

This paper extends the classification method proposed

in [14]. One major drawback of the previous method is

that it requires a parametric distribution for data fitting.

This, however, might not be the case in many practical

classification problems, where the data fail to fit into one of

the parametric distributions with an acceptable significance

level. This paper proposes a kernel-based approach for the

developed classification technique. The contributions of this

paper are the following. The kernel density estimation to

model the data observations is studied first. Afterwards, the

hierarchical strategy using the new constructed model is

investigated. An extension of the feature selection technique

to consider both misclassification rate and feature redundancy

is also presented. Finally, the proposed technique is used

to localize the sensors by classifying the zones of the

targeted area, according to an observation it receives from

the surrounding Access Points.



The remainder of the paper is organized as follows.

Section II describes the classification technique. Section III

demonstrates the application in wireless networks for zoning

localization of sensors. Section IV concludes this paper.

II. CLASSIFICATION METHOD

A. Problem statement

The classification problem is formulated as follows. Let

• yclj , j ∈ {1, . . . ,m} be the m competing classes;

• F = {f1, . . . , fp} be the set of p features;

• xj,r = (xj,1,r, . . . , xj,p,r), r ∈ {1, . . . , ℓj} be ℓj offline

training observations labeled in yclj , with respect to F ;

• x̄ = (x̄1, . . . , x̄p) be a new observation measured with

respect to features F , such that x̄k is its k-th element.

The aim of the algorithm is to find a function h : Rp →
[0, 1]m such that h(x̄) = (Cf(ycl1 ), ..., Cf(yclm)), where Cf(yclj )
is the level of confidence of the statement: “x̄ belongs to class

yclj ”, for any new observation x̄ ∈ R
p. To do this, a clustering

algorithm is first proposed to dispatch the classes within

clusters denoted yCi , i ∈ {1, ..., NC}. The classification

problem consists then in finding the cluster at which belongs

a measured observation and then to find its class within the

selected cluster.

B. Kernel-based model

The proposed method creates a model that represents the

distribution of the offline training observations of each class,

so that once a new observation is measured online, the

best matching model is the most probable to which the

observation belongs. One approach consists in modelling

parametrically the data, by fitting them into one of the

known parametric distributions as proposed in [14]. However,

when the assumptions of a parametric model fail, a more

general non-parametric approach is required to estimate the

probability density function of the measurements [15]. A

solution is to construct a histogram of the data [16]. However,

this depends on the starting position of the bins and their

number, and suffers from the curse of dimensionality as

the number of bins grows exponentially with dimensions,

thus making this solution unsuitable for most applications

[15]. For these reasons, kernel density estimation (KDE) is

proposed in the following to model the training observations.

Suppose a region Sj is a hypercube that encloses oj
observations with side length h and centered at an estimation

point x̃ = (x̃k), k ∈ {1, . . . , p}. We study the uni-variate case

first. To find the number oj of observations falling within Sj ,

we consider the indicator function I(u) defined such that,

I(u) =







1, if |u| < 1
2 ;

0, elsewhere.

(1)

This function is known as a Parzen window or naive estima-

tor. The quantity I(
x̃k−xj,k,r

h
) is then equal to unity if xj,k,r

is inside Sj or 0 otherwise. The number of measurements

within Sj is then computed as,

oj =

ℓj
∑

r=1

I

(

x̃k − xj,k,r

h

)

. (2)

The density estimate QKDE,j(x̃k) is calculated as,

QKDE,j(x̃k) =
oj

ℓj × h
. (3)

Then, by substituting Eq. (2) in Eq. (3), we obtain,

QKDE,j(x̃k) =
1

ℓj × h

ℓj
∑

r=1

I

(

x̃k − xj,k,r

h

)

. (4)

This model ensures that the observations close to x̃k con-

tribute more than the far ones. However, the resulting density

is bumpy, yielding discontinuous density estimates. Instead

of assigning equal weights to all neighboring observations,

the Parzen window is replaced by a smoother kernel K(u),
such as triangular, Epanechnikov, cosine, logistic, Gaussian

kernels, etc. The kernel density function is then given by,

QKDE,j(x̃k) =
1

ℓj × h

ℓj
∑

r=1

K
(

x̃k − xj,k,r

h

)

. (5)

Since the shape of the kernel has a small effect on the model

[17], a Gaussian kernel is considered due to the facility of

its analytical derivations,

K(u) =
1√
2π

e−
1
2u

2

. (6)

The problem is to determine the bandwidth, or the smoothing

parameter h. A small value of h overfits the data and makes it

hard to interpret, while a large value over-smooths the KDE

and masks the structure of the data. A practical approach

to estimate h, is to maximize the pseudo-likelihood leave-

one-out cross-validation. The bandwidth h is computed by

maximizing,

ML(h)=ℓ
−1

j

ℓj
∑

r=1

log





∑

r′ 6=r

K

(

xj,k,r′ − xj,k,r

h

)



−log[(ℓj − 1)h].

(7)

The KDE is easily extended to the multivariate case,

QKDE,j(x̃) =
1

ℓj × hp

ℓj
∑

r=1

K
(

x̃ − xj,r

h

)

. (8)

However, the same bandwidth is taken here on all axes,

weighting all features equally. A good alternative for mul-

tivariate KDE is the product kernel,

QKDE,j(x̃) =
1

ℓj

ℓj
∑

r=1

1

h1 . . . hp

p
∏

k=1

K
(

x̃k − xj,k,r

hk

)

, (9)

such that the bandwidth hk is calculated at each feature

dimension. It is worth noting here that by considering the

product of kernels, we use only kernel independence which

does not imply that we assume features independence.

C. Clustering Algorithm

The classification method proposed in [14] creates a two-

level hierarchy, the first being a set of clusters, and the second

being a set of classes of each cluster. The hierarchy is built

based on the Kullback-Leibler divergence (DKL) between

parametric distributions representing the classes or clusters.



However, since a kernel density estimation is adopted here,

the calculation of the DKL is not trivial.

The DKL between the two functions QKDE,j(x) and

QKDE,j′(x) with respective density functions qj and qj′ of

input x is defined as [18],

DKL(QKDE,j ||QKDE,j′) =

∫

x

log

(

qj(x)

qj′(x)

)

qj(x)dx. (10)

The expected value of the function log
(

qj(x)
qj′ (x)

)

with respect

to qj(x) is given by,

Eqj(x)

[

log

(

qj(x)

qj′(x)

)]

=

∫

x

log

(

qj(x)

qj′ (x)

)

qj(x)dx. (11)

As recommended in [19], the expected value is approximated

by

Eqj(x)

[

log

(

qj(x)

qj′ (x)

)]

=
1

ℓj

ℓj
∑

r=1

log

(

qj(xj,r)

qj′(xj,r)

)

. (12)

The DKL is then deduced using Eqs. (11) and (12),

DKL(QKDE,j ||QKDE,j′) = Eqj(x)

[

log
qj(xj,r)

qj′(xj′,r)

]

(13)

=
1

ℓj

ℓj
∑

r=1

log
qj(xj,r)

qj′(xj′,r)

=
1

ℓj

ℓj
∑

r=1

logqj(xj,r)− logqj′ (xj′,r).

It is then easy to compute the DKL by replacing the functions

qj and qj′ by their kernel models obtained in the previous

paragraph. Once the DKL is calculated, the described clus-

tering algorithm in [14] can be executed. At the end of the

algorithm, a two-level hierarchy is created, the first level

being a set of NC optimal clusters yCi , i ∈ {1, . . . , NC},

and the second being a set of classes yclj , j ∈ Ji of each

cluster yCi , such that Ji is the set of indices of classes yclj in

yCi . The objective becomes to classify clusters at first, then

classes within clusters afterwards.

D. Feature selection technique

The objective of feature selection is to select the best

subset of features according to a certain criteria. In [14], we

proposed a technique that considers only the misclassification

rate. However, another important factor to study is redun-

dancy between features [20]. The selected features must not

only be highly discriminant to reduce the misclassification

rate, but also not redundant between each other. Indeed,

having redundant features means that the same information

is carried by these features, and thus similar classification

accuracy can be obtained with fewer ones [21]. The selection

must fulfill the two objectives; minimization of the misclas-

sification rate, and minimization of the redundancy between

the features. To do this, all the nonempty subsets F ′ of F

are considered. Let F ′ ⊆ F denote one considered subset.

Since the feature selection technique will be applied at the

clusters and the classes levels, unique notations for both are

considered in the following, that is, let y denote either a class

or a cluster, and K be their numbers.

The first objective, the error rate of subset F ′, is defined

in [14] as follows,

E(F ′) = 2−DisC(F ′). (14)

such that DisC(F ′), the discriminative capacity of the subset

of features F ′, is computed as follows,

DisC(F ′) =

K
∑

u=1

K
∑

v=1

DKL(QF ′,u||QF ′,v), (15)

DKL(QF ′,u||QF ′,v) being the Kullback-Leibler divergence

measured between kernel density estimations of entities u

and v, with respect to F ′.

To take into account the features redundancy, we consider

the coefficient of multiple correlation R. This coefficient

measures the level of dependency of a feature upon other

ones. The square of the coefficient of multiple correlation

R2 of fk in F ′ with respect to F ′ \ {fk} is defined as,

R2
k = cTkR

−1
xx,kck, (16)

where ck is the column vector with entries rfk′fk for fk′ ∈
F ′ \ {fk}, rfk′fk being the correlation between fk′ and fk,

and R−1
xx,k the inverse of the matrix of entries rfk′ fk′′

for fk′

and fk′′ ∈ F ′\{fk}. The redundancy between all the features

of F ′ is the average of the multiple correlation coefficients

of all fk ∈ F ′,

R(F ′) =
∑

k

Rk

|F ′| , (17)

where |F ′| is the cardinal of F ′.

The feature selection technique searches for Fs ⊆ F that

minimizes both E(Fs) and R(Fs). We consider a search al-

gorithm with a backward elimination strategy. The algorithm

starts with the complete set of features F and eliminates

continuously a feature, whose elimination satisfies the two

objective functions. Let Fa be the features subset chosen

at iteration a ≥ 1, with F0 = F and the cardinal |Fa| of

Fa equal to p − a. At each iteration a ≥ 1, all the subsets

of Fa−1 having p − a elements are considered. Let F
(η)
a ,

η = 1, ..., p − a + 1, denote these subsets. We define the

function ga
(

F
(η)
a

)

as follows,

ga(F
(η)
a ) = α

E(Fa−1)−E(F (η)
a )

max(E(Fa−1),E(F
(η)
a ))

+ (1 − α)
R(Fa−1)−R(F (η)

a )

max(R(Fa−1),R(F
(η)
a ))

,

(18)

where α ∈ [0, 1] is a tradeoff parameter chosen by the user

to assign a weight for each objective. A positive value of

ga
(

F
(η)
a

)

means that the subset F
(η)
a is better than Fa−1

in optimizing the objectives. The greater ga(·) is, the better

the subset is. This results in a selected subset at iteration a,

Fa = argmaxη ga
(

F
(η)
a

)

. A negative value of g indicates

that no significant improvement is obtained in the objectives

for the considered parameters and hence iterations stop when

all ga
(

F
(η)
a

)

, η = 1, ..., p − a + 1, are negative and the set

of features Fs = Fa−1 is thus chosen.

Applying this technique at each level of the two-level

hierarchy leads on one hand, to an optimal subset of features



that is best to distinguish between the clusters, and on the

other hand, to subsets of features that should be used for

classification between the classes within each cluster.

E. Weighted decision using belief functions

Let y, denoting a cluster yC or a class ycl within a cluster,

be a discrete variable taking values in Y = {y1, . . . , yK}
and let 2Y be the set of all the supersets of Y , i.e, 2Y =
{∅, {y1}, . . . , Y }. A fundamental function of the BFT is

the mass function, also called the basic belief assignment

(BBA). The mass m(A) given to A ∈ 2Y stands for the

proportion of evidence, brought by the source Fs, saying that

the observed variable belongs to A. A detailed work on the

implementation of belief functions for classification is found

in [14]. To define the features BBAs, all observations related

to the selected subset of features belonging to a set A ∈ 2Y

are represented by kernel density estimation, QKDE,A. Then,

having a new observation x̄, the mass m(A) is calculated as

follows,

m(A) =
QKDE,A(x̄)

∑

A′∈2Y , QKDE,A′(x̄)
, A ∈ 2Y . (19)

For decision making, the BFT uses the pignistic transfor-

mation [22]. It is defined as follows,

BetP (A) =
∑

A⊆A′

m(A′)

|A′| , (20)

where A is a singleton of 2Y . This equation is applied at

the clusters level and the classes level within each cluster,

leading respectively to BetPC({yCi }), i ∈ {1, ..., NC}, and

BetP cl,i({yclj }), j ∈ Ji. To assign confidence levels for

the classes, the pignistic levels of classes and clusters are

combined as follows,

Cf(yclj ) = BetPC({yCi })×BetP cl,i({yclj }), (21)

such that j ∈ Ji, i ∈ {1, ..., NC}. The class ŷclj having the

highest confidence is then selected,

ŷclj = arg max
j∈Ji,i∈{1,...,m}

Cf(yclj ). (22)

III. ZONING OF SENSORS IN WIRELESS NETWORKS

The proposed classification technique is applied in indoor

wireless networks for zoning of sensors. The objective is

to determine the zone where the mobile sensor resides

according to an observation measurement received from its

environment. The mobile sensor moves in the targeted area

and collects received signal strength indicators (RSSIs) from

the WiFi Access Points (APs) installed in the network. The

proposed method is used to classify the zone of the mobile

sensor for a new measurement. In this case, the zones, the

APs, and the RSSIs resemble the classes, the features, and the

observations respectively. Experiments are conducted in the

statistical and operational research department of the Univer-

sity of Technology of Troyes, France. The considered floor

has a section area of 500 m2 partitioned into 18 zones. It is

noted that 23 AP networks were detected in the targeted area.

Here, it is distinguished between the physical AP and the

TABLE I: Influence of parameter α on overall accuracy and

processing time.

Parameter α number of selected APs accuracy (%) online time (s)

- 23 89.44 0.3168

0.25 8 83.89 0.2117

0.5 13 86.11 0.2619

0.75 18 92.78 0.2955

AP network, as for the same physical AP, there exist several

networks. These networks give access to various populations

(visitors, residents, staff), and use different channel bands

(2.4 GHz, 5 GHz). Since the parameters of each network are

controlled by the IT service as required, these networks are

considered to be multiple features, although they carry some

information redundancy. It is the role of the proposed feature

selection technique to choose the best discriminating subset

of APs, that is less redundant too. In each zone, a set of 30
measurements is considered to construct the databases and

train the classifiers. Another set of 20 new observations in

each zone is taken in another day to test the proposed method,

as measurements of the same day are strongly dependent.

The collected RSSIs are represented by the KDE us-

ing a Gaussian kernel, and a bandwidth h calculated by

maximizing the likelihood cross validation. The two-level

hierarchy is then constructed by creating a dendrogram

based on Kullback-Leibler divergence, then cutting it by

maximizing the inter- and intra- cluster scatters, to obtain

NC = 7 optimal clusters. The feature selection technique

is applied afterwards at each level of the hierarchy, by

varying the parameter α to obtain the best subset of features

according to misclassification rate and redundancy. The BFT

is used to assign confidence levels to each zone based on

the constructed hierarchy and the selected APs. Fig. 1 shows

the importance of the KDE in modeling of the observations

as compared to the parametric fitting, when the data do not

really follow a parametric distribution. It shows also that the

kernel shape does not have a significant impact on the model.

Table I studies the influence of the user-defined parameter α

on the number of selected APs, and on the performance of

the method. As compared to the first line where no feature

selection is carried, this technique can add an accuracy of 3%

for α = 0.75. A gain in the online time is also noted. Table II

compares the performance of the proposed method with other

conventional classification techniques. As the table shows,

this proposed method carries an additional 5% of accuracy

as compared to the previous technique, which also consists

of a feature selection technique, outperforming all other

described methods in terms of overall accuracy. Regarding

the processing time, the proposed algorithm takes longer

time to be executed due to the maximum likelihood and

the following clustering phase. A gain is however noted by

optimizing the set of features, reducing the dimensionality by

neglecting redundant features, and thus reducing complexity.



Fig. 1: Fitting of parametric normal distribution, and KDE of

Gaussian, Epanechnikov, Triangular kernels, and of h = 1.6,

of histogram of RSSI.

TABLE II: Comparison between classification techniques

for zoning of sensors in indoor wireless networks, in terms

of overall accuracy (%) and online processing time (s).

Technique accuracy (%) online time (s)

K-nearest neighbors [9] 83.33 0.1289

Naive Bayes [10] 81.66 0.1018

Multinomial logistic regression [11] 82.78 0.1498

Neural networks [7] 84.72 0.1866

Support Vector Machines [8] 85.55 0.1859

Random forests [12] 86.66 0.4077

Hierarhical Support Vector Machines [13] 86.38 0.4667

Previous method [14] 87.77 0.2508

Proposed method 92.78 0.2955

IV. CONCLUSION AND FUTURE WORK

This paper tackled the problem of zoning localization of

sensors by a classification technique. The proposed method

extended a previous technique to the non-parametric case by

kernel density estimation modeling. Moreover, the feature

selection technique is extended to optimize both misclassifi-

cation rate and feature redundancy. Experiments in an indoor

environment to localize sensors prove the advantage carried

by the proposed method in terms of overall accuracy, and its

competence as compared to other state-of-the-art techniques.

Future work will focus on auto-tuning the parameter α, and

investigating an optimal number of hierarchy levels.
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