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Abstract

Many practical flow configurations involve energy transfer in fluids, or in solids and fluids with different thermo-physical
properties. The classical advection-diffusion lattice Boltzmann (LB) solver admits some errors when dealing with such
configurations. Given that the macroscopic equation recovered by this model is only valid in the limit of incompressible
flows with constant heat capacities, one would, for example, observe inconsistent fluxes at the interface of a fluid and
solid with different densities or specific heat capacities. This inconsistency being second-order in space, it will have non-
negligible effects on the final results. In this work, a modified equilibrium distribution function (EDF) is proposed to
overcome these issues. The proposed scheme recovers the correct partial differential equation (PDE) describing energy
transfer, as shown by a multi-scale Chapman–Enskog analysis. The performance of the model is checked through a
variety of test-cases, involving conjugate heat transfer and variable specific heat capacities in both steady and unsteady
configurations. In all cases the obtained results are in excellent agreement with reference data.
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1. Introduction

The lattice Boltzmann numerical scheme –and its pre-
decessor the lattice gas automata– have been around for
at least three decades now [1]. Although initially devel-
oped with the sole purpose of solving the Navier-Stokes
(NS) equations, the LBM has since then been extended to
many applications ranging from quantum mechanics [2] –
Schrödinger equations– or electron transport in metals [3]
to various complex flows such as multi-phase [4], multi-
species [5, 6, 7, 8] and non-isothermal systems [9]. Clas-
sical LB schemes have been extended to non-isothermal
flows through three classes of models, (a) the so-called
multi-speed schemes [10, 11] and (b) double distribution
function (DDF) approaches [12, 13, 14] and (c) Hybrid LB
solvers[15, 16]. While the first category can be perceived
as a solver for the Boltzmann equation, the other two ap-
proaches are direct solvers for the macroscopic energy bal-
ance equation. The first class is a natural extension of the
basic weakly compressible LB scheme in the context of the
kinetic theory, as the number of discrete velocities in the
stencil is extended in order to guarantee conservation of in-
ternal energy and correctly recover higher-order moments
involved in the transport of this conserved variable. Cou-
pling of the bare multi-speed model with the Bhatnagar-
Gross-Krook (BGK) collision operator inevitably leads to
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a physical limitation: fixed Prandtl number. This limi-
tation can be dealt with by applying different relaxation
coefficients to different moments of the distribution func-
tion [17]. In practice this can be achieved through the so-
called Multiple Relaxation Time (MRT) approach. Apart
from this issue, the multi-speed models have been shown
to exhibit numerical instabilities and have rather limited
stability domains as compared to the classical LB. The
stability issue associated to this approach has been dealt
with to some extent by the Entropic lattice Boltzmann
model (ELBM) [18, 19, 20]. The third approach, on the
other hand, consists of an LB solver for the flow field cou-
pled to a classical solver (Finite Difference, Finite Volume,
Finite Element, Spectral) for the energy field. While al-
lowing for a straightforward treatment of complex terms
in the energy balance equation, a stable way of coupling
both solvers is still challenging given the different stability
thresholds of the different numerical solvers.

The DDF models constitute another class of approach
for simulating non-isothermal flows. As suggested by its
name, in this approach the flow field is modeled by the
classical LB solver, while another set of distribution func-
tions is used to model temperature. The flow and tem-
perature fields are coupled through the advection velocity
and possibly additional force terms – in the context of the
Boussinesq approximation for example. This class of ap-
proach shows advantages in terms of simplicity, locality,
and stability over the multi-speed models. In terms of
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computation and memory consumption, DDF models are
also more advantageous as they deal with a smaller number
of discrete velocities, leading to more local time-evolution
operations, in turn yielding a better parallel performance.
However, DDF models suffer from a number of shortcom-
ings stemming from the simple physics involved.
One major issue with the classical advection-diffusion LB
solver for temperature is that of flux mismatch at inter-
faces. Considering only diffusive scaling for the sake of this
introductory discussion, the first-order non-equilibrium flux,
q(1), recovered by this approach at macroscopic scale is:

q(1) =
λ

ρcp
∇T, (1)

where λ is the heat diffusion coefficient. This flux is only
correct for a constant specific heat capacity cp and den-
sity ρ over the simulation domain [21]. One approach to
alleviate this restriction is to include an appropriate cor-5

rection term at interfaces. This approach has been suc-
cessfully applied to conjugate heat transfer in heteroge-
neous media [22, 23, 24, 25, 26]. The main shortcomings
of this approach are practicality and limited applicability
to more general cases. For cases involving numerous inter-10

faces, such as composite materials and porous media, ap-
plying a correction term at all interface nodes is not an ef-
ficient solution. Furthermore, this solution only deals with
discontinuities in thermodynamic parameters at interfaces
and cannot model flows with temperature- or composition-15

dependent specific heat capacity for example. In the past
couple of years various LB schemes have been developed
to model heat transfer with variable specific heat capac-
ity for specific applications such as porous media [27, 28].
The aim of the present work is to develop an advection-20

diffusion LB model both efficient, easy to implement, and
extensible to any type of flow with any given degree of
simplification, up to full models. In the next section, the
classical advection-diffusion LB model will be presented
along with its shortcomings. The second and third sec-25

tions will then focus on introducing the proposed model
and validating it through a number of standard test-cases.

2. Energy balance and the Classical AD-LB ap-
proach to modeling energy transport

At the macroscopic scale, energy balance in the sys-
tem can be formulated through transport equations for a
variety of quantities, e.g. internal energy, total energy, en-
thalpy etc. A thorough review of the different formulation
can be found in [29]. For example the balance equation
for sensible enthalpy can be written as:

∂tρhs +∇ · ρhsu = ω̇T + ∂tp+ u · ∇p+∇ · λ∇T, (2)

where hs is the sensible enthalpy, ω̇T is the heat produc-
tion rate (for instance due to chemical reactions), T is the
temperature and p is pressure. Here for the sake of simplic-
ity, terms such as viscous dissipation, enthalpy transport

by species diffusion etc have been ignored.
The classical approach to solving the heat transport equa-
tion in LB consists of a time evolution equation for the
temperature distribution function, denoted hα here, simi-
lar to the flow field:

hα (x + cαδt, t+ δt)− hα (x, t) =

1

τT

(
h(eq)
α (x, t)− hα (x, t)

)
+wα

ω̇T (x, t) δt
ρ0cp,0

+wαcα ·F,

(3)

where F is a forcing term –explained later on in this sub-
section, ρ0 is the fluid density, cp,0 is the specific heat
capacity (the subscript 0 is used here as this model is only
adapted to incompressible flows with constant heat capac-

ity), h
(eq)
α is the equilibrium distribution function, δt is the

time-step size, cs is the so-called ”lattice sound speed”, cα
is the velocity vector associated to each propagation di-
rection α and wα is the corresponding weight fulfilling the
following conditions:∑

α

h(eq)
α (x, t) = T (x, t) , (4)

∑
α

cαh
(eq)
α (x, t) = u (x, t)T (x, t) , (5)

∑
α

cα · cαh(eq)
α (x, t) = Dc2sT (x, t) , (6)

where D is the physical dimension of the simulation. The
EDF can be defined as:

h(eq)
α (x, t) = wαT (x, t)

(
1 +

1

c2s
cα · u (x, t)

)
, (7)

where T (x, t) is the local temperature, and u (x, t) is the
local fluid velocity. For the linear EDF, Eq. 6 can also be
expressed as:∑

α

cα ⊗ cαh
(eq)
α (x, t) = c2sT (x, t) I, (8)

where I is the identity matrix and ⊗ is the Kronecker
product. It is worth mentioning that the EDF can also
take a non-linear form – similar to the flow field solver
EDF. The relaxation coefficient, τT appearing in Eq. 3 is
usually defined as:

τT =
1

δtc2s

λ

ρ0cp,0
+

1

2
. (9)

Using the Chapman-Enskog multi-scale analysis, the clas-
sical model presented in this section –without the force
term F– is shown to recover under convective scaling the
following Partial Differential Equation (PDE) up to second
order:

∂tT +∇ · (uT )−∇ · λ

ρ0cp,0
∇T

−∇ · λ

c2sρ0cp
∂tuT −

ω̇T
ρ0cp,0

= 0. (10)
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In order to take out the fourth term on the LHS, which is
an unphysical term, the force term F of Eq. 3 must be set
to [30]:

F =
1

c2s

(
1− 1

2τT

)
∂t (uT ) . (11)

Taking this correction into account makes the scheme second-
order accurate under both convective and diffusive scaling
[30].
Comparing the recovered PDE to the energy conservation
equation, i.e. Eq. 2, one can observe that the advection
operator in the LB advection-diffusion model becomes con-
sistent only in the limit of a strictly incompressible flow:

∇ · uT = u · ∇T + T∇ · u, (12)

The classical LB flow solver not being strictly incompress-
ible,∇·u 6= 0 [31]. For flows involving thermo-compression,
such as those present in low Mach combustion applications
(corresponding to the Low Mach Number Approximation
– LMNA), both the time evolution and advection opera-
tors lack a density term.

Apart from the above-mentioned error, the classical LB
approach also admits another source of error in the diffu-
sion term; The diffusion term recovered by this model is
only correct for incompressible flows with constant specific
heat capacity. If we were to assume that the heat capacity
and density are not constant (therefore replace cp,0 and
ρ0 with cp and ρ) the diffusion term (as recovered by the
classical approach) would be:

∇·
(
λ

ρcp
∇T
)

=
1

ρcp
∇· (λ∇T ) + (λ∇T ) ·

(
∇ 1

ρcp

)
. (13)

The last term on the RHS only cancels out for a uniform30

heat capacity distribution over the simulation domain, i.e.
for cp = cp,0=const.
As mentioned earlier, this results in inconsistent diffusive
fluxes at solid-fluid interfaces in conjugate heat transfer
cases where the solid and fluid have different specific heat35

capacities or densities. A modified model is proposed in
the next section to overcome these issues and make the
LB advection-diffusion scheme suitable for heat transfer
in heterogeneous media.

3. Modified heat transport LB model40

3.1. Brief overview of LB flow solver

Although used in this work without any modification,
the classical single relaxation lattice Boltzmann model for-
mulation used for the flow simulation will be briefly sum-
marized in this subsection. The classical LB solver is usu-
ally employed to solve the Navier-Stokes equations in the
limit of incompressible flows. The discrete time-evolution
operator of the populations, fα (x, t), is given as:

fα (x + cαδt, t+ δt)− fα (x, t) =

1

τF

(
f (eq)
α (x, t)− fα (x, t)

)
, (14)

where f
(eq)
α (x, t) is the flow solver EDF and τF is the cor-

responding relaxation coefficient. The equilibrium distri-
bution function is usually taken as:

f (eq)
α (x, t) = wαρ (x, t)

(
1 +

cα · u (x, t)

c2s

+
(cα · u (x, t))

2

2c4s
− u (x, t)

2

2c2s

)
, (15)

while the relaxation coefficient is computed as:

τF =
1

δtc2s
ν +

1

2
, (16)

where ν is the fluid kinematic viscosity. The density and
fluid velocity can be obtained as moments of the distribu-
tion function: ∑

α

fα (x, t) = ρ (x, t) (17)

1

ρ

∑
α

cαfα (x, t) = u (x, t) (18)

Further details on the employed LB solver can be found in
[32].

3.2. Proposed solver for energy field

In order for the model to be able to deal with changes
in specific heat capacity an automata recovering a conser-
vative form of the total sensible energy transport equation
is proposed. The time evolution operator is similar to the
classical collision-streaming equation:

hα (x + cαδt, t+ δt)− hα (x, t) =

1

τH

(
h(eq)
α (x, t)− hα (x, t)

)
+ wαω̇T (x, t) + wαcα · F,

(19)

where τH is the relaxation coefficient given later on in this
subsection. The conserved zeroth-order moment of the
new distribution function is defined to be:∑

α

hα = Ht (20)

where Ht, the conserved variable, is the total energy minus
the enthalpy of formation per unit volume, defined as:

Ht = ρε+
ρu2

2
+ p− ρ∆h0

f (T0), (21)

where ε is the internal energy per unit mass and ∆h0
f is

the mixture enthalpy of formation per unit mass at a ref-
erence temperature T0 and p is the pressure. For the rest
of this work pressure contribution to total enthalpy will
be neglected, which is acceptable for most practical ap-
plications in the limit of incompressible flows (since the
classical LB solver employed here is a weakly compressible
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solver valid only for low Mach numbers). Based on this,
and assuming first for the sake of clarity that the specific
heat capacity is not a function of temperature, the local
temperature can be obtained as a moment of the distribu-
tion function:

T =

(
1

ρ

∑
α

hα −
u2

2

)
/cp. (22)

For cases where the specific heat capacity is a function of
the local temperature, the temperature can be recovered
through an iterative root-finding algorithm, such as the
Newton-Raphson method. Assuming that the total sen-
sible enthalpy Ht at a given point in space, x, and time,
t, is known, one can find the local temperature by finding
the root of the following equation:

f(T ) = Ht (x, t)− ρ (x, t) u2 (x, t)

2
− ρ (x, t)

∫ T

T0

cp(T )dT.

(23)
Starting from an initial guess for the temperature – the
local temperature at the previous time-step being a natural
choice, one can get successively better approximations at
the n+1th iteration using the following equation:

Tn+1(x, t) = Tn(x, t) +
f (Tn(x, t))

cp (ρ(x, t)Tn(x, t))
. (24)

The root-finding algorithm is used in all test-cases pre-
sented in this work. It is worth mentioning that on average
2 iterations are sufficient for the algorithm to converge at
each point. To recover the correct physics at the macro-
scopic scale the EDF is defined as:

h(eq)
α (x, t) = wαHt (x, t)

(
1 +

1

c2s
cα · u (x, t)

)
+ ηα (γT (x, t)−Ht (x, t)) , (25)

where γ is a free parameter fixed by the user at the be-
ginning of the simulation and uniform in space, with unit
kg/K.m.s2. The parameter γ is introduced here in the
model for the sake of stability, while ηα are weights sub-
ject to the following restrictions [33]:∑

α

ηα = 0, (26)

∑
α

cαηα = 0, (27)

∑
α

cα ⊗ cαηα = c2sI. (28)

In order to satisfy the above-mentioned restrictions, for the
rest of this work the second weight coefficients are defined
as:

η0 = −
∑
α 6=0

wα, (29)

∀α 6= 0, ηα = wα. (30)

Using Eqs. 19 through 30 and the multi-scale Chapman-
Enskog analysis method, it can be shown that up to second
order the following macroscopic equation is recovered by
the proposed scheme (a detailed analysis is given in Ap-
pendix A):

∂tHt +∇ · (Htu)−∇ · λ∇T − ω̇T = 0. (31)

The production term, ω̇T is defined as:

ω̇T = ρ
∑
k

ω̇kMk∆h0
f,k(T0), (32)

where ω̇k is the kth species mole production rate and Mk

is the molar mass. In order to recover the correct diffusion
term, the relaxation coefficient must be set to:

τH =
1

δtγc2s
λ+

1

2
. (33)

Just as for the classical AD-LB approach, to take out the
first-order error term (in space and time) and get Eq. 31
up to second order, the force term has to be set to:

F =
1

c2s

(
1− 1

2τH

)
∂t (Htu) . (34)

It is also worth mentioning that in the context of the
present study, the time derivative in the force term is com-
puted using a first-order finite-difference approximation:

∂t (Htu) =
Ht(t)u(t)−Ht(t− δt)u(t− δt)

δt
+O

(
δ2
t

)
(35)

3.3. Algorithmics and coupling45

In the context of the model presented in this work,
the flow and energy solvers operate in parallel and are ex-
plicitly coupled. At the beginning of each time-step, using
data from the previous time-step, first the local thermody-
namics and transport properties are computed. Then, the50

populations at the new time-step for each solver (flow and
energy) are computed. Finally, the different moments of
the distribution functions are extracted. The code struc-
ture is illustrated in Fig. 1.

4. Further details about the proposed model55

4.1. Simplified forms of the scheme

For flows where the local specific heat capacity is only
function of temperature, density variations are negligible
and viscous heat dissipation is of minor importance, the
proposed scheme can be simplified by taking the following
definition for the EDF:

h(eq)
α (x, t) = wαhs (x, t)

(
1 +

1

c2s
cα · u (x, t)

)
, (36)

where the sensible enthalpy per unit mass, hs, is now the
conserved variable. Through this EDF, the following PDE
can be recovered:

∂ths +∇ · uhs −∇δtc2s
2τhs − 1

2
∇hs −

ω̇T
ρ0

= 0. (37)
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get cp
and ω̇T

get µ and λ

get f
(eq)
α

from Eq. 15

fα (x, t+ δt)
using Eq. 14

get ρ and u using
Eqs. 17 and 18

get h
(eq)
α

from Eq. 25

hα (x, t+ δt)
using Eq. 19

get T using
Eqs. 20 and 23

End?

t = t + δt

Figure 1: Overall structure of the proposed simulation scheme

Using:

∇hs =
∂hs
∂T︸︷︷︸
cp

∇T, (38)

and:

τhs =
λ

ρ0cpc2sδt
+

1

2
(39)

one gets the following PDE:

cp∂tT + cp∇ · uT −∇
λ

ρ0
∇T − ω̇T

ρ0
= 0. (40)

In cases where sensible enthalpy is not only a function of
local temperature, for example for conjugate heat trans-
fer where hs = hs(x, T ), Eq. 38 does not hold anymore.
For flows involving multiple species, hs = hs (Y0, ..., Yk, T ),
Eq. 38 takes the following form:

∇hs =
∂hs
∂T
∇T +

Nsp∑
k=1

∂hs
∂Yk
∇Yk (41)

which in turn would lead to the need for an additional,
complex correction term.
For cases involving viscous dissipation, choosing sensible
enthalpy as the conserved variable, ignoring pressure work
and assuming a single-component flow, would lead to the
following PDE:

∂tρhs +∇ · ρhsu−∇λ∇T − φ = 0. (42)

where viscous dissipation, φ, appears in a non-conservative
form:

φ = (S · ∇) · u. (43)

where S is the viscous stress tensor. Deriving such terms
in LB is usually complicated and leads to additional non-
local operations. Hence, for cases involving viscous dis-
sipation total energy is the better choice. The current60

study will focus on the energy balance equation ignoring
viscous dissipation. The addition of viscous dissipation
and derivation of the corresponding terms in the context
of this model will be the subject of our future work.

65

4.2. Stability, errors and free parameter

The free parameter γ in the EDF of Eq. 25, is subject to
certain restrictions to avoid negative distribution functions
and large error terms. In order to have a stable simulation–
free from Gibbs oscillations, the relaxation coefficient must
not come too close to 1/2. Simultaneously, positivity of
the EDF must be guaranteed; for an advection-diffusion
LB model, small relaxation coefficients along with negative
EDFs can lead to instabilities [34]. Studying the EDFs one
can see that for resting particles, the following positivity
condition is obtained:

Ht

w0 +
∑
α6=0

wα


︸ ︷︷ ︸

=1

≥ γ

∑
α 6=0

wα

T, (44)

while for moving particle distributions – non-zero direc-
tions, the positivity condition changes to:(

γT

Ht

)
c2s ≥ ||u||, (45)

The total sensible enthalpy Ht and temperature T appear-
ing in these equations should be those resulting in the
smallest value for the ratio T/Ht.
Furthermore, one must keep in mind that large relaxation
coefficients – τH � 1 – can have negative and noticeable
impact on higher-order errors. Those can be expressed
–assuming constant τH– as:

∆ =

∞∑
i=3

εiR(i)(τH) (∂t +∇ · cα)
i
cαh

(eq)
α (46)

where R(i)(τH) are the Chapman polynomials [35]. At
i = 3− 5 for example one has [36]:

R(3)(τH) = τ2
H − τH +

1

6
, (47)

R(4)(τH) = −τ3
H +

3

2
τ2
H −

7

12
τH +

1

24
, (48)

R(5)(τH) = τ4
H − 2τ3

H +
5

4
τ2
H −

1

4
τH +

1

120
, (49)

which obviously will grow much faster than the diffusion
term for large values of τH .
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As such, the free parameter γ must be chosen as an opti-
mum value with regard to all of the aforementioned issues.70

Although not strictly bound by the previously mentioned
conditions, they can be seen as sufficient conditions for a
stable simulation. The effects of the choice of γ are better
illustrated through test-cases in the upcoming sections.
In the next section we will study the performances of the75

code in the face of variations in density, specific heat ca-
pacities and thermal conductivity.

5. Numerical validations and results

In this section, the proposed scheme is confronted to a
variety of situations, to showcase its ability to model com-80

plex thermal flows. First, through cases involving space-
varying thermal conductivity –both continuous and sub-
ject to discontinuity, the ability of the model to deal with
variable thermal conductivity is established. Then, un-
steady heat conduction in a 3-layer medium with differ-85

ent thermal conductivities and specific heat capacities is
modeled to show that, contrary to the classical advection-
diffusion scheme, the proposed approach correctly takes
into account variations in specific heat capacity. This
test-case is also used to illustrate the effect of the free90

tunable parameter on stability and error. Finally, to es-
tablish the robustness of the model three different heat
transfer problems of increasing complexity involving con-
duction and convection by fluid flow are considered: (1)
heated lid-driven cavity with temperature-dependent ther-95

mal conductivity, specific heat capacity and viscosity, (2)
2-D rectangular channel with mounted obstacles on upper
and lower walls subject to heat flux at their bases, and (3)
turbulent flow over a multi-layered wall-mounted cube.

5.1. Steady-state conduction in medium with variable dif-100

fusion coefficient

In order to show the ability of the scheme to properly
model heat diffusion when subject to variations in thermal
conductivity, two test-cases are studied here.

5.1.1. Two-layer media with discontinuous thermal con-105

ductivity

First a two-layer medium is considered. The simulation
domain is composed of two solid regions, with the same
heat capacity and density, but different thermal diffusion
coefficients. The upper and lower boundaries are set to
constant temperatures, Th and Tc respectively, while other
boundaries are treated as zero-flux. The case is defined
through the following equations:

∂tT − ∂yλ∂yT = 0, (50)

λ =

{
λ = λ1, 0 ≤ y < L1,

λ = λ2, L1 ≤ y ≤ L.
(51)

T (y = 0) = Tc, (52)

T (y = L) = Th. (53)

where L is the size of the domain, L1 is the length of
the first zone and λ1 and λ2 are respectively the first and
second zone thermal conductivities. The test-case config-
uration is illustrated in Fig. 2.
The analytical steady-state solution for this configuration

L
∂xT=0∂xT=0

T = Tc

T = Th

λ2, cp

λ1, cpL1

x

y

Figure 2: Two-block solid case configuration

can be found to be:

T (y) =


(Th−Tc)y

λ1

(
L1
λ1

+
L−L1
λ2

) + Tc, y < L1

(Th−Tc)y
λ2

(
L1
λ1

+
L−L1
λ2

) + Th − (Th−Tc)L
λ2

(
L1
λ1

+
L−L1
λ2

) , L1 ≤ y ≤ L
,

(54)
The domain length, L, was set to 1 m while the length
of the first block, L1, was taken as 0.5 m. The upper
and lower temperatures, Th and Tc were respectively set
to 1000 K and 300 K. The thermal conductivities, λ1

and λ2 were taken respectively as 1 × 10−3 and 2 × 10−3

W/m.K, while δt was set to 0.01 s, δx to 0.01 m, and γ
to 1. This choice of parameters results in a relaxation
parameter of τH = 0.8− 1.1. For these values the simula-
tions are stable, while small values of the relaxation con-
stant usually result in Gibbs oscillations, and large values
lead to divergence (just like classical solvers for advection-
diffusion equations). Furthermore, the CFL-like condition
expressed by Eq. 45 does not need to be considered for this
case, as there is no convection. The simulation was initial-
ized with a uniform temperature distribution, T = Tc, and
carried out on a D2Q5 stencil. Fixed temperature bound-
ary conditions were imposed using the anti-bounce-back
approach [37] while zero-flux boundaries were applied to
the missing populations following [37]:

gα(x, t+ δt) = gα(x− nδt, t+ δt), (55)

where n is the outward-pointing unit vector perpendicular
to the zero-gradient boundary. The results obtained from
simulation using the proposed LB model are compared to
the analytical solution in Fig. 3. To better quantify the
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Figure 3: Profile of steady-state non-dimensional temperature, θ =
T−Tc
Th−Tc

, along the vertical centerline for the two-block media case

accuracy of the results, the normalized L2 and L∞ norms
of the temperature field were computed as:

L2 =

√
1
N

∑
i (Ti − Ti,ref )

2√
1
N

∑
i Ti,ref

2
, (56)

and :

L∞ =
max|Ti − Ti,ref |√

1
N

∑
i Ti,ref

2
. (57)

This test-case yielded 1.674 × 10−5 and 2.438 × 10−4 for
the L2 and L∞ norms, respectively.

5.1.2. Couette flow with variable thermal conductivity

The second configuration considered in this section is
a 2-D thermal Couette flow with a temperature-dependent
thermal conductivity. Just as before upper and lower bound-
ary temperatures are set to Th and Tc respectively while
other boundaries are periodic. The flow field is subject to
a constant velocity at the upper boundary. The steady-
state configuration of the thermal field is defined through
the following system of equations:

∂yλ∂yT = 0, (58)

λ =
λ0T

T0
, (59)

T (y = 0) = Tc, (60)

T (y = L) = Th (61)

where λ0 is the thermal conductivity at a reference tem-
perature T0. The simulation was carried out on a D2Q9
stencil for the flow field and D2Q5 stencil for the energy

L

T = Tc,u = 0

T = Th,u 6= 0

λ = λ(y), cp

x

y

Figure 4: Thermal Couette flow case configuration

field. The overall configuration is given in Fig. 4.
Given the lack of convective heat flux in the x-direction,

the steady-state solution reduces to that of a solid media
with variable thermal conductivity:

T (y) =

√(
y

L
T 2
h +

(L− y)

L
T 2
c

)
. (62)

The domain length, L, is set to 1 m. The upper and lower110

temperatures, Th and Tc were respectively set to 1000 K
and 300 K. The thermal conductivity λ0 at temperature
T0 =300 K, was set to 1 × 10−3 W/m.K, while δt was
fixed at 0.01 s, δx at 0.01 m and γ at 1, which resulted
in τH = 0.8 − 1.5. Stationary and moving-wall bound-115

ary conditions were modeled using the half-way bounce-
back and modified half-way bounce back methods respec-
tively. Figure 5 compares the temperature profiles along
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Figure 5: Steady-state non-dimensional temperature, θ = T−Tc
Th−Tc

,

profile along the vertical centerline for the thermal Couette flow

the vertical centerline to the analytical solution of Eq. 62.
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As shown in this figure the model is able to correctly120

capture the effects of variable thermal conductivity with
fixed density and heat capacity. Furthermore, the ob-
tained L2 and L∞ norms are respectively 2.24× 10−4 and
4.90×10−3. It is also worth mentioning that noticeable er-
rors are found only near the boundary conditions, caused125

by the relaxation-coefficient dependence of the position of
the wall when bounce-back schemes are used. The next
subsection will focus on the unsteady performance of the
model when subject to both changes in thermal conduc-
tivity and specific heat capacity.130

5.2. Transient conduction in three-layer media with differ-
ent thermal conductivities and specific heat capacities

One of the main advantages of the model presented in
this work is that it effectively allows for variable heat ca-
pacities in the simulation. To showcase the ability of the
model to reproduce correct results even when subject to
discontinuities in both heat conductivity and specific heat
capacity, the case of transient heat conduction in a three-
block solid domain is considered here [38]. The temper-
atures on the upper and lower boundaries of the domain
are fixed at Th and Tc. The domain is composed of three
different regions with different specific heat capacities and
thermal conductivities. The corresponding configuration
is illustrated in Fig. 6. Initially, the temperature is set
to θ = 0 everywhere in the domain, where θ = T−Tc

Th−Tc .
The theoretical temperature profiles at different times are

L∂xT=0∂xT=0

T = Th

T = Tc

λ2, cp2

λ3, cp3

λ1, cp1

L/3

L/3

x

y

Figure 6: Three-block solid media test-case configuration

reported in [38]. The different physical parameters used
in the context of the present study are listed in Table 1.
The upper and lower boundaries temperatures are set to

Species λ[W/m.K] cp[J/kg.K] L[m]

Zone 1 1. 1. 1.
Zone 2 0.1 0.033 1.
Zone 3 1. 1. 1.

Table 1: Simulation parameters for unsteady three-block media test-
case [38]

Th = 1000 K and Tc = 300 K while δx and δt are respec-
tively set to 3.33 × 10−2 m and 1 × 10−5 s. In order for
the EDF to remain positive and guarantee stability the
parameter γ was set to 0.05. Boundary conditions on the
temperature field were imposed using the schemes detailed
in the previous subsection. The temperature profiles at
different times, namely 0.1, 0.5, 1 and 2 s are compared
to their reference counterparts in Fig. 7. As mentioned in

0 0.5 1 1.5 2 2.5 3
0

0.2

0.4

0.6

0.8

1

y/L

θ

Analytical t=0.1
This study t=0.1
Analytical t=0.5
This study t=0.5
Analytical t=1
This study t=1
Analytical t=2
This study t=2

Figure 7: Temperature profile at different times for the three-block
solid media case, theoretical solutions are taken from [38]

[24], the classical advection-diffusion LB model can not re-
produce the correct results for this case. At the interfaces,
the classical model recovers the following flux:

q = − λ

ρcp
∇T, (63)

instead of the correct Fourier flux:

q = −λ∇T. (64)

The proposed model, on the other hand, recovers the cor-
rect flux and as such can deal with variations in both spe-
cific heat capacity and thermal conductivity. As seen in135

Fig. 7 the obtained profiles are in excellent agreement with
their analytical counterparts. Test-cases presented up to
this point have established that the proposed scheme cor-
rectly models thermal systems subject to variable thermal
conductivity and specific heat capacity, even with a con-140

vective field perpendicular to the diffusion flux vector.
In the previous sections, the choice of the free parame-
ter γ was shown to be important regarding stability and
leading-order error terms. To better illustrate this effect
the present test-case was run for different values of γ with-145

out changing any of the remaining parameters. In this
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context the value of γ was changed to span a rather large
interval, between 1 and 5 × 10−3. The results of these

0 1 2 3
0

0.2

0.4

0.6

0.8
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y/L

θ

γ=.09
γ=.05
γ=.01
γ=.005

Figure 8: Temperature profile at at t = 0.1 s for different values of γ

simulations at t = 0.1 s, are shown in Fig. 8. Only results
from simulations with γ ≤ 0.09 are displayed, as larger val-150

ues led to unstable simulations (The simulations did not
reach t = 0.1 s). To better explain the unstable simula-
tions and establish a link with Eq. 44, additional data and
parameters from these simulations are given in Table 2.

γ τH
γ
∑
α6=0 wα

cp
L2

0.09 0.53− 0.8 0.06− 1.82 2.87× 10−5

0.05 0.55− 1.04 0.03− 1.01 9.66× 10−4

0.01 0.77− 3.21 0.007− 0.20 3.49× 10−2

0.005 1.04− 5.91 0.003− 0.10 1.43× 10−1

Table 2: Simulation parameters for transient heat conduction in
three-layer media test-case with varying γ

In this table, the range of the relaxation coefficient in155

the domain along with
γ
∑
α 6=0 wα

cp
and the errors are shown.

It is observed that above γ = 0.05 the stability condi-
tion of Eq. 44 is not satisfied, while below 0.01 the maxi-
mum relaxation coefficient in the domain becomes rather
large. This in turn explains the onset of instability at160

γ = 0.09 and the very pronounced error at y/l = 1 for
γ = 0.005. The conditions provided for the free parameter
γ can therefore be seen as useful to ensure stability and
minimize the error coming from higher-order terms.
Now that the role of the free parameter has also been clari-165

fied, the next subsections will focus on more general cases.

5.3. Heated lid-driven cavity

To better establish the ability of the proposed solver
to model realistic configurations, the case of a 2-D heated
lid-driven cavity is considered here, following [28]. The170

cavity is filled with a fluid, initially at rest, with a uniform

temperature and density distribution. The simulation do-
main is bound by three constant-temperature, stationary
walls on the left, right and bottom. The configuration cor-
responding to this case is illustrated in Fig. 9. On all three175

walls, the temperature is fixed at Tc. The upper boundary
on the other hand is a moving wall, with velocity u0. The
upper-wall temperature is fixed at Th. Given the complex-

L

T = Tc
u=0

T = Tc
u=0

T = Tc,u = 0

T = Th,u 6= 0

ρ, λ, cp, ν

L

x

y

Figure 9: Heated lid-driven cavity configuration

ity of the case, especially when subject to variable trans-
port coefficients, no analytical solution can be proposed.180

Instead, to validate the result, temperature and velocity
profiles are compared here to a corresponding simulation
using the well-established tool ANSYS-Fluent. Two differ-
ent configurations are considered here: (a) a configuration
where all parameters, i.e. ν, λ and cp are fixed, and (b) a185

case where all parameters are temperature-dependent. For
the first configuration, the Reynolds is fixed at 400 and the
Prandtl number at 1. The upper wall temperature is set
to 1500 K while all other boundaries are fixed at Tc=300
K. The simulation is performed on a 200 × 200 uniform190

grid for both LB and Fluent. As for previous cases, D2Q9
and D2Q5 stencils are used respectively for the flow and
temperature fields. To follow the test-case presented in
[28], the wall velocity is set to 0.1 m/s, dynamic viscosity
at the reference temperature, T0 = Tc is set to µ0=0.05195

kg/m.s, density is set to 1 kg/m3, λ0 to 0.125 W/m.K
and δx and δt are both set to 1 (respectively in meters
and seconds) while γ is set to 10. To better observe the
changes induced by variable flow properties both flow and
temperature fields are compared in Fig. 10. Due to the200

temperature-dependence of the viscosity, as observed in
this figure, the flow structure is affected. For example the
centers of the vortices on the lower left and right corners
have been displaced.

205
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Figure 10: Heated lid-driven cavity flow structure. Top to bottom:
stream-lines and temperature distribution. Left to right: constant
and variable fluid properties

The velocity and temperature profiles along the vertical
and horizontal centerlines are compared to their reference
counter-parts in Figs. 11 and 12. As expected, the LB
solver recovers both the correct velocity and temperature
fields

Next, the same configuration is subjected to variable
transport and thermodynamic properties. These param-
eters are defined through the following equations, similar
to those used in [28]:

µ(T ) =
µ0T

2T0
(65)

λ(T ) =
λ0T

T0
(66)

cp(T ) = 0.5632
T − T0

T0
+ cp,0 (67)

where cp0 is set to 2.5 J/kg.K following [28]. As for the
constant-properties case, the simulation was performed on
a 200× 200 grid. The results obtained from the LB simu-
lation are compared to reference data from an ANSYS-
Fluent simulation in Figs. 13 and 14. As for previ-210

ous cases, the LB model is able to capture the effects
of varying specific heat capacity and thermal conductiv-
ity as a function of temperature. This is further illus-
trated by looking at the values of the L2 and L∞ error
norms on the center-lines. In the case of constant pa-215

rameters, L2 = 4.568 × 10−3 and L∞ = 5.877 × 10−3,
while for variable parameters, L2 = 2.977 × 10−3 and
L∞ = 3.987 × 10−3. It is worth mentioning that for
variable properties, the dynamic viscosity goes from 0.025
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Figure 11: Constant properties velocity profiles along the vertical
(red) and horizontal (black) center-lines for the heated lid-driven
cavity

to 0.125 kg/m.s while λ spans the interval between 0.125220

and 0.6 W/m.K (which given the choices of δt, δx and
γ results in τ = 0.5375 − 0.68) and cp takes on values
between 2.50 and 4.75 J/kg.K. As mentioned previously,
cases such as this one, where specific heat capacity only
changes with temperature, can also be modeled with the225

enthalpy scheme of Eqs. 36 to 40.

5.4. Rectangular channel with mounted obstacles on upper
and lower walls

In order to confront the model to more realistic configu-
rations, the case of a 2-D channel flow with heated square230

obstacles mounted on both the upper and lower walls is
considered [39, 40]. The geometrical configuration along
with the boundary conditions are represented in Fig. 15.
At the inlet (left) a Poiseuille velocity profile is imposed.

H

∂xT = 0

∇ · u = 0

T = T0

u = u0(y)i

q = 0,u = 0 q 6= 0 q 6= 0

q = 0,u = 0 q 6= 0

ρ, ν, λf

L1

h

h

x

y

Figure 15: Configuration for rectangular channel flow with heated
obstacles mounted on upper and lower walls

This configuration has been studied in details in [39, 40]
at Reynolds numbers ranging from 400 to 2000 and con-
sidering different solid-to-fluid thermal conductivity ratios.
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Figure 12: Constant properties temperature profiles along the verti-
cal (red) and horizontal (black) center-lines for the heated lid-driven
cavity

Here, a Reynolds number of 400 is considered, defined as:

Re =
Dhū0

ν
(68)

where Dh is the hydraulic diameter defined as Dh = 2H
and ū0 is the average inlet velocity. Following [39, 40],
the Prandtl number is set to 0.71 and the solid-to-fluid
thermal conductivity ratio, λs/λf to 10. The test-case be-
ing typical of electrical component cooling with air, the
kinematic viscosity was taken as 1.568× 10−5m2/s, while
thermal conductivity, density and specific heat capacity in
the fluid were respectively set to 0.0262 W.m−1K−1, 1.177
kg/m3 and 1004.9 J/kg.K. Following [39, 40], the density
and specific heat capacity of the solid obstacle were set
equal to that of the fluid. Furthermore, H is set to 1 mm
and ū0 = 3.136 m/s. The heat flux at the base of each
obstacle, q is fixed to 436.7 W.m−2.
Adiabatic, fixed-temperature, and fixed-velocity boundary
conditions are applied using the previously mentioned for-
mulations. The constant-flux boundary condition at the
base of the solid obstacles is enforced following [41], where
the missing populations are defined as:

hα(x, t) = (wα + wᾱ)Tw − h∗ᾱ(x, t− δt) (69)

where h∗α is the post-collision population and Tw is defined
as:

Tw =
2q(x, t)

λ(x, t)
+ T (x, t− δt) (70)

In order to avoid interaction between the zero-gradient
boundary conditions and the flow field, the first obsta-
cle is placed at a distance of L1 = 5H from the inlet while
Lout, the horizontal distance between the last obstacle and
the outlet boundary is set to 20H. The simulation is per-
formed on a 80 × 2100 grid with H=80 and h=20. The
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Figure 13: Variable properties velocity profiles along the vertical
(red) and horizontal (black) center-lines for the heated lid-driven
cavity

center-to-center horizontal distance between obstacles is
2h. The streamlines obtained at steady-state are shown
in Fig. 16. In the context of this test-case δx is set to
2.5 × 10−5 m and δt to 4.7 × 10−8 s and γ to 1. This in
turn results in τH = 0.55−1 and Ma=0.01. Comparing the
flow structure and recirculating zones to those reported in
[39, 40], it is observed that they are in very good agree-
ment. Furthermore, The non-dimensional temperature is
shown in Fig. 17, defined as:

θ =
T − T0

qH/λf
. (71)

The non-dimensional temperature iso-contours also agree235

very well with those reported in [39, 40]. The non-dimensional
temperature distributions on the surfaces of all obstacles
are also compared to reference data from [39, 40] in Fig. 18.
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Figure 18: Distribution of non-dimensional temperature θ along the
three faces of the heated obstacles at Re=400

Comparing the non-dimensional temperature distribu-
tion as a function of the peripheral distance, starting from240

the left face and finishing on the right one, for each one
of the three obstacles, it is observed that the proposed
scheme is able to correctly model conjugate heat transfer
even in complex flow configurations.

5.5. Turbulent flow over a multi-layered wall-mounted cube245

The last configuration studied using the proposed model,
is that of a heated wall-mounted cube subject to a turbu-
lent flow field. In [42], the turbulent flow structure and
surface heat transfer from a heated cube placed in a spa-
tially periodic array of cubes mounted on one of the walls250

of a plane channel was studied. To better understand the
physics, a similar configuration was used to numerically
study the case. In the numerical study, in order to reduce
computation costs, instead of the whole channel and an
array of cubes, a single heated cube of size h was mounted255

on the center of the bottom wall. The overall geometrical
configuration is shown in Fig. 19. To take into account
flow field perturbation by the missing cube array, peri-
odic boundary conditions were applied to the flow field in
both x- and y-directions. Given that in the original con-260

figuration none of the other cubes were heated, instead
of periodic boundaries, constant temperature at 293.15 K
and zero-gradient flux were respectively enforced at the
inlet and outlet in the stream-wise direction [43]. The
cube placed in the center of the bottom wall, in agreement265

with the experimental configuration, consists of a smaller
constant temperature cube of size 0.8h and temperature
348.15 K wrapped in a thin layer of epoxy of thickness 0.1h
[43]. At the top and bottom walls zero-gradient boundary
conditions were imposed on the temperature field. Fol-270

lowing [43], the flow is studied at Reh = hU0

ν =3854 (cor-
responding to Reynolds number of 13,100 based on the
channel height), where U0 is the average velocity deduced
from the imposed flow rate. The physical parameters of
the working fluid –subscript f– and epoxy –subscript s–are275

given in Tables 3 and 4.

ρf [kg/m3] λf [W/m.K] cpf [J/kg.K] ν[m2/s]

1.16 0.0257 1007.0 1.567× 10−5

Table 3: Simulation parameters for unsteady three-block media test-
case: fluid properties

ρs [kg/m3] λs[W/m.K] cps[J/kg.K]

1150 0.236 1668.5

Table 4: Simulation parameters for unsteady three-block media test-
case: solid properties

The simulation has been performed on a 600×600×510
grid, leading to δx = 10−4 m. The time-step δt was set to
2.48× 10−6 s, leading to τ = 0.51168 and Ū0δt

δx
= 0.1. The

flow field was modeled on a D3Q19 stencil while a D3Q7
stencil was used for the energy field. The simulation was
initialized with a fluid at T=293.15 K. The simulation
was carried out on the Neumann cluster at the ”Otto-
von-Guericke” university of Magdeburg, on 1400 process-
ing units clocked at 2.4 GHz.

In order to maintain the flow at Reh=3854 during the
simulation, a background constant pressure gradient in the
stream-wise direction was added to the flow field. The ad-
ditional pressure gradient ∇ · p0(t) to apply at each time-
step was defined as:

∇ · p0(t) = (ρfU0 − ¯ρux(t)) , (72)

where ūx is averaged over the entire domain at each time-
step. According to [43], at the considered Reynolds num-
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Figure 19: Geometrical configuration of multi-layered wall-mounted
cube

ber, the dominant frequency is f=27 Hz, yielding a Strouhal
number of St=0.109 and a vortex shedding period of ap-280

proximately 15000 time-steps.
In the context of this study, data averaging started af-

ter a transition period of 500,000 steps. The average fields
reported in this section were taken over 2,000,000 steps.
During the course of the transition period, the diffusion285

coefficient of the fluid, initially set to a higher value to
accelerate convergence, was changed back to its original
value after 50,000 steps[43].
The averaged vorticity iso-surface at three percent of the
maximum vorticity is shown in Fig. 20.290

y x
z

0

1

ux/U0

Figure 20: Iso-surface of the average vorticity magnitude. The iso-
surface value is fixed at 3% of the maximum value

Looking at Fig. 20, one can observe a large recircu-
lating zone right in front of the cube in the form of a
horseshoe. This observation is in agreement with reported
results from both LES [43] and ELBM [26] simulations.
The turbulent velocity field is further assessed through the295

average stream-wise velocity and the streamwise and span-
wise diagonal components of the Reynolds stress tensor in
Fig. 21. Two sets of reference data are shown alongside
results from the present study in this figure: (a) Experi-
mental data from [42] and LES results from [43]. Overall,300

the results from the present study are in good agreement
with the reference data. It is worth mentioning that the
maximum non-dimensional velocity reached within the do-
main for this LB study, defined as umaxδt/δx, was 0.15;
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this value is equivalent to Ma = umax/cs = 0.26. Large305

non-dimensional velocities can affect the flow field in the
form of compressibility error. Results from the present
study are closer to experimental data compared to LES
results from [43] in the core and near the upper wall. This
might be attributed to the finer grid used for the present310

study in those regions. On the bottom wall however, near
the recirculating zones both upstream and downstream of
the obstacle, the LES results show better agreement with
experimental data. This can be attributed to the grid clus-
tering in those regions used in the LES, resulting in locally315

finer grids [43].
A quantitative analysis of the temperature field obtained

through the present study is shown in Figs. 22 and 23.
In both figures, the obtained data is benchmarked against
three sets of data: (a) experimental [42], (b) Large-Eddy320

Simulation [43] and (c) ELBM simulation [26]. In Fig. 22,
the temperature profile on the surface of the heated cube in
the vertical plane located at y/h=2 is plotted. Figure 23
on the other hand shows the temperature profile on the
cube surface in a horizontal plane located at z/h=0.5. The325

higher temperature observed near the bottom channel wall
can be partly attributed to the zero-gradient boundary
condition applied to the energy solver there. This scheme
only imposes zero flux in the direction perpendicular to
the boundary, therefore allowing for heat transfer in the330

other directions along the wall surface. Overall, both fig-
ures show that the results obtained in the present study
are within an acceptable range from previously reported
data from either simulations or experiments.

335
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Figure 22: Surface temperature distribution along the 0–1–2–3 path-
line on a vertical plane at y/h=2. Black solid line: present study,
dashed gray line: LES [43], dotted black line: ELBM [26] and black
square markers: experimental [42]

0 1 2 3 4
20

40

60

r/h

T

Figure 23: Surface temperature distribution along the 0–1–2–3–0
path-line on a horizontal plane at z/h=0.5. Black solid line: present
study, dashed gray line: LES [43], dotted black line: ELBM [26] and
black square markers: experimental [42]

6. Conclusion

Shortcomings of the classical advection-diffusion model
for heat transfer were pointed out during the course of
the present work. To overcome these issues, especially in
the face of changes in thermo-physical properties, a modi-340

fied model was proposed. It was shown that the proposed
model can easily be extended to more complex configu-
rations, e.g., multi-species and thermo-compressible flows.
It can also take into account further effects such as viscous
dissipation in an efficient way –their implementation will345

be the topic of future works.
The model was used to simulate a variety of test-cases,
with temperature-dependent and spatially-varying proper-
ties. In all cases, the proposed model was able to correctly
reproduce reference data.350

The proposed model is currently being extended to multi-
species flows, taking into account such effects as enthalpy
transport through species diffusion.
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Appendix A. Multi-scale Chapman-Enskog expan-
sion

In this appendix, the asymptotic behavior of the dis-
crete time-evolution equation of the proposed formulation
will be analyzed through an approach that is now very
common and well-established within the LB community.
This approach consists of a Taylor-McLaurin expansion of
the discrete operators followed by a multi-scale Chapman-
Enskog expansion of the populations.
Starting from the discrete time evolution equation:

hα (x + cαδt, t+ δt)− hα (x, t) =

1

τH

(
h(eq)
α (x, t)− hα (x, t)

)
+ wαω̇T (x, t) + wαcα · F (x, t) , (A.1)

Remembering the expressions for h
(eq)
α and F :

h(eq)
α (x, t) = wαHt (x, t)

(
1 +

1

c2s
cα · u (x, t)

)
+ ηα (γT (x, t)−Ht (x, t)) , (A.2)

F =
1

c2s

(
1− 1

2τH

)
∂t (Htu) , (A.3)

and using a Taylor-Maclaurin expansion the LHS can be
re-written as:

hα (x + cαδt, t+ δt)− hα (x, t) =

δt (∂t + cα · ∇)hα (x, t)+
δ2
t

2
(∂t + cα · ∇)

2
hα (x, t)+O(δ3

t ).

(A.4)

Re-writing the time-evolution equation in non-dimensional
form using the following characteristic values:

t+ =
t

T
, x+ =

x

L
, c+ =

c

L/T
(A.5)

one obtains:

δt+
(
∂t+ + c+

α · ∇+
)
hα +

δ2
t+

2

(
∂t+ + c+

α · ∇+
)2
hα

+O(δ3
t+) =

1

τH

(
h(eq)
α − hα

)
+ wαω̇T + wαcα · F (A.6)

In order to evaluate the macroscopic behavior of the scheme
the following multi-scale expansions are introduced:

hα = h(0)
α + εh(1)

α + ε2h(2)
α +O(ε3), (A.7)

δt+∂t+ = ε∂
(1)
t+ + ε2∂

(2)
t+ +O(ε3), (A.8)

δt+∇+ = ε∇+,(1), (A.9)

F+ = εF+,(1) + εF+,(2) +O(ε3), , (A.10)

ω̇+
T = ε2ω̇

+,(2)
T +O(ε3), (A.11)

where:
∀i 6= 0,

∑
α

h(i)
α = 0. (A.12)

which lead to the following equations at different orders in
ε:

ε0 : h(eq)
α = h(0)

α , (A.13)

ε1 : D
(1)
t+ h

(0)
α = − 1

τH
h(1)
α + wαc+

α · F+,(1) (A.14)

ε2 : ∂
(2)
t+ h

(0)
α +D

(1)
t+ h

(1)
α +

1

2
D

(1)
t+

2
h(0)
α =

− 1

τH
h(2)
α + wαc+

α · F+,(2) + wαω̇
+,(2)
T , (A.15)

where D
(1)
t+ = ∂

(1)
t+ + c+

α · ∇+,(1). Taking the zeroth-order
moment of Eq. A.13, the following conservation equation
is recovered at first order in ε:

ε1 :
(
∂

(1)
t+ +∇+,(1) · u+

)
Ht = 0. (A.16)
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Up to this point, the new set of weight functions ηα does
not intervene as it does not have zeroth and first-order
moments. In Eq. A.15, multiplying Eq. A.14 by ε

2D
(1)
t+ ,

the last term on the LHS can be replaced by the following
expression:

ε2 :
1

2
D

(1)
t+

2
h(0)
α = −D(1)

t+
1

2τT
h(1)
α +D

(1)
t+
wα
2

c+
α · F+,(1)

(A.17)
Introducing this expression back into Eq. A.15:

ε2 : ∂
(2)
t+ h

(0)
α +D

(1)
t+

(
1− 1

2τH

)
h(1)
α

+D
(1)
t+
wα
2

c+
α · F+,(1) = − 1

τH
h(2)
α + wαc+

α · F+,(2)

+ wαω̇
+,(2)
T , (A.18)

then replacing h
(1)
α with its expression from Eq. A.14:

ε2 : ∂
(2)
t+ h

(0)
α +D

(1)
t+

(
1

2
− τH

)
D

(1)
t+ h

(0)
α

+D
(1)
t+ τHwαc+

α · F+,(1) = − 1

τH
h(2)
α + wαc+

α · F+,(2)

+ wαω̇
+,(2)
T , (A.19)

and taking the zeroth-order moment:

ε2 : ∂
(2)
t+ Ht −∇+,(1) · 2τT − 1

2
c2sγ∇+,(1) · T I

− ω̇+,(2)
T = 0. (A.20)

The second term on the LHS is obtained by computing the
second-order moment of the EDF:∑

α

cα ⊗ cαh
(eq)
α = c2sγT I, (A.21)

without the second part of EDF with the second set of
weight functions, we would have had:∑

α

cα ⊗ cαh
(eq)
α = c2sHtI. (A.22)

Adding up Eqs. A.16 and A.20, and making use of the non-
dimensionalization equations introduced in the beginning
of this section the following equation is obtained:

∂tHt +∇ · (Htu)

−∇ ·
[
c2sγδt (2τH − 1)

2
∇ · (T I)

]
− ω̇T = 0 (A.23)

Therefore, to get the correct macroscopic equation, the
relaxation coefficient must be set to:

λ =
c2sδtγ (2τH − 1)

2
(A.24)
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